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Abstract
Estimating school completion is crucial for monitoring
Sustainable Development Goal (SDG) 4 on education.
The recently introduced SDG indicator 4.1.2, defined
as the percentage of children aged 3–5 years above the
expected completion age of a given level of education
that have completed the respective level, differs from
enrolment indicators in that it relies primarily on house-
hold surveys. This introduces a number of challenges
including gaps between survey waves, conflicting esti-
mates, age misreporting and delayed completion. We
introduce the Adjusted Bayesian Completion Rates
(ABCR) model to address these challenges and produce
the first complete and consistent time series for SDG
indicator 4.1.2, by school level and sex, for 164 countries.
Validation exercises indicate that the model appears
well-calibrated and offers a meaningful improvement
over simpler approaches in predictive performance. The
ABCR model is now used by the United Nations to
monitor completion rates for all countries with available
survey data.
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1 INTRODUCTION

The 2030 Agenda for Sustainable Development, adopted in 2015, established a framework for
global progress centred around the 17 Sustainable Development Goals (SDG). The SDGs are a
broad set of objectives focused on ‘people, planet and prosperity’. They include SDG 4 on educa-
tion, defined to ‘ensure inclusive and equitable quality education and promote lifelong learning
opportunities for all’ (United Nations, 2015).

Historically, measuring progress in education development has focused on enrolment and
attendance statistics. Recently, however, SDG 4 has shifted attention away from mere enrolment
towards completion and learning, notably through target 4.1, which calls on countries to ‘ensure
that all girls and boys complete free, equitable and quality primary and secondary education lead-
ing to relevant and effective learning outcomes’. In 2015, the proposal for SDG global indicator
4.1.1, defined as the ‘proportion of children and young people (a) in Grade 2 or 3; (b) at the end of
primary education; and (c) at the end of lower secondary education achieving at least a minimum
proficiency level in (i) reading and (ii) mathematics, by sex’, reflected this shift (UN Statistical
Division, 2021a). But the monitoring framework was deficient as it focused on the learning out-
comes of the student population without providing information on the percentage of children and
youth population that reach the end of each education cycle. A true measure of progress requires
the monitoring of the education trajectories of all children and youth.

Just as it had called in 2012 on a learning outcome indicator for the post-2015 agenda
(UNESCO, 2012), the 2016 Global Education Monitoring (GEM) Report called for a measure of
completion to be added to the monitoring of SDG target 4.1 (UNESCO, 2016). Such a measure
would be preferably based on survey data to overcome challenges associated with administrative
data that had prevented a reliable assessment of education progress from emerging. The UNESCO
Institute for Statistics, as custodian agency of almost all SDG 4 indicators, made the case, and
the Inter-agency and Expert Group on SDG Indicators adopted the completion rate at three lev-
els of education (primary, lower secondary and upper secondary) as SDG global indicator 4.1.2,
one of only six successful out of more than 200 proposals made during the 2020 Review. The new
indicator’s metadata foresaw a methodological development to address its limitations (UN Statis-
tical Division, 2021b). This paper describes the methodology that has since been developed and
is being used to report on the indicator (United Nations, 2022).

Indicator 4.1.2 is defined as the ‘percentage of a cohort of children or young people aged 3-5
years above the intended age for the last grade of each level of education who have completed
that grade’ (UN Statistical Division, 2021b). In other words, the completion rate is a ‘flow’ mea-
sure of attainment, aiming to capture the peak of education development progress in the current
generation, unlike ‘stock’ measures of attainment that have tended historically to focus on adult
cohorts (Barro & Lee, 1993). While a stock measure is relevant for analyses of countries’ growth,
a flow measure allows for a timely reading of progress, facilitating education policy responses.

Traditionally, education monitoring has relied on administrative enrolment records. But the
2030 Agenda for Sustainable Development has helped shift emphasis to the use of survey data.
This is mainly due to the focus on disaggregation to capture the spirit of ‘leaving no one behind’.
But administrative data are also often not suitable to measure completion. For instance, they do
not allow easy distinctions to be made between repeaters and non-repeaters, especially in poorer
countries. Data on graduates are often not available, especially at the upper secondary education
level, where education pathways are more fragmented, while this information tends not to be
available by age. These concerns are on top of the usual concern over the accuracy of population
measures.
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Poor understanding of the weaknesses of the administrative data-equivalent indicator, the
gross intake rate to the last grade of primary school, has led in the past to wrong conclusions. For
instance, the World Bank claimed in 2011 that countries such as Myanmar and the United Repub-
lic of Tanzania had achieved universal primary completion (World Bank, International Monetary
Fund, 2011), when in fact at least one in four and one in five children, respectively, were not
reaching the end of primary school.

This shift towards mainstreaming survey and census data in education monitoring is in line
with the calls for a data revolution post-2015, which stressed that ‘the more data can be com-
bined, the more useful they are’ (Independent Expert Advisory Group on the Data Revolution for
Sustainable Development, 2014).

Survey data, however, bring their own challenges. Most cross-country comparable household
survey programmes conduct a survey in a given country at most every 3 to 5 years and the results
released at least 1 year later, generating a considerable time lag. For most countries, multiple sur-
veys are available though they may provide conflicting information. The 2016 GEM Report raised
the question of reconciling the different sources (UNESCO, 2016). Simply averaging estimates or
fitting a standard linear regression trend ignores relevant information. Some sources may show
greater variability due to small sample size or other, non-statistical issues that make them less
reliable. By itself, this could be accounted for using weighted linear regression. This method still
does not recognise, however, that some sources may systematically result in lower or higher esti-
mates relative to others. Such bias can reflect differences in sampling frames or how questions
are asked. In addition, some respondents provide information retrospectively and the time that
has lapsed increases the risk of errors that need to be corrected.

Figure 1 illustrates the problem using primary completion rates. It is clear that an assessment
of the trend has to consider the relatively larger uncertainty of the 2003 estimate, and that recent
Demographic and Health Surveys (DHS) and Multiple Indicator Cluster Surveys (MICS) surveys
systematically differ in their baseline. Comparing them directly, or always adopting the ‘latest
available’ as the best estimate would lead to the conclusion that there have been large jumps in
completion in a short amount of time, in opposite directions. These challenges also constrain
the calculation of consistent trends in completion rates for regional aggregates because the set of
countries with observations in a given year changes over time.

The international health community faced similar challenges in measuring indicators based
on multiple sources, such as under-5 mortality or maternal mortality rates (MMR). The UN
Inter-agency Group for Child Mortality Estimation adopted a consensus model to generate annual
estimates for under-5 (Alkema & New, 2014) and neo-natal mortality (Alexander & Alkema, 2018)
in each member state. The Inter-Agency Group for Maternal Mortality Rates followed a similar
process (Alkema et al., 2016).

In this paper, we introduce the Adjusted Bayesian Completion Rates (ABCR) model, which
takes inspiration from the general approach to estimating health indicators using Bayesian hier-
archical models, but fully adapts them to the education context. Structurally, the ABCR model
has similarities with the above mortality models in that it estimates an underlying trend in target
values and shares information on parameter scaling across countries (Alexander, 2020). However,
given the substantial differences in data considerations and broader context, the ABCR model pro-
poses a new process to maximise survey data utilisation, as well as education-specific correction
terms.

Specifically, we address concerns about limited data by introducing a new process to recon-
struct historical completion rates from the available surveys and recognise the increased error
associated with retrospective series. We also explicitly model late completion by specifying the
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F I G U R E 1 Primary school completion rate in Nigeria 5 years above nominal age for final primary grade,
from different surveys, with estimated 95% uncertainty intervals. N.B. y-axis starts at 0.5.

delay magnitude as a function of age, and address age-misreporting concerns stemming from
limited survey respondent numeracy skills in some regions. Such adjustments permit the ABCR
model to consolidate survey data into a smooth underlying trend in completion rates from which
the estimated true annual completion rates for each country can be extracted. The ABCR model is
now used by the United Nations to estimate SDG indicator 4.1.2 and monitor regional and global
progress.

The ABCR model is the first to estimate completion rates as defined by SDG global indicator
4.1.2, as opposed to adult educational attainment rates commonly used for other purposes. The
model estimates the official completion rate, which focuses on the age group 3 to 5 years above
the official graduation age to capture the late completion phenomenon, which is very common
in low- and lower-middle-income countries. In addition to the official completion rate indica-
tor definition, the model also estimates an ‘ultimate’ completion rate that captures very delayed
education trajectories that characterise some countries, usually the detriment of girls’ education
progress. By addressing the various data quality concerns associated with survey data, these esti-
mates are also less sensitive to individual surveys, the year in which they were conducted, and
the type of survey that happens to be the latest available in a given country.

We begin this paper by formally establishing the official definition of the completion rate
indicator and the associated notation before presenting the structure of the model and how it
addresses the specific challenges posed by estimating this indicator. We then present a first set
of estimates along with an assessment of their quality and performance against more simplis-
tic approaches. Finally, we conclude with a summary of the outcomes and challenges associated
with the ABCR model. The analyses in this paper are based on a consolidated collection of 696
microlevel datasets on school completion from 164 countries. The sources are described in detail
in Appendix B.1.
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2 DEFINITIONS AND DATA

2.1 Completion rates

SDG global indicator 4.1.2 measures completion among individuals who are between 3 and 5
years above the theoretical age for the final grade of the education level in question (UN Statistical
Division, 2021b). This theoretical final grade age is the age of a child who starts school at the
official school entry age and progresses one grade each year. We refer to this age as a0. Then,
we refer to age a0 + 3 as a3, a0 + 5 as a5, and generally to a0 + n as an. Note that the age value
corresponding to a0 is defined by a given school system and thus varies across countries. In a small
number of countries, the graduation age may shift by one due to policy changes to school duration.
However, in the interest of maintaining consistency in data reconstruction, we maintain a single
value of a0 for each country defined using the most recent official school entry age and duration
available. For simplicity, we omit the subscript for country and understand that the numeric value
of a0 depends on the country in question.

Ideally, the most timely observation of completion would be based on individuals one year
above a0. The reason a three age interval is considered instead is to smooth out variation result-
ing from the potentially small sample size of any given birth cohort in household survey data.
The age bracket is shifted up by 2 years to offer a ‘grace period’ for delayed completion. Timely
entry and progression without repetition are important goals in their own right. Nevertheless,
even though children who start school late and/or repeat grades often suffer an elevated risk of
drop-out, many of them do eventually complete school. Accordingly, the completion rate indica-
tor, by focusing on the age group 3 to 5 years above the final grade, seeks to abstract away from
the question of timeliness to some extent and capture all completion that is not unreasonably
delayed.

We now define Ca,c,y as the observed average completion at age a in a given country c in year
y, such as 15-year-olds in Nigeria in 2010. As each combination of primary, lower secondary,
and upper secondary school levels and female, male, and total populations are modeled indepen-
dently, the level and sex indices have been omitted for simplicity. The completion rate indicator,
CRc,y is defined as a population-weighted average completion rate for individuals in the interval
[a3, a5] as follows:

CRc,y = C[a3,a5],c,y =
5∑

i=3

pi

p[3,5]
Cai,c,y, (1)

where pi is the size of the observed population aged ai, i years above the last grade of a given level
of schooling, and p[3,5] is the overall population in the age interval [a3, a5].

In practice, however, population estimates and forecasts are typically based on 5-year
aggregates and the single-age decompositions needed to compute CRc,y can be subject to
significant uncertainty. Additionally, an analysis of the year-to-year variation of single age cohort
sizes for 10- to 14-year-olds in MICS 5 countries in Appendix A.4 suggests that random variation
dominates the relative weights as opposed to smooth trends in population size. As such, for
the purposes of completion rate analysis, we conclude that the population weights offer limited
information but introduce extra layers of uncertainty.

Instead, for estimation purposes, we propose that an unweighted average for the comple-
tion rate indicator is preferable. While we recognise that any definitional adjustment may
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cause marginal departures from observed completion rates, for the purposes of estimation and
understanding trends, we use the following adjusted completion rate indicator:

CR∗c,y =
1
3

5∑

i=3
Cai,c,y. (2)

2.2 Retrospective data

Observations of completion rates are collected from censuses and household survey programmes
by aggregating individual level responses to questions on either an individual’s total number of
years of school completed or more directly what levels have been completed. As these nationally
representative household surveys are conducted relatively infrequently, it is necessary to exploit
as much information as possible from each round. If each survey only contributed estimates for
the survey year for those individuals observed during the nominal age range for the completion
rate indicator, many countries would have too few observations to perform any kind of robust
statistical trend estimation. In the most extreme cases, there is only one survey for a country and
thus one observation of individuals in the indicator age bracket.

However, censuses and household survey programmes do not just ask individuals in the
[a3, a5] age bracket about their education status, rather individuals of all ages are asked about their
levels and years of school completion. Thus, one solution to the infrequent survey challenge is to
take into account the education level reported as completed by older cohorts who were outside of
the indicator age bracket at the time of survey.

For example, if the age bracket for the completion rate is 14–16 in a given country, then a
survey in the year 2015 allows for the calculation of the 2015 completion rate based on the 14- to
16-year-olds in the sample. In addition, completion among 17- to 19-year-olds in the sample may
be taken as a proxy for the completion rate among 14- to 16-year-olds 3 years prior, in 2012. More
generally, Ca+x,c,y ≈ Ca,c,y−x for ages a that are above the expected completion age. We illustrate
this process visually in Figure 2.

By leveraging observations of older age groups and tracing along cohort trajectories, a single
survey contributes completion rate estimates for a series of years. This correspondence, however,
is not exact. One way in which it fails is if there are many individuals completing school between
the ages of a and a + x. Continuing the earlier example, if there are substantial delays in school
progression, some 18-year-olds may complete in 2015 and thus C18,c,2015 > C15,c,2012. This problem
has parallels with left-censoring in that the reconstructed observations are observed after their
timely completion age window has passed, thus inducing the mismatch. We illustrate this chal-
lenge in Figure 3 using observed primary school completion data from Bangladesh, Denmark
and Kenya. In both Bangladesh and Kenya, observations of completion at the youngest ages are
consistently lower before stabilising as the cohorts age, as would be expected in the presence of
delays. Denmark, in contrast, does not have substantial delayed completion and thus the cohort
trajectories reflect a near perfect correspondence.

The findings of Figure 3 suggest that in order to leverage reconstructed data for completion
rate estimation, an adjustment for late completion will be necessary to ensure consistency across
observations. After making such an adjustment, it is expected that the correspondence between
Ca+x,c,y and Ca,c,y−x will be more robust but still may not be perfect. In particular, completers and
non-completers may have systematically different mortality and migration rates. To limit these
effects, we reconstruct completion rates only for individuals in a 20-year range starting at the
bottom of the nominal age bracket (i.e. from a3 up to a23) and anchor the correspondence to a5.
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F I G U R E 2 Lexis diagram for a 2015 survey with completion age bracket [14, 16]. Observed age-years are
presented in red, target age bracket age-years are blue, and the overlapping age-years are green. The data
reconstruction process shifts observed values into the target age bracket along the corresponding cohort
trajectories. Three sample cohort trajectories are plotted with black lines. [Colour figure can be viewed at
wileyonlinelibrary.com]
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F I G U R E 3 Lexis diagrams for Bangladesh, Denmark and Kenya. Observed primary completion rates are
plotted according to the colour gradient in the legend. Indicator age brackets are plotted with horizontal black
lines. Note that the microdata for Denmark does not include 15-year olds. Three sample cohort trajectories are
plotted with diagonal black lines. [Colour figure can be viewed at wileyonlinelibrary.com]

The results of the retrospective data reconstruction process for a country with many surveys
are illustrated in Figure 4. Note that the overlapping series of retrospective completion rates make
it unambiguously clear that differences between surveys are often not driven by true changes
in the years between the surveys, but reflect different baseline bias. That is, some surveys give
systematically higher or lower estimates of completion than others.
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3 METHODS

The objective of the ABCR model is to consolidate observations from different surveys, provide
estimates for years without a survey, and allow for short-term ‘now-casts’ of current completion
rates.

Before specifying the model, we recognise that across different levels of schooling and coun-
tries, observed completion rates cover practically the entire possible range from 0% to 100%.
To account for outcomes constrained to, but spread across the entire [0, 1] interval, we model
observations Ka,c,y = Φ−1(Ca,c,y), where Φ−1 is the probit function.

3.1 Model summary

We start by presenting a full completion rate model summary before describing in detail each of
the component parts in the subsequent sections.

We parametrise the model in terms of the top of the age interval for the completion rate
indicator, that is, we take a5 as the reference age. Let 𝜅c,y = Φ−1(Γc,y) refer to the unknown
true completion rate for the a5 cohort in country c and year y at the outcome scale (Γc,y) and
transformed scale (𝜅c,y), respectively.

We then assume that Ki, the observed probit completion rate relating to age a[i], country c[i],
year y[i], and originating from survey s[i] is distributed as follows:

Ki|𝜅c[i],y[i], 𝛽s[i], 𝜏c[i], 𝜙a[i],c[i], 𝜈i, 𝜔a[i],s[i] ∼ (𝜅c[i],y[i] + 𝛽s[i] − 𝜏c[i] ⋅ 15|a[i] + 𝜙a[i],c[i], 𝜈
2
i + 𝜔

2
a[i],s[i]),

(3)
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where 𝜅c[i],y[i] is the ‘true’ probit completion rate for the a5 cohort in the respective country and
year, 𝛽s[i] refers to the survey bias, 𝜏c[i] is a distortion due to age-misreporting occurring when a[i]
is a multiple of 5, 𝜙a[i],c[i] is the late (relative to a5) completion adjustment, and finally, 𝜈2

i and
𝜔

2
a[i],s[i] refer to the sampling and non-sampling variances, respectively.

The model is structured in two stages. The first is the process model governing the changes
in underlying true probit completion rates over time. We discuss the process model in detail in
Section 3.2. The second describes through Equation (3) how the underlying true a5 probit rates
relate to the observed data. This relationship is comprised of tangible delays in completion, and
various data effects including survey bias and age-misreporting. Late completion is described in
Section 3.3 followed by a discussion of the data effects in Section 3.4.

After extracting the true a5 completion rates, 𝜅c[i],y[i], from the model, we can estimate the
true completion rate indicator using the corresponding 𝜅c,y values adjusted for within-bracket late
completion as follows:

̂CR∗c,y =
1
3

a5∑

a=a3

Γc,y =
1
3

a5∑

a=a3

Φ(𝜅c,y + 𝜙a,c). (4)

Also of interest is the ‘ultimate cohort completion’, which in our specification is assumed to be
reached by 8 years after the nominal age for the final grade, at age a8, and therefore is proxied by
Φ(𝜅c,y + 𝜙a8,c).

The model in its entirety is summarised in Figure 5. This chart links all of the pieces of the
model together to provide a big picture view of the completion rate estimation process.

3.2 Core model for the underlying trend

Based on an understanding of the underlying social and policy processes determining completion
rates, we wish to allow for the possibility that outcomes in a given year can have both short- and
long-term repercussions. A specification in terms of first differences, that is, in changes in com-
pletion, better captures our intuition regarding the long-term persistence of shocks. In particular,
it is reasonable as a baseline assumption that after a ‘lost decade’ of exceptionally poor outcomes,
the average growth in completion will eventually return to its long-run trend. However, while
it is certainly possible to make up for lost time, there is no compelling reason to think that the
expected level of completion will eventually return to where it would have been in the absence of
the crisis period.

Our core model for 𝜅c,y is an ARIMA(1,1,0) with drift process. In addition to meeting the
above requirements, the ARIMA(1,1,0) specification captures a year-over-year autocorrelation
relationship, reflecting the possibility of multi-year educational development enablers or hurdles
outside of the long-term drift:

Δ𝜅c,y = 𝜅c,y − 𝜅c,y−1 = 𝛾c + 𝜌cΔ𝜅c,y−1 + 𝜖c,y, (5)

𝜖c,y|𝜎𝜖 ∼ (0, 𝜎2
𝜖
), (6)

with priors:

𝜎
𝜖
∼ Gamma(2, 0.1), (7)
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F I G U R E 5 Completion rate model summary. The inputs, components and outputs of the model are
summarised here and described in further detail in the following sections.

𝜌c|𝜏, 𝜆c ∼ +(0, 𝜏2
𝜆

2
c ), (8)

𝜏|𝜏0 ∼ +(0, 𝜏2
0 ), (9)

𝜆c ∼ t+4 (0, 1) (10)

𝛾c|𝛼𝛾 , 𝛽𝛾 ∼ Log-normal(𝛼
𝛾
, 𝛽

𝛾
), (11)

𝛼
𝛾
∼ (0, 1), (12)

𝛽
𝛾
∼ +(0, 1). (13)

The long-term drift 𝛾c, is expected to be positive, implying an eventual convergence to 100% com-
pletion, including for upper secondary. The log-normal distribution is thus selected to reflect the
positive constraint while preferring conservative drift estimates, but still allowing for the possi-
bility of faster growth outcomes if there is strong evidence. The parameters of the log-normal
distribution are assigned vague normal priors.

Some countries, however, have experienced departures from consistent growth as seen with
Mongolia in Figure 4. This behaviour of short- to medium-term shocks sustained over a number
of years is captured through the country-specific autoregressive coefficient, 𝜌c. We note that the
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autoregressive structure of an ARIMA(1,1,0) specification could model consistent growth through
cascading shocks, creating a possible redundancy with the long-term drift, 𝛾c. Given that there is,
however, substantive interest in understanding the differences in strength of consistent growth
between countries (Malala Fund, 2014; United Nations, 2015), the specification should prefer to
model consistent growth with 𝛾c instead of with 𝜌c. To reflect that 𝜌c is only to be relevant in the
presence of medium-term shocks that are only experienced by a subset of countries, we assign 𝜌c
a horseshoe prior to shrink unneeded 𝜌c terms towards zero (Carvalho et al., 2009). Assuming a
prior assumption that 30% of countries will have a relevant 𝜌c term and a t+4 (0, 1) distribution on
the country-specific horseshoe parameter, 𝜆c, we set the hyperparameter 𝜏0 = 0.01 following the
procedure discussed in Piironen and Vehtari (2017). Appendix A.1 provides additional comments
on both the horseshoe specification and the process model as a whole.

Given that the model is structured in two stages, we employ a vague boundary avoiding prior
(Chung et al., 2013; Stan Development Team, 2020b) for 𝜎

𝜖
to discourage the scenario where the

underlying 𝜅 process exhibits little to no variability. Since the true completion rates are unob-
served, a value of 𝜎

𝜖
approaching zero could be consistent with the likelihood if the variance of

the data generating model in Equation (3) expands to entirely compensate for the variability in
observations.

3.3 Late completion

In a number of countries where delays in school entry and progression are severe, even the ‘grace
period’ allowed by the shifted age bracket is not sufficient to ensure that Ca3,c,y already represents
ultimate completion of the cohort in question and equals Ca5,c,y+2. In other words, some individu-
als complete school during the age interval [a3, a5] and, in some cases, even beyond. This is clearly
evident in the example in Figure 6. Observations at ages a3 and a4 consistently display lower com-
pletion than observations at age a5, and observations at a5 consistently display lower completion
than observations at ages a6 through a8.

For a single cross-sectional age profile of completion from one survey, such a pattern would
not establish late completion but could, in principle, also arise from a decline in completion
between successive cohorts. However, overlaying the retrospective completion rates from several
surveys, as in Figure 6, amounts to an implicit pseudo-cohort analysis that shows that ultimate
completion suffered no such decline. Instead, the completion observed in a given survey for some
pseudo-cohort depends on the age at which it is observed, even at ages above a3. Indeed, in
Figure 6, it is evident that late completion continues even past a5 in Liberia and Malawi.

As discussed in Section 2.2, to ensure that the retrospective data are consistent and compara-
ble, it is therefore necessary to model the age profile of observed completion, in a way that allows
for late completion in addition to the error associated with retrospective observations. As a parsi-
monious but flexible specification, we model the late completion effect 𝜙a,c as a piece-wise linear
function in the probit space with two segments as follows:

𝜙a,c =

{
(a − a5) ⋅ 𝜆1c ⋅ 1l|c if a ∈ {a3, a4}

min(3, a − a5) ⋅ 𝜆2c ⋅ 1vl|c if a ≥ a5.

The first case specifies completion within the [a3, a5] interval potentially being lower by a
country-specific value 𝜆1c per year. The second case models additional very late completion
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F I G U R E 6 Observed and backcast values of age-specific primary completion in Liberia and Malawi.
Observations corresponding to a3, a4 and a5 for each survey are the first, second and third points from the right
of each data series, respectively. The fitted completion rate indicator and ultimate completion are indicated by
the blue and grey lines, respectively [Colour figure can be viewed at wileyonlinelibrary.com]

beyond the CR indicator interval with a country-specific slope, 𝜆2c, accumulating over three years
to the age of ‘ultimate cohort completion’, a8. The choice of three additional years of delay is
based on an assessment of surveys from countries in Sub-Saharan Africa, the region with the
most significant delays. In these countries, peak completion is typically achieved by a8 at the lat-
est suggesting a total of 8 years of delays is appropriate. This assumption is further validated in
Section 4.2 where we study the sensitivity of the model to different very late completion durations.
Visually, the age specification is described by Figure 7.

Both late completion effects are subject to indicator variables dictating the presence or absence
of the effect for the given country. Briefly, highly developed education systems have limited or
negligible delayed completion beyond the three year grace period offered by the indicator age
bracket. To reflect this fact, those countries with median observed completion rates above 0.95 are
assumed to not have structural late completion and instead any minor dips are considered noise.
However, if for a country with close-to-universal completion, the observations for [a3, a5] are con-
sistently below those of [a5, a7] across surveys, shorter-term late completion (i.e. 𝜆1c) is estimated.
Additional details of the procedure for identifying the presence of late completion are provided
in Appendix A.2. The country-specific parameters, 𝜆1c and 𝜆2c are modelled hierarchically with
the following priors:

𝜆1c|𝜎𝜆1 ∼
+(0, 𝜎2

𝜆1
). (14)

𝜆2c|𝜎𝜆2 ∼
+(0, 𝜎2

𝜆2
). (15)
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κ

F I G U R E 7 Piece-wise linear model of age-profile of completion. Note that age is decreasing on the x-axis
to match a retrospective data series.

𝜎
𝜆1 ∼

+(0, 1). (16)

𝜎
𝜆2 ∼

+(0, 1). (17)

3.4 Data considerations

In addition to the real year-over-year changes in completion and delays in completion, there are
consequences of using household surveys that must be accounted for. The three components of
these data considerations are survey bias, age-misreporting, and differences in variability.

3.4.1 Survey bias

In the present case of completion rates, no equivalent to the— theoretical—‘gold standard’ of
a complete vital registration system for health applications or specialised in-depth studies for
MMR exists. Even censuses may miss important subgroups, such as street children. This issue
is particularly consequential for completion rates as differences in completion between included
and excluded groups are potentially extreme. It is entirely plausible for primary completion to be
almost universal among population in households, but close to zero among ‘missing children’.
Given the lack of a ‘gold standard’, absolute survey bias cannot be modelled without introducing
strong assumptions. However, modelling relative bias allows the model to understand systematic
differences between surveys even in periods where retrospective series constructed from different
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surveys do not overlap. This relative structure induces a sum-to-zero constraint on each country’s
collection of survey bias terms. Thus, to model 𝛽c, the vector of country c’s S survey bias terms,
𝛽s, we parameterise in terms of 𝛽∗c , a vector of S − 1 elements and assume the following:

𝛽c = AS ⋅ 𝛽∗c , (18)

AS =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎣

1 0 0 … 0
− 1

S−1
1 − 1

S−1
0 … 0

− 1
S−1

− 1
S−1

1 − 2
S−1

0
⋮ ⋮ ⋱

− 1
S−1

− 1
S−1

… − 1
S−1

1 − S−2
S−1

− 1
S−1

− 1
S−1

− 1
S−1

… − 1
S−1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦

, (19)

𝛽

∗
c |𝜎bias ∼ Cauchy(0, 𝜎bias), (20)

𝜎bias ∼ +(0, 0.252), (21)

where AS is an S × (S − 1) matrix with elements aij constrained such that ∀j ∈ 1, … , S − 1,∑S
i=1aij = 0, and ∀i ∈ 1, … , S,

∑S−1
j=1 |aij| = 1. The first constraint enforces the sum-to-zero

constraint using the columns of AS, and the second constraint propagates the symmetric
Cauchy(0, 𝜎bias) prior from 𝛽

∗
c to 𝛽c. The Cauchy distribution is selected here to address the

possibility of potentially extreme bias in specific surveys. Additional details, are provided in
Appendix A.3.1.

3.4.2 Age-misreporting distortion

It is well known that in developing country settings, respondents’ ages may be misreported,
leading to an over-representation of ages that are multiples of five. It is also known that this
behaviour correlates with low numeracy skills. Accordingly, it is plausible that cohorts with ages
that are multiples of five at the time of a survey may have understated completion rates due to
the over-representation of individuals with low numeracy skills that have misreported their ages.
When reconstructing retrospective data, this would manifest as anomalous drops in completion
every 5 years.

Indeed, we see clear evidence of this in Figure 8, for example. Here, as in a number of other
cases, reported primary school completion is lower among those whose reported age is a multiple
of five. This is what would be observed if those who did not complete primary school are more
likely to round their age.

Retrospective observations that represent a reported ‘round’ age group at the time of survey
are coded with an indicator variable. Observations where this indicator equal 1 are subject to an
additional term 𝜏c in Equation (3) that accounts for the potential distortion in country c due to
age-misreporting. This distortion is parsimoniously modelled as being rare, but potentially large
with the following hierarchical structure:

𝜏c|𝜆𝜏 ∼ Exp(𝜆
𝜏
). (22)

𝜆
𝜏
∼ +(0, 502). (23)
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F I G U R E 8 Observed and backcast values of age-specific primary completion in Nigeria. Red plus signs
indicate observations based on respondents reporting their age at time of survey as a multiple of five. [Colour
figure can be viewed at wileyonlinelibrary.com]

We note that the specification for age-misreporting is simple. A more complex model could per-
haps link the magnitude of age-misreporting to the pool of less-educated likely to misreport. For
example, if the prevalence of age-misreporting were a function of primary completion, the esti-
mates of primary completion could be incorporated into the specification. However, such a step
would mean that the estimation of completion rates at each level could no longer be done inde-
pendently. Too little is known to do this convincingly and so we settle on the simple specification
above. Similarly, in some cases it seems as if the adjacent ‘almost round’ ages report increased
primary school completion as a result of losing some of their unschooled who incorrectly place
themselves in the round age group. However, in other cases the offsetting increase is more dif-
fuse. Given the lack of consistent pattern across surveys and countries, the offset is not modelled
explicitly as affecting specific ages, but is allowed to be implicitly absorbed in the overall country
intercept.

3.4.3 Variance

To account for differences in observation specific sampling variation between surveys (and
between age groups), sampling variances, 𝜈i, are estimated a priori and provided as input. As
survey reports do not provide sampling errors for completion rates, 𝜈i is estimated from the
micro-data, applying the clustered Jackknife procedure used to generate the published DHS SE
estimates for other indicators (The Demographic and Health Surveys Program, 2012).

We also assume that the observation for age a from a specific survey s is subject to an indepen-
dent non-sampling error, 𝜔a[i],s[i]. We noted previously that retrospective data may face increasing
uncertainty as time passes due to different mortality and migration rates between completers
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and non-completers. By restricting the age range for reconstruction to [a3, a23], the effect of
mortality is mostly limited outside of jurisdictions with high young adult mortality rates stem-
ming from high HIV/AIDS prevalence. In general, differential migration between completers and
non-completers is expected to have a larger impact within the age range. To reflect the increas-
ing uncertainty as the retrospective distance increases, we first estimate an underlying survey
level value 𝜔s and then scale it linearly with the retrospective estimation distance to reflect the
increased uncertainty as time passes. Specifically, 𝜔2

a,s = (1 + 0.05 ⋅max(0, a − a5)) ⋅ 𝜔2
s with 𝜔s ∼

Gamma(2, 4). The gamma prior is selected for its boundary avoiding properties as a zero value
for non-sampling variance is inconsistent with the understanding that non-sampling variance is
present in this context. In principle, if not only the migration intensity, but also the migration
age schedule differs between completers and non-completers, the magnitude of the retrospective
estimation error could be a non-linear function of the elapsed time x or equivalently, of age at the
time of survey. In practice, in the absence of a priori information on this effect, we assume that
the uncertainty associated with retrospective estimation increases linearly with age such that the
uncertainty doubles over a 20-year interval. Further details are presented in Appendix A.3.3.

3.5 Implementation

The model parameters are estimated in a Bayesian framework using R. Samples from the poste-
rior distribution are generated using the No-U-turn sampling (NUTS) Hamiltonian Monte Carlo
algorithm (Hoffman & Gelman, 2014; Neal, 2011) implemented in the Stan package (Carpenter
et al., 2017; Stan Development Team, 2020c). Four chains are run in parallel for each level and sex
combination. Each chain consists of 3000 burn-in iterations, and 3000 samples. Due to memory
constraints, the final sample is thinned to 1000 per level and sex combination. We check con-
vergence using the standard diagnostic checks including trace plots, pairs plots and the Gelman
and Rubin diagnostic (Gelman & Rubin, 1992; Stan Development Team, 2020a; Vehtari, Gelman,
Simpson, et al., 2020). See Appendix B for additional implementation details.

3.6 Validation

To assess the performance of the model, we consider two different out-of-sample validation exer-
cises. First, we conduct a ‘leave one survey out’ validation. Specifically, all observations based on
the latest survey (including backcast values) for each country with more than one survey are omit-
ted from the estimation of the models, and predicted values for these values are obtained. Such a
validation is designed to mimic an intended use case of the model, that is, comparing the output
to a new survey. As entire surveys are left out, no survey bias is estimated for the test surveys and
so we compare the left out values to the appropriate 𝜅c,y, adjusted for age-misreporting and late
completion, by computing mean squared errors (MSE) and mean absolute errors (MAE).

The second exercise leaves out two random observations from each survey, provided each sur-
vey has at least five observations. Notably, this does not completely remove any surveys from the
data and so bias terms for all surveys can be computed. For this test, we also compute the MSE and
MAE between the left out observations and the respective 𝜅c,y adjusted for age-misreporting, late
completion, and survey bias. We also compute model bias, and coverage of prediction intervals
defined as n−1∑n

i=11li≤yi≤ui where n is the number of observations in the test set, i is the current
observation, and li and ui are the lower and upper bounds, respectively, of the prediction interval.
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4 RESULTS

The model output is illustrated by the country-level results shown in Figure 9 for a selection
of countries at three different levels of schooling. The presented examples have been selected
to illustrate a variety of scenarios. The results appear sensible, capturing late completion where
appropriate and with projected uncertainty greater when fewer or even only a single survey was
available, for instance. Particular attention should be given to the Nigeria, Rwanda, Bhutan and
Armenia examples.

As the country with the single most surveys, the observations for Nigeria appear incredi-
bly noisy. However, as observed in Figure 8, much of this ‘noise’ is actually the manifestation
of age-misreporting. The ABCR model considers this information and produces estimates with
greater certainty than the underlying data might suggest at face value. Rwanda presents an
example of the model’s ability to adapt to non-standard patterns. While the long-term trend is
positive, the effects of the 1994 genocide are clearly visible as a large drop in completion observed
and captured by the model. Bhutan presents a single survey case. Given the single survey presents
remarkable improvements in completion, a strong positive trend is produced. This is offset,
however, by significant uncertainty throughout the series. Finally, Armenia demonstrates the
behaviour when one or two surveys greatly deviate from the rest, whether as a result of design or
implementation problems, or inconsistent coding during analysis. The divergent surveys do con-
tribute information to the estimated true completion rates, but do not dramatically pull down the
estimates. The Cauchy distribution for survey bias permits large survey biases in rare instances
such as this that would be irreconcilable if an alternative such as a Normal distribution had been
selected.

4.1 Fit

In the present case, it is not clear what benchmark the ABCR model should be compared to
by default as there is no previous attempt at modelling the same outcomes using a simpler
specification. However, basic linear models are used in practice to project SDG 4 indicators
(EFA Global Monitoring Report, 2015; UNESCO Institute for Statistics, Global Education Mon-
itoring Report Team, 2019). We thus consider a ‘simple’ Bayesian model in which the 𝜅 for
a given country is a linear function of an intercept and slope over time. In other word, it
fits a plain probit curve to the Ci, without taking into account differences in sampling varia-
tion, survey bias, common parameter distributions or any of the advanced data considerations
specified in the ABCR model. Additionally, we compare the ABCR model against reduced
versions of itself. In the ‘ABCR (No Late)’ model, we drop the late completion term 𝜙, in
the ‘ABCR (No Bias)’ model, we drop the survey bias term 𝛽, and in the ‘ABCR (No Distor-
tion)’, we drop the age-misreporting distortion term 𝜏. Examining the performance of these
reduced models offers insight into the contribution of each of the adjustment components to the
model.

Results from the ‘leave one survey out’ validation exercise for the total population are pre-
sented in Table 1. Results for the separated male and female populations can be found in Appendix
A.5. The MSE and MAE of all five models are presented multiplied by 100 for ease of read-
ing. Recall that in this setup, the bias of the target surveys are not exploited, since empirically,
the survey series is not informative of the bias to be expected of a given individual survey (see
Figure 12).
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F I G U R E 9 Country projection by level. The solid blue and dashed grey lines denote the completion rate
indicator and ultimate completion, respectively. Observations originating from each individual survey are
distinguished by a distinct shape and colour combination. (a) Primary; (b) lower secondary; (c) upper secondary
[Colour figure can be viewed at wileyonlinelibrary.com]
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T A B L E 1 Adjusted Bayesian completion rates (ABCR) ‘leave one survey out’ validation results

Error (×100) ABCR Simple
ABCR
(no late)

ABCR
(no bias)

ABCR
(no distortion)

Primary

MSE 0.26 0.44 0.87 0.23 0.28

MAE 3.00 3.91 5.01 2.83 3.08

Lower secondary

MSE 0.53 0.89 0.91 0.51 0.53

MAE 4.50 5.74 5.94 4.41 4.50

Upper secondary

MSE 0.88 1.01 1.12 0.96 0.89

MAE 6.32 6.89 7.43 6.45 6.37

The ABCR model offers a meaningful and worthwhile improvement on the simple spec-
ification across education levels and populations. On the whole, the advantage of the ABCR
model is higher for lower levels of schooling where effects such as late completion appear
more pronounced. Similarly, the model tends to perform better on female and total population
data.

The results for the reduced models corroborate these observations. Removing the late com-
pletion correction greatly reduces the value of the specification, most dramatically in the primary
level. Removing the age distortion parameter is less consequential though that is expected as it
only contributes to 20% of the data points and is immaterial is developed countries. The spec-
ification without bias performs comparably to the complete ABCR specification though that is
expected in this test given that survey bias is not included in predictions due to the complete
removal of surveys.

The results from the random out-of-sample exercise are presented in Table 2. The bias values
suggest the model does not experience significant bias. In this validation exercise, the complete
ABCR specification consistently outperforms the simple and reduced models. Similar to the
previous exercise, the removal of the late completion parameter materially worsens the results
whereas the removal of the age-misreporting distortion has milder consequences. Now that sur-
vey bias is exploited in predictions, it is clear that the survey bias term greatly reduces the model’s
errors.

In addition to computing errors and bias in the random out-of-sample exercise, we also com-
pute coverage values in Table 3. Across specifications, the reported coverage values are in general
close to the nominal level though there are slightly fewer out-of-sample observations outside
of the prediction intervals than expected. We note that the tendency to produce conservative
predictions is consistent with the in-sample findings in Appendix B.4 and is preferred over the
contrary.

The out-of-sample validation exercises performed suggest that the model outperforms the
simple specification and is fairly well calibrated. When comparing the results of the complete
ABCR specification against the reduced models, it is clear that each of the late completion, survey
bias, and age-misreporting distortion terms contribute to the model’s performance. Of the three
terms, late completion and survey bias appear to be have the greatest contributions. Additional
supporting in-sample visuals and commentary are provided in Appendix B.4.
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T A B L E 2 Adjusted Bayesian completion rates (ABCR) random test set validation results

Error (×100) ABCR Simple
ABCR
(no late)

ABCR
(no bias)

ABCR
(no distortion)

Primary

MSE 0.07 0.33 0.18 0.14 0.09

MAE 1.52 3.19 2.25 2.11 1.71

Bias 0.11 0.25 0.18 −0.03 0.13

Lower secondary

MSE 0.08 0.39 0.13 0.26 0.10

MAE 1.84 4.03 2.25 2.96 2.05

Bias 0.16 0.35 0.22 0.00 0.13

Upper secondary

MSE 0.09 0.39 0.11 0.41 0.10

MAE 2.07 4.22 2.27 3.59 2.18

Bias −0.03 −0.15 −0.04 −0.74 −0.07

T A B L E 3 Adjusted Bayesian completion rates (ABCR) random test set coverage results
Coverage
level (%) ABCR Simple

ABCR
(no late)

ABCR
(no bias)

ABCR
(no distortion)

Primary

0.80 0.89 0.93 0.90 0.88 0.89

0.90 0.95 0.97 0.96 0.95 0.96

0.95 0.98 0.98 0.97 0.98 0.98

Lower secondary

0.80 0.87 0.90 0.88 0.85 0.87

0.90 0.94 0.95 0.94 0.94 0.94

0.95 0.97 0.97 0.96 0.97 0.97

Upper secondary

0.80 0.85 0.90 0.85 0.86 0.86

0.90 0.95 0.96 0.94 0.95 0.94

0.95 0.98 0.98 0.97 0.98 0.98

4.2 Sensitivity

In the specification of the three adjustment factors, late completion, survey bias and
age-misreporting, we assign hyperpriors to parameter prior distributions to avoid imposing highly
rigid assumptions. Elsewhere, there are three key assumptions in the model where we instead per-
form a sensitivity analysis to study how the model responds. Specifically, we study changing the
prior distribution assigned to the non-sampling variance, 𝜔 from Gamma(2, 4) to Normal(0, 1),
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T A B L E 4 Adjusted Bayesian completion rates (ABCR) sensitivity results
Error
(× 100) ABCR

Late
(+0 years)

Late
(+5 years)

Var
(N(0,1))

Var
(G(2,2))

Var
(G(2,8))

Tau0
(0.5×)

Tau0
(2×)

Primary

MSE 0.07 0.08 0.10 0.06 0.06 0.06 0.06 0.06

MAE 1.52 1.66 1.82 1.49 1.50 1.49 1.50 1.49

Bias 0.11 −0.07 −0.81 −0.04 −0.04 −0.04 −0.03 −0.04

Lower secondary

MSE 0.08 0.09 0.09 0.08 0.08 0.08 0.08 0.08

MAE 1.84 1.92 2.00 1.84 1.85 1.84 1.86 1.84

Bias 0.16 0.13 −0.42 0.14 0.14 0.14 0.14 0.14

Upper secondary

MSE 0.09 0.10 0.11 0.10 0.10 0.10 0.10 0.10

MAE 2.07 2.18 2.22 2.16 2.16 2.15 2.15 2.15

Bias −0.03 0.09 −0.39 0.09 0.10 0.09 0.10 0.10

T A B L E 5 Adjusted Bayesian completion rates (ABCR) sensitivity coverage results
Coverage
Level (%) ABCR

Late
(+0 years)

Late
(+5 years)

Var
(N(0,1))

Var
(G(2,2))

Var
(G(2,8))

Tau0
(0.5×)

Tau0
(2×)

Primary

0.80 0.89 0.89 0.84 0.87 0.90 0.89 0.89 0.89

0.90 0.95 0.95 0.90 0.95 0.96 0.95 0.96 0.96

0.95 0.98 0.97 0.95 0.97 0.98 0.97 0.98 0.98

Lower secondary

0.80 0.87 0.87 0.85 0.86 0.87 0.87 0.88 0.87

0.90 0.94 0.93 0.92 0.93 0.94 0.94 0.94 0.94

0.95 0.97 0.97 0.96 0.96 0.97 0.97 0.97 0.97

Upper secondary

0.80 0.85 0.85 0.83 0.83 0.85 0.84 0.85 0.85

0.90 0.95 0.93 0.92 0.92 0.94 0.93 0.94 0.93

0.95 0.98 0.96 0.96 0.96 0.97 0.96 0.97 0.97

Gamma(2, 2), and Gamma(2, 8), the length of the extended late completion duration in 𝜙 from 3
to 0 years (i.e. ultimate completion achieved at a5) and 5 years (i.e. ultimate completion achieved
at a10), and the prior value of 𝜏0 from 0.01 to 0.005 and 0.02 in the 𝜌 specification. We perform
an out-of-sample exercise using the total population data for each education level where two ran-
dom observations from survey are removed, provided each survey has at least five observations.
Table 4 provides the computed MSE, MAE and bias values, and Table 5 provided coverage results.

The model appears robust to changes in the non-sampling variance and the initial value
of 𝜏0 given the consistency in the errors, bias and coverage. The duration of the extended late
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completion assumption is more interesting. Both shortening and lengthening the period from
the default 3-year period worsen the results slightly. This is perhaps expected as eliminating the
extended delay is inadequate for countries like Liberia and Malawi in Figure 6, yet there is also
no substantial evidence to suggest that more than a 3-year extension is needed.

4.3 Posterior parameter estimates

In addition to the posterior estimates of the outcome, we examine the estimates for specific model
parameters relating to phenomena of substantive interest. Figure 10 summarises the distributions
of the median estimates for survey bias, late completion and age-misreporting.

Recall that the two-stage specification of the age-misreporting effect: whether it occurs, and
if, then how strongly. Figure 10 displays the latter, the strength of the age-misreporting effect as
it applies to the relevant observations. That the effect is of similar magnitude across education
levels is not entirely surprising, because the age reporting of those without any schooling (puta-
tively the group most likely to misreport) will distort the denominator of primary, lower, and
upper secondary completion equally. In terms of its magnitude, it is clear that this effect cannot
be neglected. It can exceed the typical magnitude of bias of individual surveys, and is comparable
in magnitude to the distortion arising from late secondary completion.

Turning to the degree of late completion, we can see that there is large variation between
countries, but largely around fairly high levels. Values in Figure 10 are shown on the scale of 𝜅.

Survey bias

Late completion

Very late completion

Age misreporting

−1.0 −0.5 0.0 0.5 1.0
Value

Primary.female

Lower secondary.female

Upper secondary.female

Primary.male

Lower secondary.male

Upper secondary.male

Primary.total

Lower secondary.total

Upper secondary.total

F I G U R E 10 Distribution of posterior medians of survey bias, late completion and age-misreporting, probit
scale [Colour figure can be viewed at wileyonlinelibrary.com]
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Primary Lower Secondary Upper Secondary

0.0 0.1 0.2 0.3 0.0 0.1 0.2 0.3 0.0 0.1 0.2 0.3
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20

Delay

D
en

si
ty

F I G U R E 11 Distribution of late completion delays with the indicator age bracket on the real scale

Because of the floor and ceiling effect at 0% and 100%, respectively, the translation of the lateness
parameter to the original completion rate scale depends on the level of completion it modifies due
to the nonlinearity of the probit function.

To illustrate the estimated impact of late completion in the real space, in Figure 11 we plot
histograms of the percentage difference in completion between the top and bottom of the age
bracket for the combined female and male populations across all country-years. That is, we plot
Φ(𝜅c,y) − Φ(𝜅c,y + 𝜙a3,c). In many countries, the late completion effect is small, but delays of 10%
or more are prevalent in the primary and lower secondary estimates. Extreme delays of 20% or
more are found in 26 countries, suggesting that major delays in schooling are deeply embedded
in those education systems.

The lower level of late completion at the upper secondary level in Figure 11 is worth noting.
While a longer school career could create more opportunities for repetition, our results emphat-
ically suggest that instead of completing late, vulnerable students at higher levels, including late
completers at lower levels, drop out—or are pushed out.

Because the model can only estimate relative survey bias, the estimates for the survey bias
terms centre on zero. The presence of heavily biassed surveys was expected and encoded through
the Cauchy distribution but the high frequency of extreme bias illustrated by Figure 10 is still
surprising. This calls for great caution in interpreting any survey-based education indicators in
countries where only a single survey has been conducted.

Figure 12 displays the uncertainty around individual bias estimates, by survey series. Note that
this plot includes only the survey bias estimates from the combined male and female population
models and groups country-specific non-standard surveys under the ‘Other’ category. We see that
the conclusion that some individual surveys suffer heavy bias is confirmed with great confidence.
However, it is also apparent that apart from MICS6 which displays fairly consistent positive bias,
there is no discernible systematic difference between DHS and MICS series, or specific waves: the
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SILC2005 SILC2009 SILC2013 SILC2017

MICS3 MICS4 MICS5 MICS6 Other

LIS6 LIS7 LIS8 LIS9 MICS2

DHS7 DHS8 LIS10 LIS11 LIS5

Census DHS3 DHS4 DHS5 DHS6

−1.0
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0.0
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0.0
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1.0
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0.0
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−0.5

0.0
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F I G U R E 12 Posterior distribution of individual survey bias terms, probit scale. Blue lines: median (solid),
10th and 90th percentile (dotted) [Colour figure can be viewed at wileyonlinelibrary.com]

estimated systematic bias common to surveys of a given type is practically indistinguishable from
zero. We also notice that censuses do not seem to gravitate towards lower bias values or provide
any indication of being a ‘gold standard’.

It is possible that the ‘systematic bias’ of household survey estimates of school completion
is largely shared across survey designs. In other words, to the extent that some low-education
groups are missing from sampling frames, such as nomads or children in orphanages, they tend
to be missed by household surveys in general. If this is the case, the implication is that ‘better’
household surveys may not be sufficient to capture invisible groups, and that altogether,
alternative approaches to complement them may be needed.
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5 CONCLUSION

In this work, we present a novel method to estimate SDG global indicator 4.1.2: completion rate in
primary, lower secondary and upper secondary education. This method, the ABCR model, consol-
idates reconstructed survey data and addresses the significant data challenges of age-misreporting
and late completion in order to estimate the underlying true completion rate. Such steps are nec-
essary given that the ABCR model represents the first attempt at modelling children and youth
completion, a ‘flow’ measure of education attainment, as opposed to a ‘stock’ measure of edu-
cation attainment among adults. Comparing the model with a simpler base case validates the
presented specification. The ABCR model is now used by the United Nations to estimate SDG
indicator 4.1.2 and monitor regional and global progress.

We recognise that global model-based estimates of development indicators should not be
mistaken for the actual measure. This is especially true when estimates are used to assess the
achievement of specific time-bound targets. In the present case, at the time of writing, the most
recent surveys (for a handful of countries) collected data in 2018 and 2019. The median most
recent survey year across countries is 2017. We do believe our estimates for 2019, say, to be the
‘best guess’ for the situation given past dynamics.

In the immediate future, however, there is much uncertainty regarding the effects the
COVID-19 pandemic will have on education. We believe that our model’s current short-term pro-
jections can act as a useful baseline with which to answer the ‘what could have been’ question
regarding the impact of COVID-19. Further, as new surveys are conducted in the coming years,
we expect our model to continue to provide good estimates given that it has proven to be flexible
in responding to any shocks that may manifest as evidenced by examples in Figure 8. That said,
this model specification would not immediately capture a trend break in school completion due to
COVID-19 given that the drift parameter is shared by all years. Similarly, even though there have
yet to be any signs that the adoption of the SDG agenda did actually induce a major trend break, if
one was to occur, it would not manifest as an explicit change in long-term drift and instead would
be found as a realignment though a shock in the residuals.

Two key challenges are identified. At a fundamental level, absent unbiassed sources of esti-
mates for at least some countries, we can only estimate the relative bias of different surveys. The
fact that all available surveys may be undersampling educationally distinctive population groups
cannot at present be accounted for without incorporating strong a priori assumptions about this
general bias. At this time, however, there is inadequate information to make such an assumption
about absolute bias in a principled manner. In addition, for the 16 countries with only a single
survey, the relative bias specification cannot attribute any survey bias uncertainty given the lack
of consistent survey wave or type level patterns in the bias structure.

Secondly, while the principal rationale for the completion rate indicator was that individ-
uals in the reference age brackets could be assumed to have completed the school level in
question, our results show that cases of very late completion, even 5 years or more above the
theoretical graduation age, are common. At the same time, however, both the amount and age
pattern of late completion differs greatly across countries and levels of schooling. This repre-
sents a key challenge to the model specification, where all these patterns must be captured
parsimoniously. There is a trade-off between fitting late completion and the ability to identify
recent decline in ultimate completion. The current specification may err on the side of identify-
ing declines, as several cases can be identified where, given contextual background knowledge,
projected declines are recognised as spurious consequences of atypically late completion patterns.
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At some level, the finding of such widespread and considerable late completion is a serious
concern, because the rationale behind defining the completion rate indicator with respect to an
age group several years above the nominal graduation age was precisely to minimise this effect.
The true ultimate completion rate in a given cohort can be observed at some significantly higher
age such as 30 years such that further school completion can safely be assumed to be statistically
negligible. The age bracket 3–5 years above the nominal age for the final grade was assumed to
be a reasonably good approximation. Our results clearly show that the completion rate indicator
thus defined cannot be interpreted as a proxy for ultimate cohort completion. Instead, it should
be recognised as measuring what might be termed ‘reasonably timely’ completion.
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APPENDIX A. MODEL DETAILS

Putting all errors and adjustments together, we model the empirical observations Ki of probit
completion relating to age a[i], country c[i], year y[i] and originating from survey s[i] as resulting
from: the ‘true’ probit completion 𝜅c[i],y[i], survey bias 𝛽s[i], a distortion due to age-misreporting
𝜏c[i] and the late (relative to a5) completion term 𝜙a[i],c[i], and a total error variance consisting of
sampling and non-sampling error with variances 𝜈2

i and 𝜔

2
a[i],s[i], respectively:

Ki|𝜅c[i],y[i], 𝛽s[i], 𝜏c[i], 𝜙a[i],c[i], 𝜈i, 𝜔a[i],s[i] ∼ (𝜅c[i],y[i] + 𝛽s[i] − 𝜏c[i] ⋅ 15|a[i] + 𝜙a[i],c[i], 𝜈

2
i + 𝜔

2
a[i],s[i]),

(A1)
The model can be divided into two stages. First is the process model for the underlying ‘true’
completion rates, 𝜅c[i],y[i]. The second details how the underlying completion rates relate to the
observed data. This is divided into adjustments for late completion and those for various data
considerations.

Our estimation is conducted within a Bayesian framework. For the most part, we assign
vaguely informative priors. The following is a discussion of the rationale behind our choices.

A.1 Process model
We assume the underlying ‘true’ values follow an ARIMA(1,1,0) process with drift:

Δ𝜅c,y = 𝜅c,y − 𝜅c,y−1 = 𝛾c + 𝜌cΔ𝜅c,y−1 + 𝜖c,y, (A2)

𝜖c,y|𝜎𝜖 ∼ (0, 𝜎2
𝜖
), (A3)

with the following priors:

𝜎
𝜖
∼ Gamma(2, 0.1), (A4)

𝜌c|𝜏, 𝜆c ∼ +(0, 𝜏2
𝜆

2
c ), (A5)

𝜏|𝜏0 ∼ +(0, 𝜏2
0 ), (A6)

𝜆c ∼ t+4 (0, 1) (A7)

𝛾c|𝛼𝛾 , 𝛽𝛾 ∼ Log-normal(𝛼
𝛾
, 𝛽

𝛾
), (A8)
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𝛼
𝛾
∼ (0, 1), (A9)

𝛽
𝛾
∼ +(0, 1). (A10)

With respect to the country-specific drift 𝛾c, we specify a log-normal distribution with a hyperprior
setup. The choice of a distribution constrained to be non-negative reflects the expectation of a
positive trend in the long run, in line with the objectives of SDG 4. Further, for a country currently
far from zero, a negative long-term drift implying eventual convergence to zero completion is not
plausible.

Any short- to medium-term negative trends are then modeled with 𝜖c,y and the autore-
gressive coefficient 𝜌c. Given that significant departures from the long-term trend are not
expected in all countries, we use a horseshoe prior on 𝜌c to shrink the 𝜌c terms correspond-
ing to the countries without these irregular patterns to zero. The horseshoe prior setup here
uses a t-distribution for 𝜆c instead of the standard Cauchy distribution to simplify for compu-
tation purposes. The lighter tails of the country-specific shrinkage distribution is compensated
by a higher variance of the distribution of 𝜏, the global shrinkage distribution. The hyperpa-
rameter for the prior variance of 𝜏, 𝜏0, is selected following the discussion in Piironen and
Vehtari (2017). There, the shrinkage factor is defined as 𝜅j = (1 + n𝜎−2

𝜏

2
𝜆

2
j )
−1 and the effective

number of nonzero coefficients is meff =
∑D

j=1(1 − 𝜅j) where n is the sample size, 𝜎 is the error
and D is the dimension. If 𝜆j ∼ Cauchy+(0, 1), setting the expected number of non-zero coef-
ficients to a prior guess p0 yields the value 𝜏0 =

p0
D−p0

𝜎√
n

for the 𝜏 hyper-parameter. Given that

we use 𝜆c ∼ t+4 (0, 1) instead of 𝜆c ∼ Cauchy+(0, 1) we simulated values to 𝜅 to select the value
𝜏0 = 0.01 that corresponds to approximately 30% as the prior guess for the number of non-zero
coefficients.

We allow the scaling of year-over-year residuals to be determined by the data though the prior
on said scaling 𝜎

𝜖
is specifically boundary avoiding to prevent a collapsing scenario. For perspec-

tive on what the effects of a given magnitude in the transformed space imply on the outcome
scale of percent completion, note that for C = 0.5, that is, 50% completion in year y, a 1 percent-
age point change corresponds approximately to a change in 𝜅 of ±0.025. Practically speaking,
while the Gamma(2, 0.1) prior is well overdispersed, the resulting scaling terms are closer in scale
to 0.02, an entirely plausible value for the jitter term while still allowing for reasonably large
shocks.

However, we do acknowledge that in the extreme tails of the probit curve, small amounts
of noise in the real space translate to seismic shocks in the probit space. For example, val-
ues of 4 and 5 in the probit space correspond to observations of 99.997% completion and
99.99997% completion respectively. Ultimately, these values are both indicating universal com-
pletion in the real space. However, when modelling in the probit, space, what is really just noise
appears to be dramatic shifts in completion. To avoid attempting to model the extreme noise,
we impose a cap on extreme values such that if a country observes its maximum transformed
value above 2.5 or minimum transformed value below−2.5 (99.4% and 0.06% completion, respec-
tively), all of its observations are uniformly shifted inwards such that the maximum is now 2.5
or minimum is −2.5, respectively. This reduces the risk of noise having undue influence on
model parameters. In post-processing, the extracted true values are shifted back to restore the
original levels.

The initial value of 𝜅 is assigned an uninformative prior, 𝜅c,1980 ∼ N(0, 10) to allow the data to
determine the intercept.
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A.2 Late completion
The age profile is captured in 𝜙a,c:

𝜙a,c =

{
(a − a5) ⋅ 𝜆1c ⋅ 1l if a ∈ {a3, a4}
min(3, a − a5) ⋅ 𝜆2c ⋅ 1vl if a ≥ a5

. (A11)

𝜆1c|𝜎𝜆1 ∼
+(0, 𝜎2

𝜆1
). (A12)

𝜆2c|𝜎𝜆2 ∼
+(0, 𝜎2

𝜆2
). (A13)

𝜎
𝜆1 ∼

+(0, 1). (A14)

𝜎
𝜆2 ∼

+(0, 1). (A15)

A visual equivalent to the 𝜙a,c specification is provided in Figure 7. The indicators in 𝜙a,c reflect
the reality that late completion is only estimated if there is an indication of its presence being
more than simply noise. Domain knowledge suggests that in highly developed education sys-
tems with close-to-universal completion, significant amounts of completion several years above
the standard age are extremely unlikely and should be interpreted as data problems. That is,
the grace period offered by the completion rate indicator is considered to successfully capture
all reasonably short delays in completion. Here we define close-to-universal completion as a
median observed completion rate above 0.95. In the case of the long-delayed completion param-
eter, 𝜆2c, it is only estimated for those countries with median observed values below 0.95. In
the case of the medium-delay completion parameter, 𝜆1c, it is estimated for those countries with
median observed values below 0.95 or [a3, a5] values consistently below [a5, a7]. In other words,
we allow for structural medium-delayed completion to be a possibility even in countries with
close-to-universal completion if the data suggests that is the case. Late completion 𝜙a,c is a ‘real’
effect in the sense that the true completion at ages other than a5 really is different and this is not
a measurement artefact.

A.3 Data considerations
Survey Bias
There are a number of inherent challenges regarding survey bias using household surveys. If all
surveys overestimate school completion, for example because they exclude street children, this
shared bias cannot be identified without additional assumptions and/or data. Accordingly, if one
survey is actually unbiassed, and another biassed, but we cannot identify which is unbiassed,
the model estimate will attenuate the latter bias, but will also ‘correct’ the relative ‘bias’ of the
former. In other applications of similar models, this is partly remedied either by exploiting prior
information regarding the absolute bias of specific surveys (gained from an intensive re-count in
a sub-sample, for instance), or by comparison with a ‘gold standard’ data source that is assumed
to suffer a low bias.

The lack of a gold standard in the education context precludes the estimation of the abso-
lute bias in survey-based estimates. Nevertheless, modelling the bias of available surveys relative
to each other allows for an unbiassed estimation of what would be estimated if surveys of all
type were available for every year, even when only a subset or only a single survey actually
is. In other words, if series A were consistently lower than series B, then for years in which
only observations from series A are available, we may still conclude that this is likely to be an
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underestimate, and that the model estimate should be higher. We thus settle on a relative survey
bias structure.

Define 𝛽c to be the vector of S survey biases 𝛽s related to country c when S > 1. Note that when
S = 1, there can be no relative survey bias and thus the estimate for the single survey’s bias is zero.
Next, let 𝛽∗c be a vector of length S − 1 attributed to country c. Then, we construct the survey bias
estimates as follows:

𝛽c = AS ⋅ 𝛽∗c . (A16)

AS =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎣

1 0 0 … 0

− 1
S−1

1 − 1
S−1

0 … 0

− 1
S−1

− 1
S−1

1 − 2
S−1

0

⋮ ⋮ ⋱

− 1
S−1

− 1
S−1

… − 1
S−1

1 − S−2
S−1

− 1
S−1

− 1
S−1

− 1
S−1

… − 1
S−1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦

. (A17)

𝛽

∗
c |𝜎bias ∼ Cauchy(0, 𝜎bias). (A18)

𝜎bias ∼ +(0, 0.252). (A19)

The relative structure of the survey bias induces a sum-to-zero behaviour in the survey bias
terms for each country. Equivalently, if one were to directly estimate S survey bias terms for
a country with S surveys, one term would be redundant. This redundancy produces ridge-like
geometry which impedes sampling in the Bayesian framework. Instead, parameterising in terms
of 𝛽

∗
c , a vector of S − 1 values, and transforming into the S survey bias terms with the S ×

(S − 1) AS matrix reduces the degrees of freedom by one as demanded by the sum-to-zero
constraint.

The AS matrix used here is designed to serve two distinct purposes. First define aij to be
the elements of AS. Notice that for all columns j,

∑S
i=1aij = 0, thus enforcing the sum-to-zero

constraint in 𝛽c. Second, notice that for all rows i,
∑S−1

j=1 |aij| = 1. This property propagates the
Cauchy(0, 𝜎bias) prior on 𝛽

∗
c to an implied prior on 𝛽c using the properties of the Cauchy distri-

bution. The Cauchy distribution has been selected to capture the possibility of extreme outlier
surveys, a possibility that is observed in the data. An example of such a survey is presented
for Armenia in Figure 9. The model recognises that the highly biassed or erroneous input
could be offering relevant information but does not dramatically deviate from the rest of the
surveys.

Age-misreporting distortion
The error in observed completion rates for ages divisible by 5 due to age-misreporting, 𝜏c, has the
following prior:

𝜏c|𝜆𝜏 ∼ Exp(𝜆
𝜏
). (A20)

𝜆
𝜏
∼ +(0, 502). (A21)
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Variance
The model accounts for the total error variances resulting from the combination of sampling and
non-sampling errors, such that observations of completion rates with larger total error variance
carry less weight.

The sampling variance 𝜈

2
i of a given specific observation is estimated by clustered Jackknife

prior, as input into the model. Specifically, the sampling variance of any given observed comple-
tion rate Ca,y,c,s in year y at age a in country y from survey s is estimated as (omitting indices for
clarity):

̂Var(C) = 1
n(n − 1)

n∑

i=1
(Ci − C)2, (A22)

where

Ci = nC − (n − 1)C(i). (A23)

Here, C is calculated on the full sample, C(i) is calculated on the sample with the ith cluster
excluded, and n is the total number of clusters. Given the presence of 100% completion observa-
tions in the data, we calculate C with a minor jitter sourced from a Beta(0.5, 0.5) prior that serves
the dual purposes of moving observations slightly off 1 for the probit transformation as well as
creating microscopic (importantly non-zero) variance when using the jackknife. For IPUMS data,
in light of the fact that standard errors of the census samples are in any case much smaller than
of the surveys, for simplicity the same approach was applied, with 1000 random ‘clusters’, instead
of customising the process to the specific stratification of each sample.

After computing the sampling variance in the observed space, it is transformed to the probit
space using the delta method as:

𝜈

2
i =

̂Var(C)
(

f (Φ−1(C))
)2 , (A24)

where f andΦ−1 are the density and inverse CDF of the standard normal distribution, respectively.
The extent to which observations do differ with respect to sampling variability across coun-

tries, but crucially also across ages, time, and surveys within countries, is shown in Figure A1
for a country with a typical (Mali) and a wide (Belize) spread of estimated SEs. The conclu-
sion is that not all data points call for an equally close fit by the model. Even for Belize,
if the fitted trend missed an observation by 4 percentage points, say, this would stretch
credulity for some observations, but could perfectly plausibly be attributed to sampling error for
others.

Non-sampling variance𝜔2
a,s is composed of a base variance𝜔2

s and an inflation factor capturing
increased uncertainty due to reconstruction:

𝜔

2
a,s = (1 + 0.05 ⋅max(0, a − a5)) ⋅ 𝜔2

s . (A25)

𝜔s ∼ Gamma(2, 4). (A26)

The gamma prior is selected for its boundary avoiding properties. Unlike with total variance, a
zero value for non-sampling variance could be consistent with the likelihood given that sampling
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F I G U R E A1 Distribution of estimated sampling standard errors for age-specific completion rates, example
countries of Belize and Mali [Colour figure can be viewed at wileyonlinelibrary.com]

variance is guaranteed to be positive. The gamma distribution reflects the understanding that
non-sampling variance is certainly present.

A.4 Population weights
The customary completion rate indicator is the average completion rate over empirically observed
individuals in the 3-year age interval [a3, a5], in other words the implicitly population-weighted
average. Based on empirically observed completion, it is:

CRc,y = C[a3,a5],c,y =
5∑

i=3

pi

p[3,5]
Cai,c,y. (A27)

Here, pi is the size of the observed population aged ai, i years above the last grade of a given level
of schooling, and p[3,5] is the overall population in the age interval [a3, a5].

Consider a uniform random sample of size 20,000 and a true single year cohort share of 2%, the
binomial standard error of the sampled single year cohort share would be

√
20,000⋅0.02⋅0.98

20,000
≈ 0.001,

or 5% in relation to the true value of 0.02. By comparison, only the most extreme cohort-on-cohort
growth rates reach 3%, suggesting that random variation in the age distribution will significantly
exceed true differences in birth cohort size in all but the largest surveys and extreme fertility
settings.
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F I G U R E A2 Relative (weighted) size of single-year age groups 10 to 14 in MICS5 surveys

This can be confirmed empirically, as in Figure A2, which for illustration shows the relative
size of individual age cohorts in the age interval 10–14 in surveys from the MICS5 series. These
profiles are clearly dominated by random fluctuations rather than smooth trends in cohort size
driven by population growth. Year on year fluctuations of up to 25% are unlikely to represent dif-
ferences in true cohort size. Moreover, differences in the sizes of single year retrospective cohorts
will further be distorted by random variation in mortality and migration.

The unweighted average is, therefore, arguably preferable in general, and is certainly more
suitable for modelling and projection. This age-standardised completion rate indicator CR∗c,y is:

CR∗c,y =
1
3

a5∑

a=a3

Ca,c,y. (A28)

The equivalent definition for the true completion rates is:

̂CR∗c,y =
1
3

a5∑

a=a3

Γc,y =
1
3

a5∑

a=a3

Φ(𝜅c,y + 𝜙a,c). (A29)

A.5 Validation
The complete validation results for all education levels and populations are presented here. The
results from the ‘leave one survey out’ exercise are in Table A1, Table A2 contains the results for
the random test set exercise, and Table A3 contains the corresponding coverage values.
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T A B L E A1 Full adjusted Bayesian completion rates (ABCR) ’leave one survey out’ validation results

Error (×100) ABCR Simple
ABCR
(no late)

ABCR
(no bias)

ABCR
(no distortion)

Primary/female

MSE 0.28 0.43 0.62 0.24 0.30

MAE 3.08 3.77 4.31 2.88 3.16

Primary/male

MSE 0.32 0.54 1.37 0.29 0.33

MAE 3.39 4.37 6.32 3.27 3.44

Primary/total

MSE 0.26 0.44 0.87 0.23 0.28

MAE 3.00 3.91 5.01 2.83 3.08

Lower secondary/female

MSE 0.48 0.64 0.70 0.43 0.48

MAE 4.26 4.96 5.15 4.05 4.28

Lower secondary/male

MSE 0.71 0.89 1.26 0.64 0.71

MAE 5.34 5.90 7.14 5.07 5.36

Lower secondary/total

MSE 0.53 0.89 0.91 0.51 0.53

MAE 4.50 5.74 5.94 4.41 4.50

Upper secondary/female

MSE 0.83 0.95 0.98 0.87 0.84

MAE 6.09 6.57 6.75 6.07 6.12

Upper secondary/male

MSE 1.09 1.22 1.40 1.17 1.10

MAE 7.40 7.91 8.60 7.52 7.44

Upper secondary/total

MSE 0.88 1.01 1.12 0.96 0.89

MAE 6.32 6.89 7.43 6.45 6.37
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T A B L E A2 Full adjusted Bayesian completion rates (ABCR) random test set validation results

Error (×100) ABCR Simple
ABCR
(no late)

ABCR
(no bias)

ABCR
(no distortion)

Primary/female

MSE 0.09 0.30 0.16 0.16 0.10

MAE 1.73 3.21 2.30 2.23 1.89

Bias −0.02 −0.11 0.04 −0.18 −0.08

Primary/male

MSE 0.09 0.44 0.22 0.15 0.11

MAE 1.77 3.85 2.60 2.34 1.96

Bias 0.14 0.18 0.18 −0.08 0.13

Primary/total

MSE 0.07 0.33 0.18 0.14 0.09

MAE 1.52 3.19 2.25 2.11 1.71

Bias 0.11 0.25 0.18 −0.03 0.13

Lower secondary/female

MSE 0.10 0.35 0.13 0.28 0.12

MAE 2.06 3.81 2.30 3.10 2.22

Bias 0.10 0.30 0.09 −0.09 0.09

Lower secondary/male

MSE 0.12 0.52 0.21 0.36 0.15

MAE 2.35 4.77 2.97 3.50 2.56

Bias 0.13 0.29 0.11 −0.10 0.20

Lower secondary/total

MSE 0.08 0.39 0.13 0.26 0.10

MAE 1.84 4.03 2.25 2.96 2.05

Bias 0.16 0.35 0.22 0.00 0.13

Upper secondary/female

MSE 0.13 0.38 0.14 0.38 0.14

MAE 2.37 4.10 2.46 3.59 2.47

Bias 0.00 0.00 0.03 −0.27 −0.04

Upper secondary/male

MSE 0.16 0.52 0.19 0.53 0.18

MAE 2.78 5.10 3.02 4.45 2.91

Bias 0.03 −0.05 0.06 −0.50 0.00

Upper secondary/total

MSE 0.09 0.39 0.11 0.41 0.10

MAE 2.07 4.22 2.27 3.59 2.18

Bias −0.03 −0.15 −0.04 −0.74 −0.07
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T A B L E A3 Full adjusted Bayesian completion rates (ABCR) random test set coverage results
Coverage
level (%) ABCR Simple

ABCR
(no late)

ABCR
(no bias)

ABCR
(no distortion)

Primary/female

0.80 0.89 0.92 0.90 0.88 0.89

0.90 0.96 0.96 0.95 0.95 0.95

0.95 0.98 0.98 0.96 0.98 0.98

Primary/male

0.80 0.89 0.92 0.89 0.88 0.88

0.90 0.94 0.97 0.94 0.95 0.94

0.95 0.97 0.98 0.97 0.97 0.97

Primary/total

0.80 0.89 0.93 0.90 0.88 0.89

0.90 0.95 0.97 0.96 0.95 0.96

0.95 0.98 0.98 0.97 0.98 0.98

Lower secondary/female

0.80 0.87 0.90 0.87 0.86 0.87

0.90 0.94 0.97 0.94 0.93 0.93

0.95 0.96 0.99 0.96 0.97 0.97

Lower secondary/male

0.80 0.86 0.90 0.87 0.85 0.85

0.90 0.94 0.96 0.94 0.93 0.94

0.95 0.97 0.98 0.96 0.97 0.97

Lower secondary/total

0.80 0.87 0.90 0.88 0.85 0.87

0.90 0.94 0.95 0.94 0.94 0.94

0.95 0.97 0.97 0.96 0.97 0.97

Upper secondary/female

0.80 0.85 0.92 0.87 0.87 0.85

0.90 0.93 0.97 0.94 0.95 0.93

0.95 0.98 0.98 0.97 0.98 0.97

Upper secondary/male

0.80 0.86 0.92 0.85 0.85 0.85

0.90 0.94 0.96 0.93 0.94 0.94

0.95 0.97 0.98 0.96 0.98 0.97

Upper secondary/total

0.80 0.85 0.90 0.85 0.86 0.86

0.90 0.95 0.96 0.94 0.95 0.94

0.95 0.98 0.98 0.97 0.98 0.98
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APPENDIX B. IMPLEMENTATION DETAILS

B.1 Data sources
The analysis is based on a consolidated collection of individual-level micro-data on school
completion. The results presented here are based on 696 distinct surveys from 164 countries.

Specifically, sources include DHS (ICF, 2000–2018), Multiple Indicator Cluster Surveys
(MICS) (UNICEF, 1999–2019), European Union Statistics on Income and Living Conditions
(EU-SILC) (Eurostat, 2005–2017), Luxembourg Income Study (LIS) (Luxembourg Income Study
(LIS) Database, 2005–2017), selected other non-standard household surveys that form the basis
for the World Inequality Database on Education (WIDE), and international census samples from
the Integrated Public Use Microdata Series (IPUMS) (Minnesota Population Center, 2020). For
computational reasons, the IPUMS extracts were limited to 1 million observations each.

Returning to the category of non-standard surveys included in the present analysis, we exam-
ined the sample design and microdata of each of the surveys leveraged to ensure compatibility
with the standard surveys. The specific sets of non-standard surveys are:

1. Argentina: Encuesta Permanente de Hogares (EPH) (INDEC, 2004–2012)
2. Armenia: Integrated Living Conditions Survey (ILCS) (ArmStat, 2018)
3. Bolivia: Encuestas de Hogares (EH) (INE, 2019c)
4. Brazil: Pesquisa Nacional por Amostra de Domicílios (PNAD) (IBGE, 2007–2015)
5. Chile: Encuesta de Caracterización Socioeconómica Nacional (CASEN) (Ministerio de Desar-

rollo Social y Familia, 2000–2015)
6. China: China Family Panel Studies (CFPS) (Peking University Open Research

Data, 2010–2014; Xie & Lu, 2015)
7. Colombia: Encuesta Nacional de Calidad de Vida (ECV) (DANE, 2019)
8. Ecuador: Encuesta Nacional de Empleo, Desempleo y Subempleo (ENEMDU) (INEC, 2018)
9. El Salvador: Encuesta de Hogares de Propositos Multiples (EHPM) (DIGESTYC, 2019)

10. Mexico: Encuesta Nacional de Ingresos y Gastos de los Hogares (ENIGH) (INEGI, 2018)
11. Papua New Guinea: Household and Income Expenditure Survey (HIES) (NSO, 2009)
12. Paraguay: Encuesta Permanente de Hogares Continua (EPHC) (INE, 2019b)
13. Peru: Encuesta Nacional de Hogares (ENAHO) (INEI, 2019)
14. Russia: The Russia Longitudinal Monitoring Survey - Higher School of Economics

(RLMS-HSE) (HSE, 2000–2019; Kozyreva et al., 2016)
15. Tanzania: Household Budget Survey (HBS) (TNBS, 2017)
16. Uruguay: Encuesta Continua de Hogares (ECH) (INE, 2019a)

It is worth noting that many of the countries listed have limited observations sourced through
DHS, MICS and censuses. As such, the addition of non-standard surveys addresses the risk of
limited insight on relative sample bias that results from limited survey data. That said, these addi-
tional surveys tend to have lower influence in the model due to higher sampling variance resulting
from smaller sample sizes and in some cases, less robust sample designs.

B.2 Computation
The model was implemented and run in R version 4.0.2 (2020-06-22) calling on Stan ver-
sion 2.21.0 on a x86_64-pc-linux-gnu (64-bit) platform. The present exercise draws inspiration
from the distortr package (Alexander, 2020) by Monica Alexander that underpins the
similarly-motivated models for infant and maternal mortality.
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F I G U R E B1 Highest potential scale reduction factors by level and sex [Colour figure can be viewed at
wileyonlinelibrary.com]

Four chains were run for 3000 iterations each after having discarded 3000 iterations as burn-in,
and thinned to 1000 iterations for the computations to reduce the memory footprint. The average
runtime for a single chain across all level and sex combinations was 20.76 h. Chains were run in
parallel using the future and clustermq packages (Bengtsson, 2020a, 2020b; Schubert, 2019,
2020), and the drake package (Landau, 2018, 2020) was used to ensure reproducibility and assist
with version control.

B.3 Convergence
Convergence was assessed both through Gelman’s criterion for potential scale reduction factors
(PSRF) and visual inspection of parameter traceplots. We note that values below 1.1 for the PSRF
are considered acceptable though the highest PSRF across model runs is 1.04. Figure B1 displays
the PSRF values of the nine parameters with the highest (worst) PSRFs for the estimations for
each level and total, female or male rates. The values are well below the acceptable thresholds.
Sample traceplots for the ‘worst’ parameters corresponding to the model for primary education
and both sexes are shown in Figure B2.

B.4 Validation
In addition to the out-of-sample validation exercises described in Section 4.1, we also considered
in-sample performance and an approximate leave-one-out cross-validation (LOO-CV) exercise to
provide additional insight on the quality of fit.
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F I G U R E B2 Example traceplots [Colour figure can be viewed at wileyonlinelibrary.com]
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F I G U R E B3 Posterior predictive distribution for a random sample of observation [Colour figure can be
viewed at wileyonlinelibrary.com]

Figure B3 shows where a random sample of observations Ci distributed evenly across the range
of observed values falls within the posterior predictive distribution of ̃Ci. Note that the obser-
vations and distributions presented are in the outcome scale, not the probit scale. This reflects
both uncertainty in the central estimate ̂Ci and simulated draws from the estimated distribution
of the residual error. The posterior predictive distributions are consistent with the observations,
but without evidence of overfitting. In particular, there is no suggestion that the quality of the fit
varies systematically across level, or based on the age at which completers were observed (vali-
dating the specification of the age profile). Note that the tail behaviour of the plots, particularly
the primary plot, is an extension of the probit transformation used by the model. Specifically,
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T A B L E B1 Pareto-k diagnostics

Level Sex k > 0.7
k > 0.7 (excluding
known points)

Primary Female 0.019 0.006

Primary Male 0.018 0.006

Primary Total 0.021 0.007

Lower secondary Female 0.026 0.011

Lower secondary Male 0.024 0.012

Lower secondary Total 0.031 0.014

Upper secondary Female 0.032 0.018

Upper secondary Male 0.031 0.016

Upper secondary Total 0.035 0.018

when generating a normal replication in the probit space and subsequently transforming the repli-
cations back to the original space, the variability in the extremes compresses as present in the
plots.

The LOO-CV exercise found that the model seems reasonably well-calibrated (Gabry
et al., 2019; Vehtari, Gelman, Gabry et al., 2020; Vehtari et al., 2017; Yao et al., 2017). There is some
suggestion that the model slightly overdisperses but that is not unexpected when considering
the diversity in observed values and trends present across levels. The PSIS diagnostics are sum-
marised in Table B1. The percentage of points with k > 0.7 is fairly small. As has been the trend,
the model seems to perform best on the primary school data. The PSIS diagnostic tends to iden-
tify points that are outlying or possibly influential. Given that certain model parameters, notably
age-reporting and late completion, rely on select few points for estimation, we expect there to be
a baseline number of influential points picked up by this test. Concretely, for a country with few
surveys, the a3 and a4 observations entirely determine the late completion parameter and so in a
LOO scenario, we expect these points to be flagged. To given a sense of the percentage of outly-
ing points, we remove these points from the list of k > 0.7 points and recompute the percentage
of influential and outlying points.
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