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Abstract
In recent years, online radicalization has received increasing attention from researchers 
and policymakers, for instance, by analyzing online communication of radical groups and 
linking it to individual and collective pathways of radicalization into violent extremism. 
But these efforts often focus on radical individuals or groups as senders of radicalizing 
messages, while empirical research on the recipient is scarce. To study the impact of radi-
calized online content on vulnerable individuals, this study compared cognitive and affec-
tive appraisal and visual processing (via eye tracking) of three political Internet memes 
(empowering a right-wing group, inciting violence against out-groups, and emphasizing 
unity among human beings) between a right-wing group and a control group. We exam-
ined associations between socio-political attitudes, appraisal ratings, and visual attention 
metrics (total dwell time, number of fixations). The results show that right-wing partici-
pants perceived in-group memes (empowerment, violence) more positively and messages 
of overarching similarities much more negatively than controls. In addition, right-wing 
participants and participants in the control group with a high support for violence directed 
their attention towards graphical cues of violence (e.g., weapons), differentness, and right-
wing groups (e.g., runes), regardless of the overall message of the meme. These findings 
point to selective exposure effects and have implications for the design and distribution of 
de-radicalizing messages and counter narratives to optimize the efficacy of prevention of 
online radicalization.

Keywords Extremism · Internet memes · Image macros · Right-wing group · Violence · 
Social identity

Introduction

The role of digital media in radicalization has received increasing attention from research-
ers, policymakers, the media, and the public (e.g., Neumann 2019; Thompson, 2012; 
Alfano et al., 2018). For instance, the Christchurch right-wing terrorist attack on the 15th 
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March 2019 that resulted in 50 deaths of men, women, and children at a mosque was 
livestreamed on Facebook, and subsequent investigations showed a strong radical online 
presence of the perpetrator (Battersby & Ball, 2019; Hutchinson, 2019). To prevent such 
acts, it is necessary to understand the role of digital media in radicalization. Radicaliza-
tion describes the development of attitudes (i.e., cognitive radicalization) and actions (i.e., 
behavioral radicalization) that are characterized by rejecting relevant societal, legal, and 
political norms (Neumann, 2013). Attitudes and behaviors that oppose basic human rights 
and equality and promote a desire to abolish or replace them, for instance, by using vio-
lence, are radical and even extremist (Beelmann, 2020). Therefore, attitudes that idealize 
inequality (e.g., promulgating superiority of a group because of their skin color or socio-
economic status) are radical, with violent extremism being one possible endpoint of the 
radicalization process. Several systematic reviews and meta-analyses have identified risk 
factors for radicalization (Vergani et al., 2018; McGilloway et al., 2015; Wolfowicz et al., 
2019). Among them are push factors, such as relative deprivation and lower education; pull 
factors, such as propaganda, social dynamics (strong group bonds, identification with the 
group), or support for violence; and personal factors, such as mental stress, often connected 
to feeling lost and searching for meaning. However, earlier studies focused on factors of 
offline radicalization, and their impact on online radicalization is less clear.

Social Media and Radicalization

The Internet, particularly social media, is an accessible, easy way to find, share, and discuss 
radical content and develop and communicate radical ideologies, often under the disguise 
of free speech (Struck et al., 2020; Alava et al., 2017), therefore described as a catalyst for 
online radicalization. In social networks, like-minded individuals can easily connect and 
interact, which can speed up social identification and group-building, for instance, among 
right-wing groups, by establishing common values, goals, and forms of communication 
(Koehler, 2014; Meleagrou-Hitchens et  al., 2017; Pauwels & Schils, 2016). Circulating 
messages and promoting images of a supposedly superior in-group with distinct features 
(e.g., strength, willpower, and an ideal of masculinity) can foster social identification in 
persons who assume these features as either shared or desired traits and devalue out-groups 
that do not share these traits (Roccas et al., 2008; Tajfel & Turner, 1986; Schmitt et al., 
2020). Thus, many researchers conclude that processes of social identification (e.g., iden-
tification, engagement, and deference towards a social group) are important factors of radi-
calization. In their work on political mobilization, for instance, Moskalenko and McCauley 
(2009) underline the importance of intergroup conflict for radicalization. They differentiate 
legal, non-violent (activism), and illegal, violent (radicalism) political action to reach polit-
ically motivated goals, and they point to associations between both, activism and radical-
ism, and support for intergroup conflicts. Such conflicts are especially pronounced in social 
media, because of its reach, accessibility, and flexibility of social networks.

To further examine the role of social media, radicalization research often uses big data 
analytics to examine communication patterns surrounding experiences of deprivation or 
discrimination, to identify themes of online support for violent or extremist groups, and 
to study determining factors of liking and sharing radicalized content (Batzdorfer et  al., 
2020; Meleagrou-Hitchens et al., 2017). However, most studies focus on text mining (of 
Twitter messages) and report difficulties in differentiating serious, ironic, or sarcastic mes-
sages based on tone, intention, and structure.  Furthermore, text mining neglects image-
based and meme-based communication. This makes it difficult to compare and triangulate 
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findings from text-based analysis (e.g., Twitter) and image-based or video-based analysis 
(e.g., Instagram, Facebook) to advance our understanding of complex online radicalization 
processes (Parekh et al., 2018).

Internet Memes

Internet memes combining images, videos, and text messages have emerged as a popu-
lar form of online communication (Knobel & Lankshear, 2007) in radical groups. Radical 
groups often pair pictures or videos mirroring or evoking emotionally charged events with 
text explaining causes or results of said events (Jukschat & Kudlacek, 2017; Huntington, 
2018). They connect these explanations to their political attitudes, extremist beliefs, or val-
ues to create an ideology. The concept of memes derives from Richard Dawkins’s (1976) 
seminal work on evolutionary expression of culture, meaning a spread of ideas, concepts, 
catch-phrases or other culturally coded content from person to person, thus influencing 
human ideology, goal-setting, and behavior. Accordingly, successful memes are of high 
fidelity (i.e., a meme’s ability to be copied and passed on), fecundity (i.e., reproduction 
rate, robustness), and longevity (i.e., survival time) (Dawkins, 1976). While the original 
definition of memes referred to diverse ideas and concepts and their survival among differ-
ent (social) groups, Internet memes or online memes refer to communicating these ideas 
online (Knobel & Lankshear, 2007). Likewise, Internet memes have a referential or idea-
tional system (e.g., what information is being conveyed and how?), a contextual or interper-
sonal system (e.g., how does this meme relate to the people viewing it?), and an ideological 
or worldview system (e.g., what larger topics or themes are being conveyed?). Pictures, 
videos, text messages, and other media content shared online (e.g., via social media) can 
become a meme when they aim to convey a message (e.g., free Tibet), express political 
or other ideological assumptions (e.g., the meme “free Tibet” implies that Tibet is unfree 
and needs to be set free), and have implications for social groups (e.g., a shared belief 
of an unfree Tibet among proponents of the meme and a call to action). Similar to tradi-
tional memes, Internet memes differ in their fidelity (e.g., diverse combinations of images 
and text messages), fecundity (e.g., political campaign slogans attracting a large audience 
before an election), and longevity (e.g., pictures of GIFs of ambiguous facial expressions 
that encourage reuse and reinterpretation).

Research on meme-based communication of right-wing groups points to their efforts to 
establish, disseminate, and rationalize political worldviews such as xenophobia, via arous-
ing imagery (i.e., evoking fear or anger) and ideological narratives, providing arguments 
for these circumstances and scapegoating others (Struck et al., 2020; Doerr, 2017; Flam & 
Doerr, 2015; Schmitt et al., 2020). Right-wing groups try to gather attention and mobilize 
sympathizers by creating content that either empowers the in-group or incites (discrimina-
tory) action against out-groups; for instance, religious groups or refugees (Doerr, 2017; 
Flam & Doerr, 2015; Schmitt et al., 2020; Struck et al., 2020) describe the use of memes 
in right-wing groups to communicate via echo chambers, and private networks of their in-
group (e.g., on Discord servers, often directly inciting violence against out-groups), and to 
communicate publicly to mobilize interest (e.g., in Instagram posts, often with ambiguous 
or humorous messages). Despite this body of literature, empirical and experimental studies 
linking exposure to radicalizing Internet memes and subsequent radicalization are scarce 
(Pauwels & Schils, 2016). As a theoretical framework, the social influence model of vio-
lent extremism proposes mechanisms linking memes to radicalization.
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Social Influence Model of Violent Extremism

The social influence model of violent extremism (SIM-VE) (Smith & Talbot, 2019) 
describes cognitive, emotional, and behavioral factors that have implications for pro-
cessing online propaganda. The SIM-VE describes social influence towards violent 
extremism as transforming a person’s identity towards alignment with a violent extrem-
ist group, shaping their beliefs to align with extremist ideology, and reconstructing their 
moral position to allow for violent action becoming acceptable (Smith & Talbot, 2019). 
The model captures individual beliefs and identity (micro level, e.g., as a traditional-
ist), social identities and dynamics, (meso level, e.g., devaluating out-groups, such as 
libertarian groups, and their worldviews), and societal and normative factors (macro 
level, e.g., believing in a judicial system that punishes outgroups). With social influ-
ence being multidirectional, this means that individuals can shape social processes by 
presenting their opinions, introducing different perspectives or values into social set-
tings and groups, but groups can also attract individuals by aligning with their goals or 
motivations or provide means to achieve attractive ends (e.g., financial success, attrac-
tiveness, social dominance). Specific cognitive (e.g., seeking information) and affective 
mechanisms (e.g., avoiding negative affect) further influence this process. For example, 
Huntington (2018) finds that political Internet memes perceived as political arguments 
receive less favorable assessments and more scrutiny regarding their persuasiveness 
than non-political memes. It is important to note, however, that congruency of one’s 
own political beliefs with the message attenuates this effect, pointing to an increased 
susceptibility or vulnerability in persons with congruent beliefs.

In a similar manner, a recent systematic review (Hassan et  al., 2018) examined 
the connection between the exposure to online radicalized content and radicalization 
towards (political) violence. Overall, radicalizing content, such as Internet memes, 
seems to foster radical attitudes, such as xenophobia, in vulnerable groups (e.g., among 
visitors of a neo-Nazi online discussion forum or deprived Kyrgyzian youth), but seems 
less impactful in the general population. However, the review also revealed that only two 
studies linked exposure and attitudes in a pre-post design (Lee & Leets, 2002; Rieger 
et al., 2013), challenging the causal interpretation of the association between exposure 
and radicalization. Alava et al. (2017) made a similar observation in their review of the 
literature on youth and violent extremism on social media. They state that most studies 
were retrospective, and of low methodological quality, and most studies “do not inform 
about which process of Internet and social media use might have led to actual violent 
radicalization” (ibd., p. 44). Therefore, we take a closer look at the two studies that pro-
spectively investigated the impact of radicalized online content.

Lee and Leets (2002) observed a short-term increase in perceived persuasiveness in 
teenagers exposed to messages and images of White supremacy. Perceived persuasive-
ness dropped over time, but it remained higher in individuals with pre-exposure pre-
disposition to White supremacy beliefs. Rieger et  al. (2013) examined psychological 
effects of extremist Internet videos on physiological arousal and attitudes of university 
and vocational students. While extremist content did not affect physiological arousal, 
extremist videos (i.e., showing an Islamic suicide bomber) received more negative eval-
uations, including shame and aversion. However, these videos also ranked higher among 
participants’ interests, which was connected to an increased willingness to search for 
further information about the topic. This discrepancy between cognitive interest and 
affective rejection points to a gap in current research. Hence, it seems promising to 
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combine psychophysiological and self-reported indicators of cognitive and affective 
appraisal to further our understanding of individual radicalization processes. In this 
sense, research on radicalization can benefit from psychophysiological research on 
attention and information processing.

Psychophysiological Perspectives on Radicalization

Psychophysiological research has connected eye gaze patterns to visual information pro-
cessing, such as selective attention towards emotional stimuli (Calvo & Lang, 2004), facial 
and eye regions for emotion recognition (Lim et al., 2020), and examined eye movements 
as an indicator of social preference (Jiang et al., 2016), for instance, characterized by more 
frequent fixations and longer gaze durations towards relevant stimuli.

Regarding political attitudes, previous studies have established connections between a 
visual preference of aversive as opposed to appetitive stimuli and right-wing orientation 
(Dodd et  al., 2012). The authors argue that participants with right-leaning beliefs show 
stronger physiological reactions and thus pay more attention to potential threats to their 
identity. Similarly, in an eye tracking study on race-based messages, White participants 
were focused on Black instead of White persons, who represent an out-group based on race 
(Granot et al., 2016). The focus on the in-group is stronger, though, if visual stimuli are 
connected to text messages (e.g., in political advertisements): Participants with congruent 
right-wing beliefs exhibited a preference (i.e., longer dwell time) of right-wing party adver-
tisements and avoided incongruent liberal advertisements (Marquart et al., 2016; Schmuck 
et  al., 2020). These findings have implications for meme-based research and correspond 
to the model of selective exposure self-and affect management (Knobloch-Westerwick, 
2014). The model assumes a reciprocal association between media and self-cognitions in 
that the current self-concept drives selective media exposure, but media-activated self-
concepts also determine further exposure and attention. Thus, participants with right-wing 
attitudes may be selective in their attention towards political stimuli and political stimuli 
may activate political self-concepts in control participants (i.e., without a pre-defined 
political group affiliation), and subsequently guide their attention. However, while previ-
ous studies underline the usefulness of eye tracking in analyzing visual attention towards 
picture-based political stimuli and (political) Internet memes, they fall short in describing 
how these stimuli were processed. In most studies, participants had to make visual choices 
between appetitive/congruent and aversive/incongruent messages, but it was not clear what 
part of these materials attracted and kept their attention. Moreover, a recent study revealed 
that political messages that were perceived as visually attractive and less negative received 
longer dwell times and lead to higher willingness of political participation (Geise et  al., 
2020). Yet, this study examined German university students and did not account for party 
or political group affiliation.

Research Objectives

Taken together, previous findings suggest that exposure to extremist online content might 
induce cognitive and emotional reactions, but their associations with radicalization are less 
clear. Therefore, we aim to add to the literature on the impact of radical Internet memes 
by performing a quasi-experimental study that integrates eye tracking, self-reports of atti-
tudes, and evaluative ratings of Internet memes in participants that do (right-wing group) 
or do not (control group) identify with a political right-wing group. The study explores 
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visual attention patterns in individuals exposed to radicalized online material. Thus, it 
extends previous research by focusing on the prospective impact of online material (e.g., 
Hassan et al., 2018), and it provides information on differential information processing in 
social groups (based on their self-reported social identity). To assess the impact of radical 
online content, we connect our research to the SIM-VE (Smith & Talbot, 2019) in that we 
examine ideological (i.e., political group affiliation), social (i.e., modes of social identifica-
tion with one’s political group), and behavioral factors (i.e., political mobilization; support 
for violence), and their association with visual processing patterns and explicit evaluations 
of political Internet memes. In sum, this study examines the following research questions:

1. How do participants from political right-wing groups and controls differ in their emo-
tional and cognitive evaluations of Internet memes?

2. Do these groups differ in their visual attention towards Internet memes?
3. How are visual attention patterns connected to the evaluation of these memes?

Since this is a pilot study, our approach is exploratory. This approach does not allow for 
causal inference, but we think it can prove the feasibility of our methodological approach, 
and provide implications for further inquiry into the association between political attitudes 
and visual attention in radicalization into violence.

Methods

Via online advertisements on social networking sites, in local newspapers in [blinded for 
peer review], personal communication with institutions working in radicalism preven-
tion, and via handouts, we recruited participants who were at least 18 years of age and 
could read and understand German between August 2017 and December 2018. We col-
lected data at a university laboratory. A main goal of the study was to compare the impact 
of radical Internet memes between different social groups. Therefore, recruiting efforts 
addressed right-wing parties (e.g., NPD, Identitäre Bewegung) and groups (e.g., Kamer-
adschaftsbund) via online communication (e.g., in Facebook groups and via email) and 
personal contact. As a control group, we aimed to recruit participants without a primary 
political affiliation to achieve a control group with presumably less prevalent radical atti-
tudes. Hence, we recruited participants via community centers, supermarkets, and public 
facilities. Right-wing participants received an incentive of €50 for their participation, and 
all other participants received €20. We increased the incentive for right-wing participants, 
because we considered a lower amount insufficient to engage participation after initial 
attempts were frugal.

Overall, 91 people took part in the study; however the current analysis sample was 
limited to 44 participants (Mage=26.23 years, SD = 7.76; 66% male) that affiliated with 
either a political right-wing group (n = 20) or another group, for example, “humans,” 
“students,” or “teachers” (n = 24), which is treated as a control group in this analy-
sis. The remaining participants named a religious group (e.g., Catholic) or a political 
group (e.g., Green party) as their main affiliation and were excluded from this analysis. 
Because we acknowledge the central role of social identity in radicalization processes 
(c. Moskalenko & McCauley 2009; Smith & Talbot, 2019), participants’ self-identified 
social group was chosen as an indicator of group affiliation for the analysis. We have 
excluded participants with opposing political attitudes, a different party affiliation, or 
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mainly religious group affiliation to avoid confounding of our analyses, since some 
images contained religious symbols or presented right-wing symbols that could evoke 
stronger reactions in these participants than in the general population (i.e., persons that 
did not choose any of these groups as their main social affiliation). In line with the SIM-
VE (Smith & Talbot, 2019) and the SESAM (Knobloch-Westerwick, 2014), we were 
interested in comparing participants that identified with a right-wing group and par-
ticipants that did not identify with a group that presented an opposing or equally clear 
ideology, because we wanted to inspect visual processing and cognitive and affective 
appraisal for different levels of radical attitudes. While we cannot assume political atti-
tudes based on a non-political affiliation (e.g., teachers), it at least tells us that political 
group affiliation was not in the foreground of their social identity.

Measures and Study Procedure

Data collection comprised five steps (three separate surveys, eye tracking, and an 
implicit association test); a flowchart of the study procedure is presented in Fig. 1. Due 
to the complexity of the implicit association test, this study is limited to the analysis of 
survey data and eye tracking data. Discussing the role of implicit attitudes in informa-
tion processing and visual attention is beyond the scope of this study.

Following the informed consent procedure, we presented participants with a first 
questionnaire on sociodemographic data and group affiliation. Sociodemographic data 
comprised age, gender (1 (female), 2 (male)), country of origin (oneself and one’s par-
ents) (1 (Germany), 2 (other)), current occupation (1 (student (school, university) or 

Fig. 1  Flowchart of the study; the 
abbreviation ARIS refers to the 
Activism and Radicalism Scale
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in vocational education), 2 (employed), 3 (freelancer/self-employed), 4 (retired), 5 
(other)), and highest educational achievement (1 (ongoing), 2 (none), 3 (lower second-
ary education, i.e., “Hauptschule”), 4 (lower secondary education, i.e., “Realschule”), 
5 (upper secondary education, i.e., “Gymnasium”)). Due to low cell counts, occupation 
(0 (student/vocational education), 1 (other)) and educational achievement (0 (ongoing/
none/lower secondary education), 1 (upper secondary education)) were recoded for the 
analysis.

Group affiliation introduced the concept of social identification by asking respond-
ents which of the following groups they felt they belonged to the most: a religious group 
(Catholic, Protestant, Muslim, Alevist, Jewish, Other), a political right-wing group, a 
political left-wing group, and others (open-ended). Participants were categorized into 
groups based on this response, leading to an analysis sample of 20 right-wing partici-
pants and 24 controls (i.e., other group affiliation).

Subsequently, we measured modes of social identification with the chosen group 
using a German translation of the measure by Roccas et al. (2008). Hence, importance 
(e.g., Belonging to this group is an important part of my identity) (α = 0.85), commit-
ment (e.g., I feel strongly affiliated with this group) (α = 0.87), superiority (e.g., Other 
groups can learn a lot from us) (α = 0.87), and deference (e.g., It is disloyal to criticize 
this group) (α = 0.82) were assessed with four items each, on a 7-point Likert scale from 
1 (strongly disagree) to 7 (strongly agree).

Finally, political mobilization was assessed via the German version (the translation 
was published by Jahnke et  al., 2020) of the Activism and Radicalism Scale (ARIS; 
Moskalenko & McCauley 2009), where activism (e.g., I would donate money to an 
organization that fights for my group’s political and legal rights) (α = 0.91) and radi-
calism (e.g., I would attack police or security forces if I saw them beating members of 
my group) (α = 0.91) were rated on four items each via a 7-point Likert scale from 1 
(strongly disagree) to 7 (strongly agree). We measured before both scales and after the 
exposure to radicalizing content and the eye tracking procedure.

In the second step, participants’ eye movement was recorded, while they explored 
the Internet memes presented to them. The software BeGaze version 3.3.56 and the 
Experiment Center version 3.3.34 were used to process eye tracking data from a remote 
infrared eye tracking sensor (iView X RED-m) (SensoMotoric Instruments, 2011). We 
presented materials on a 344 mm x 194 mm screen with a distance of 60 cm between 
participants and the screen, with a screen resolution of 1600 × 900. Each participant 
completed a calibration phase of three test trials, with a maximally acceptable disper-
sion of 0.5° for each trial. Each participant viewed seventeen different Internet memes, 
three of which will be described and analyzed in more detail. These three memes share 
the purpose of social commentary, and they focus on group-related messages in relation 
or directly opposed to political right-wing ideology, whereas the remaining memes had 
different foci or purposes (e.g., a satirical depiction of a crusade). We presented each 
meme for 5 s.

For the analysis, we defined areas of interest (AOIs) for each meme, which char-
acterize a specific object or region within a visual stimulus, for instance, faces, prod-
ucts, warning, or health messages in line with the research question (King et al., 2019). 
We defined faces, messages, weapons, and symbols as relevant AOIs, since they cor-
responded to similar categories in previous research, for instance, regarding cigarette 
advertisements (Krugman et al., 1994). A recent publication (Schmitt et al., 2020) has 
analyzed right-wing memes and identified similar themes, namely, humans or human 
faces, appellative written messages, weapons, and symbols (e.g., flags, runes), which 
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validates our chosen approach. Five AOIs were analyzed (if available), namely, weap-
ons (AOI 001); faces (AOI 002); symbols of radical groups, such as runes or flags 
(AOI 003); main titles or messages, usually written in the largest font (AOI 004); and 
additional text or messages written in smaller font (AOI 005) to explore their impor-
tance in guiding visual attention. For each AOI, we counted the frequency of fixations, 
and the total dwell time during exposure to reflect visual attention, interest, and depth 
of cognitive processing (King et al., 2019). We defined a fixation as a gaze duration of 
at least 100 ms per AOI. Data was preprocessed by excluding invalid trials (e.g., due to 
insufficient calibration parameters). For each AOI, we counted the number of fixations 
and divided the dwell time by exposure time (i.e., 5000 ms) to receive two indicators of 
relative importance of each AOI to visual attention processes compared to other areas 
of the stimulus (Jacob & Karn, 2003). The study team piloted the procedure to ensure 
feasibility and validity of the measurement procedure in a college sample (n = 20). 
Cognitive debriefings of the sample affirmed that all measures and instructions were 
comprehensible and easy to complete. See Fig. 2 for all three memes, including their 
respective AOIs. Although the AOIs vary in size for each meme, we approximate the 

Fig. 2  Areas of interest (AOI 001 to AOI 005) in all three memes analyzed in this study; memes represent 
(a) empowering a right-wing in-group, (b) inciting violence against out-groups from a right-wing perspec-
tive, and (c) deradicalizing content (i.e., emphasizing human unity)
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relative dwell time as an indicator of relative interest, and we are particularly inter-
ested in between-group comparisons, between participants with and without right-wing 
group affiliation.

We selected the memes based on social media posts on Twitter and Facebook between 
February and July 2017. The goal was to find memes with a clear message, a connection 
to right-wing themes and symbols, and the intention to either strengthen the in-group or 
weaken the out-group. As a contrast, we included a meme with a message that aims to 
emphasize similarities instead of differences between groups, which we labeled deradical-
izing (as opposed to radicalizing online content). Memes were pre-selected based on the 
clarity and distinctness of their message, and their presumed appeal. Previous research 
chose a similar approach (e.g., Flam & Doerr 2015). In a college sample (n = 20), we tested 
clarity, design, and attractiveness of memes. Main goal of the preselection was to iden-
tify memes that represented social commentary from a right-wing, and a counter-narrative 
perspective (Knobel & Lankshear, 2007). The three memes chosen for this study received 
highest ratings regarding clarity, design, and attractiveness. All memes depict human sub-
jects and group-related messages and have a similar text-to-image ratio.

The first meme shows a young White woman in seemingly traditional clothing standing 
in an arborous landscape and holding a bow and arrow. Her expression seems determined, 
facing towards her left while nocking an arrow as if she was preparing an attack. The main 
title states that “European women are not helpless victims,” with a message in smaller font 
adding “justnationalistgirls” in cursive. We categorized this meme as potentially empow-
ering a right-wing in-group that perceives a threatening out-group. By denouncing vic-
timhood, European women, and by proxy the viewers, are asked to fight against potential 
perpetrators.

The second meme shows a Viking warrior in a battle, with his sword raised above his 
head and his shield by his side. He stands above an army that is unrecognizable but seems 
to be in a battle, as well. The meme presents this scenario in front of a background that 
strongly resembles the Imperial War Flag with a color scheme of black, white, and red. In 
the upper left-hand corner, an Odal rune is visible, which is a popular symbol of national 
socialist and modern nationalist movements, indicating beliefs of a strong heritage and an 
imperial claim. Overall, the color scheme and themes lead us to categorize this meme as 
inciting a right-wing in-group towards violence, which is further supported by the main 
title stating “Stand up and fight.”

The third meme shows a face of a young person looking directly at the observer. A scarf 
or cloth covers parts of the face, leaving only the eyes and most of the nose clearly visible. 
The position of the scarf or cloth resembles stereotypical Bedouin clothing, thus represent-
ing an out-group for a right-wing in-group. The unfazed expression seems to confront the 
observer to read the statements and think about their own opinions. The main title states 
“Though one thing connects us all: being human” (translated from German to English). 
Although this is written in larger font and presented at the bottom of the picture, a smaller 
font message is actually the first part of this argument, translated as “We may have differ-
ent religions, different languages, different skin colors.” Overall, the meme promulgates a 
message of unity by emphasizing the common factor of being human despite obvious dif-
ferences regarding religion, culture, or skin color.

Following the eye tracking procedure, six semantic differentials were used to capture 
participants’ emotional and cognitive appraisal on a 7-point scale (fascinating-boring, 
attractive-repulsive, appealing-shocking, plausible-implausible, clear-unclear, and familiar-
unfamiliar). In addition, we asked participants’ agreement with the meme’s message (1 
(totally disagree) to 7 (totally agree)). We adapted these items from previous research on 
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affective and cognitive appraisal of radical online content (e.g., Huntington 2018; Rieger 
et al., 2013). To control for previous exposure effects, we asked participants whether they 
had seen any of the memes before, which none of the participants affirmed. To accurately 
evaluate each meme, we presented each meme separately.

In the third step, participants stated their current level of political mobilization via the 
ARIS scale to examine changes because of the exposure to radicalizing cues. In a fourth 
step, they reported their support for violence (Ulbrich-Herrmann, 2014) via six items 
(e.g., “I am ready to use physical violence against strangers”) on a 4-point scale (1 (totally 
disagree) to 4 (totally agree)). Finally, participants completed a picture-based Single Cat-
egory Implicit Association Test (adapted from Karpinski & Steinman 2006) using the 
Inquisit software (www. milli second. com) by pairing seven target pictures of right-wing 
rallies and assemblies with positive (e.g., joy, happy) and negative (e.g., stress, disgust) 
words. As described above, the analysis of implicit attitudes is beyond the scope of this 
study.

Statistical Analysis

First, we calculated chi-square tests and t-tests to compare participants with right-wing 
group affiliation to controls. Second, we investigated bivariate associations between vari-
ables using correlation coefficients (e.g., Pearson’s correlation for continuous variables) 
for each group. Third, to further inspect the impact of group affiliation on visual attention 
parameters, we used linear regression models to test the impact of group affiliation on rela-
tive dwell time and number of fixations per AOI, with significant sociodemographic vari-
ables and attitudinal correlates being controlled for. Due to a very high correlation (r ≥ .80) 
for social identity subscales in right-wing participants, we used the mean across all items 
as a single predictor to avoid multicollinearity. Fourth, we examined changes in political 
mobilization because of the exposure to radicalizing memes via repeated measures ANO-
VAs. We performed all analyses with SPSS 27.

Results

Several between-group differences emerged for push, pull, and personal factors of radi-
calization. Right-wing participants were mostly male, less educated, and reported higher 
political mobilization (i.e., on the radicalism subscale of the ARIS), and support for vio-
lence than the control group (see Table 1). By trend, modes of social identification were 
also higher in this group, although the difference did not reach statistical significance.

Both groups significantly differed regarding their emotional and cognitive appraisals 
(see Table 2) but not their visual attention patterns (see Table 3). The right-wing group 
rated the meme inciting violence as more appealing, attractive, and plausible than the con-
trol group, and a majority agreed with the message. On the contrary, the control group 
rated the meme emphasizing unity as more positive. The meme empowering the in-group 
received similar ratings across groups, but was rated as more plausible by the right-wing 
group. Although AOI-related differences were not significant, right-wing participants 
looked more often at weapons, and spent more time reading empowering and inciting mes-
sages and the text listing differences between groups (in the meme emphasizing unity) than 
controls.
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Bivariate Correlations Between Attitudes, Evaluation of Internet Memes, and Visual 
Attention Metrics

To explore associations between indicators of visual attention, attitudes, and evaluations of 
memes, bivariate correlations were computed (see Table 4). Associations between sociode-
mographic variables, attitudes, and visual attention are reported separately for each meme 
(Online Resource 1 to 3).

For the first meme (empowering the in-group), social identification (importance, supe-
riority, and deference) as well as self-rated activism correlated with a more positive emo-
tional appraisal of and familiarity with the meme in the right-wing group. Higher levels of 
education positively skewed attention towards the additional text (justnationalistgirls).

For the second meme (inciting violence), similar positive associations between social 
identification (superiority, deference), emotional as well as cognitive appraisals emerged, 
albeit in the control group. Here, higher education was linked to a more negative assess-
ment of the meme. In both groups, a support for violence correlated with a more posi-
tive evaluation. In the right-wing group, support for violence correlated with an increased 
dwell time on right-wing symbols. Activism and radicalism among right-wing participants 
were associated with a more positive assessment and longer dwell time on faces instead of 

Table 1  Descriptive comparisons of the analysis sample according to group affiliation

 *p < .05, **p < .01, ***p < .001

Right-wing group (n = 20) Control group (n = 24) Total
(N = 44)

Sociodemographic data
Age 27.47 (10,77) 25.25 (4.12) 26.23 (7.76)
Gender (male)*** 19 (95%) 10 (42%) 29 (66%)
Country of origin
Germany (self)
Germany (parents)

19 (95%)
17 (85%)

21 (88%)
17 (71%)

40 (91%)
34 (77%)

Occupation
student/vocational education
other

11 (55%)
9 (45%)

19 (79%)
5 (21%)

30 (68%)
14 (32%)

Level of education***
≤ lower secondary education
upper secondary education

14 (74%)
5 (26%)

2 (8%)
22 (92%)

16 (37%)
27 (63%)

Modes of social identification
Importance 3.91 (2.01) 3.42 (1.64) 3.63 (1.81)
Commitment 3.99 (2.16) 3.98 (1.27) 3.98 (1.70)
Superiority 4.20 (2.03) 3.61 (1.35) 3.87 (1.69)
Deference 3.68 (1.82) 2.75 (1.23) 3.16 (1.57)
Political mobilization
Activism (pre-exposure) 3.89 (2.29) 3.90 (1.50) 3.89 (1.87)
Activism (post-exposure) 3.89 (2.41) 3.96 (1.70) 3.93 (2.03)
Radicalism (pre-exposure)* 3.53 (2.15) 2.29 (1.52) 2.85 (1.91)
Radicalism (post-exposure)* 3.68 (2.30) 2.35 (1.67) 2.92 (2.05)
Support for violence** 2.10 (0.78) 1.34 (0.39) 1.67 (0.70)
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the main text (stand up and fight). For control participants, radicalism also correlated with 
longer dwell time on right-wing symbols.

For the third meme (emphasizing unity), right-wing participants showed an increased 
frequency of fixations and by trend dwell time on additional text messages (i.e., stating 
differences between human beings). Furthermore, number of fixations was positively cor-
related with higher radicalism scores and support for violence. In the control group, males 
rated the meme less favorable, as did persons with a higher need for uniqueness and loss of 
significance. Occupational status and modes of social identification correlated with shorter 
dwell time for the main text (i.e., “Though one thing connects us all: being human”).

Linear regression models examined the association between group affiliation and visual 
attention parameters (Online Resources 4–6): Participants from a right-wing group focused 
less on faces (β=−0.55, E < .01) and more on the additional text (i.e., justnationalistgirls) 
(β = 0.54, p < .01) in the meme empowering a right-wing group. In addition, they looked 
more frequently (β = 0.50, p < .01) and for a longer amount of time (β = 0.55, p < .01) on 
symbols in the meme inciting violence.

Impact of Exposure to Radical Cues

The repeated measures ANOVA yielded nonsignificant results (F(1, 42) = 0.03, n.s., 
ηp = 0.001). While there was a slight increase in radicalism, it did not reach statistical sig-
nificance (F(1, 40) = 0.07, n.s., ηp = 0.002). The nonsignificant interaction between group 
and exposure showed that changes in political activism (F(1, 42) = 0.03, n.s., ηp = 0.001) or 
radicalism (F(1, 40) = 0.64, n.s., ηp = 0.016) did not differ between groups.

Discussion and Conclusions

This study examined the visual exploration of radical Internet memes in groups with different 
levels of radical attitudes. First, the examined social groups (i.e., right-wing participants, and 
controls) showed attitudinal patterns that mirrored previous findings, for instance, a higher 
support for violence and level of radicalism in the right-wing group. Second, we observed 
differences in emotional and cognitive appraisals and visual processing of Internet memes 
between groups, pointing to differential efficacy of radicalizing messages. These differences 
have implications for preventive policy and research regarding online radicalization.

Initial group-based comparisons revealed that right-wing participants reported higher 
support for violence, radicalism, and social identification with their in-group than controls. 
In our study, right-wing participants were mostly male and had lower levels of education. 
This is in line with findings regarding support for violence, male gender, and poor educa-
tion as risk factors for radicalization (Vergani et al., 2018; McGilloway et al., 2015; Wol-
fowicz et al., 2019). Arguably, group affiliation with a political right-wing group can be a 
driver of radicalization towards violent extremism, as it provides a context for reciprocal 
social and ideological influence to support a radical worldview (Smith & Talbot, 2019). 
Therefrom, evaluation and processing of Internet memes differed between groups: the sec-
ond meme, which presents a virile warrior amidst battling armies in front of the Imperial 
War Flag with neo-Nazi symbols, was more attractive and appealing for right-wing partici-
pants. Thus, our findings corroborate the importance of congruency of online content and 
a recipient’s personal beliefs in online radicalization (Koehler, 2014; Meleagrou-Hitchens 
et al., 2017; Struck et al., 2020; Huntington, 2018; Schmitt et al., 2020; Rieger et al., 2013).
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In this study, the right-wing group was mostly male and supported violence; therefore 
viewing a strong male avatar, a battle, and a clear directive (stand up and fight) might have 
appealed more strongly to this group. Further support for this assumption stems from the 
comparison with the other right-wing meme (empowering the in-group): While this meme 
also supported violent actions against an out-group that was non-European, and seemingly 
non-White, the main avatar was female. This meme received more positive ratings than 
the second meme in both groups, with the right-wing group reporting higher agreement 
and perceiving the message to be more plausible than the control group. Conceptually, this 
might indicate ideological differences between groups, where right-wing participants but 
not control participants agree with the idea of relative deprivation by framing European 
women as victims of unknown perpetrators and violent actions as necessary means to end 
victimhood (Pauwels & Schils, 2016; Rieger et al., 2013). This would align with the social 
commentary aspect of the meme itself (Knobel & Lankshear, 2007) and its potential to 
convey or support an ideology that legitimizes violence against out-groups.

Through the lens of the social influence model of violent extremism (SIM-VE) (Smith 
& Talbot, 2019), this meme represents ideological (i.e., a seemingly healthy and beautiful 
young White woman as a visual representation and ‘not helpless victims’ as a conceptual 
representation of desired identity), social (i.e., European versus non-European as a frame 
of reference), and behavioral factors (i.e., “not helpless victims” and bow and arrow as 
an implied call to arms) supporting a radical right-wing position that legitimizes violence 
to defend the in-group. Consequently, participants with political right-wing affiliation that 
already identify as a victim, European (as opposed to non-European) etc., might be further 
attracted towards this ideology to support their beliefs. This finding aligns with previous 
research on political advertisements (Marquart et al., 2016; Schmuck et al., 2020).

Nonetheless, the discrepancy in emotional reactivity towards the meme was less pro-
nounced between groups, possibly because of lower message involvement, compared to the 
second meme inciting violence. Vis-à-vis this meme, the call to arms is only indirect in the 
first meme, and the depicted young woman shares fewer characteristics with the vulnerable 
group (e.g., being male). Hence, the lack of similarity and an imperative sentence could 
lead to a reduced involvement, which corresponds to previous findings on the attractiveness 
and persuasiveness of threat appeals (Cauberghe et al., 2009). However, this conclusion is 
merely hypothetical and warrants further exploration, as we did not explore the degree of 
message involvement for each meme.

The third meme (emphasizing unity) was rated highly positive in the control group 
(mean values were above 6.0 on a 7-point scale), but it received the lowest scores (except 
for clarity) in the right-wing group. Since the control group comprised persons with a 
mostly non-specific group affiliation (e.g., humans, students), this might explain their pref-
erence for this message. Right-wing ideologies, however, often maximize intergroup dif-
ferences, resulting in incongruence with this message and its subsequent dismissal in the 
right-wing group (Koehler, 2014; Lee & Leets, 2002; Jensen et al., 2018; Dovidio et al., 
1998).

While relative dwell time and number of fixations did not significantly differ between 
groups, several associations between attitudinal variables and indicators of visual attention 
did. In right-wing participants, stronger social identification, and support for violence were 
connected to increased fixations on symbols of right-wing nationalist ideology (e.g., Odal 
rune) as well as messages of differentness, which can indicate increased interest and atten-
tion (Jacob & Karn, 2003). Focusing on symbols and ideals of one’s in-group might serve 
social identity purposes (Roccas et al., 2008; Tajfel & Turner, 1986; Schmitt et al., 2020; 
Lee & Leets, 2002) by actualizing and strengthening one’s in-group identity. In right-wing 
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groups, virility and physical strength and a tendency to maximize intergroup differences 
often define the in-group identity (Pauwels & Schils, 2016; Schmitt et  al., 2020). The 
increased attention towards indicators of belief-congruent messages and in-group identity 
is in line with previous eye tracking studies on political party advertisements (Marquart 
et al., 2016; Schmuck et al., 2020). Conceptually, these findings also support the SESAM 
model (Knobloch-Westerwick, 2014), wherein symbols of right-wing groups might attract 
attention because of their congruency with one’s self-concept. The active self-concept as 
a member of a right-wing group might also guide attention towards depictions of one’s 
group, which leads to longer dwell times.

Interestingly, this hypothesized pattern emerged in linear regression models with group 
affiliation predicting visual attention parameters and other variables being controlled for. 
This is promising for further inquiry into visual attention patterns of right-wing partici-
pants regarding group-related symbols in different contexts (e.g., political advertisements, 
social media debates). Knobloch-Westerwick (2014) mentions selective exposure as a 
mechanism to elicit emotional reactions, for instance, listening to love songs before a din-
ner date to evoke positive affective reactions. Similarly, right-wing participants often listen 
to heavy metal or white power music that evokes anger and aggression and reinforces the 
ideology of white supremacy when preparing for rallies or group meetings (Gaudette et al., 
2020).

Regarding visual cues, it is possible that right-wing participants focus on represen-
tations of their group and beliefs during media reports or online discussions to activate 
their self-concept as an in-group member, which could increase their emotional response 
and bias their interpretation of the information or discussion towards the in-group. The 
focus on differentness in the third meme (emphasizing unity) by right-wing participants 
also supports this assumption, which corresponds to findings from experimental social psy-
chological research (Dovidio et al., 1998). Thus, the meme might have exacerbated group 
differences, which is counter-intuitive from the counter-narrative perspective (Knobel & 
Lankshear, 2007). Policies and practices that focus on counter narratives should therefore 
know this effect and design and test their counter narratives accordingly. To our knowl-
edge, most interventions in this area have small effects and are methodologically flawed 
(Blaya, 2019; Carthy et al., 2020), pointing to the need for further research. From a neuro-
biological perspective, this focus on differentness corresponds with the increased focus of 
right-leaning participants on aversive stimuli or indicators of differentness and potential 
threats in visual stimuli (Dodd et al., 2012; Granot et al., 2016). Noticeably, we found a 
similar association in participants with increased social identification in the control group, 
regardless of group affiliation. This general impact of social identification on visual atten-
tion towards distinct instead of common features across groups may result from group bias 
to maximize in-group homogeneity and distinctiveness (Jensen et al., 2018; Dovidio et al., 
1998).

To extend our knowledge about the impact of radicalized online material (e.g., Hassan 
et al., 2018) as well as similarly designed preventive counter measures, further prospective 
research is necessary to examine how participants with different political attitudes actually 
process online material, and if their physiological and affective reactions lead to stronger 
in-group focus, and radical attitudes. Our study proves the feasibility of this approach, but 
studies in larger samples, using different materials, and measures, such as heart rate or 
EDA, are welcome (Caruelle et al., 2019; Rieger et al., 2013). Finally, while exposure to 
potentially radicalized content did not lead to a significant increase in political mobiliza-
tion (i.e., activism and radicalism), several relevant associations emerged. Baseline levels 
of mobilization were linked to positive evaluations and a visual focus on weapons, and 
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symbols, as well as higher agreement with the second meme across both groups. Current 
research in social neuroscience supports the notion of a neurobiological proneness towards 
relevant stimuli in persons supporting (political) violence that may guide their visual atten-
tion and subsequent conscious and effortful decision-making (Decety et  al., 2018). This 
could explain the similarities in visual attention and agreement across groups, despite sig-
nificant differences in post hoc ratings of attractiveness and explicit attitudes. However, 
further research on biological determinants of proneness to violence and its correspond-
ence with attitudinal and physiological measures is necessary to test this hypothesis.

Limitations

This study has a rather small and highly selective sample; therefore it was not possible to 
conduct more elaborate statistical tests, for instance, multivariate analyses or multiple 
regressions, and the results need to be interpreted with caution. Nevertheless, our sample 
size is comparable to other eye tracking studies in this area (e.g., n = 57; Marquart et  al., 
2016), particularly with specific groups (e.g., right-wing participants), which are very chal-
lenging to recruit (King et al., 2019). While examining Internet memes promises high eco-
logical validity, their multi-layered design introduces potentially confounding factors (e.g., 
color, framing, text styles) that might have affected ratings and eye movements. It was also 
impossible to define identical AOIs across memes, which affected eye tracking metrics. The 
varying size of AOIs might have biased dwell time and number of fixations, which is why 
we interpret our findings as trends. Future studies might compare slightly altered versions 
of memes to one another, which allows for an even closer inspection of visual attention 
patterns and a direct comparison of AOI-based metrics. In addition, we chose the number 
of fixations, and the total dwell time on AOIs as two prominent and straight-forward eye 
tracking metrics; however, other metrics that were more strongly connected to emotional 
arousal (pupil size), processing flow (blink rate), or visual saliency (time to first fixation) 
(King et al., 2019) might offer new and interesting insight into visual information processing 
of political memes. Since we used a quasi-experimental design in a laboratory setting, we 
limited our research to cognitive radicalization (Neumann, 2013). It is unclear how memes 
in real-world settings might affect behavioral radicalization, as well. However, we think our 
results prove the feasibility of eye tracking method in analyzing associations between visual 
processing and attitudinal evaluations regarding (political) Internet memes. We propose sev-
eral areas for future research that could connect psychophysiological research, behavioral 
observations, and self-reports (qualitative or quantitative) to understand online radicaliza-
tion. Most constructs were measured with psychometrically sound scales, although our small 
sample size did not allow for more complex analyses, for example, of interaction effects of 
group affiliation and attitudinal variables. Finally, by relying on self-reported group affili-
ation, we accepted participants’ broad and lay definitions of social groups (e.g., political 
right-wing group) that did not allow for an in-depth analysis or a more detailed comparison, 
for instance, regarding attitudinal variables, such as xenophobia, within and between groups.

Conclusions and Implications

In this study, we examined evaluations and visual processing of three types of Internet 
memes (empowering a right-wing in-group, inciting violence, and emphasizing unity) 
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in a vulnerable group of right-wing participants and a control group. We found that 
political memes that match one’s ideology are more appealing and persuasive within 
specific groups (e.g., right-wing group) as well as across groups (e.g., support for vio-
lence). Moreover, the analysis of eye movements suggests participants favor areas that 
support their core beliefs (e.g., differentness), even if the overall message presented a 
different frame (e.g., emphasizing unity). While these findings are tentative, they illus-
trate potential mechanisms of information processing that might connect risk factors for 
violent radicalization, such as a support for violence, to consuming and creating radical 
online communication. To this end, selective information processing points to potential 
side effects of memes with a counter-narrative frame, which requires further investiga-
tion. Given the current focus on counter speech and counter narratives as preventive 
measures of (online) radicalization, it is very important to consider possible negative 
effects, presumably exacerbated by selective exposure of individuals and groups with 
pre-existing risk factors for radicalization (e.g., right-wing group affiliation, strong sup-
port for violence). A more nuanced perspective, including basic research and psycho-
physiological research methods, is necessary to develop and evaluate counter speech 
and counter narratives. Prevention practice efforts using online communication to coun-
ter online radicalization should know these effects and adapt their materials accordingly. 
Policymakers can support this process by fostering exchange and learning between basic 
and applied research and practitioners working in radicalization prevention.
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