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1 INTRODUCTION 

Over the past decades, digital technologies have seen a massive increase in use and have profoundly 

shaped the humanitarian sector. Their exponential growth has greatly increased the amount of data to 

be managed and accelerated the speed with which information travels (ALNAP 2022; OCHA 2021). 

This growth triggered discussions around the efficiency of necessary humanitarian services to re-

spond to rising needs and sector-wide funding cuts. The request for more evidence-based program-

ming, improved coordination, and increased accountability pushed many humanitarian organisations 

to ‘go digital’. 

The COVID-19 pandemic, Venezuelan migration crisis and ongoing Ukraine response especially in-

fluenced the way humanitarian organisations digitalise. At the same time, questions were raised on 

how best to communicate with local actors and affected populations, including people on the move. 

The use of digital tools like mobile messaging apps, social media or AI-based solutions are increas-

ingly discussed to leverage the potential of more effective aid delivery whilst seamlessly enhancing 

accountability and doing no digital harm.  

Despite its potential, humanitarian practices look different. Existing opportunities to engage people 

and make their voices heard through real-time information sharing and two-way communication are 

hardly recognised. Various forms of humanitarian feedback mechanisms have been introduced to 

increase accountability but reality shows that they are mostly used for one-way information sharing 

or showing impact to donors (ALNAP 2022; Ground Truth Solutions et al. 2022; Owl Re 2022; CHS 

Alliance et al. 2015) 

In sum, massive amounts of personal and non-personal data are collected for various purposes, often 

without systematically using the data and considering long-term aspects related to data management 

and governance. To avoid doing harm, humanitarian organisations focus more on data security than 

processes to inform affected people about the full usage of their data and their rights. Yet, some 

organisations started to raise questions about people’s involvement in data and technology-related 

decision making and to discuss approaches to co-creating with affected people and building data 

agency. The debate about digital accountability in the humanitarian sector, however, remains limited 

and is only picking up slowly (Cieslik et al. 2022; Currion 2022; et al. 2022; Vinck et al. 2022; Ada 

Lovelace Institute 2021; Hilhorst et al. 2021; OCHA 2021; Madianou 2019; van Solinge 2019; Ja-

cobsen et al. 2018; Madianou et al. 2016). 

Humanitarian practitioners are generally aware of the need to improve transparency when processing 

people’s data and the need for an honest discussion about power dynamics in an offline and online 

sphere. They usually differentiate between legally imposed data subject rights and rights-based ap-

proaches that allow tackling programme quality issues and power imbalances. Organisations might 

be committed to put people at the centre of (data-related) decision-making and (digital) programme 

design but without systematically embedding digital technologies in overall organisational processes. 

For this to happen, change and mindset shifts are needed in addition to political willingness. Raising 

awareness on digital accountability, building digital capacities and capabilities have the potential to 

avoid doing digital harms while increasing people’s data agency (Cieslik et al. 2022; Schächtele et 

al. 2022; Vinck et al. 2022; Ada Lovelace Institute 2021; Bryant 2021; CDAC Network 2021; OCHA 

2021; Williamson 2020; Madianou 2019; Jacobsen et al. 2018; Greenwood et al. 2017; Madianou et 

al. 2016; Sandvik et al. 2014). 
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The paper examines the tension between digital technologies, participation, and accountability by 

exploring their interlinkages, benefits, and challenges. It analyses the ways in which humanitarian 

actors hold themselves responsible and accountable when using digital technologies and shows ways 

in which affected people can hold organisations to account. 

2 METHOD IN BRIEF 

The paper is based on two main questions: 

(1) How do humanitarian organisations use digital technology to strengthen the participation of 

and accountability to affected populations? 

(2) How do humanitarian organisations hold themselves responsible when using digital technol-

ogies? In turn, how can affected people hold organisations accountable when using digital 

technologies? 

The literature review comprised documents like academic papers, operational reports, guidance notes, 

strategies, and webpages about the use of technology in humanitarian action, digital transformation, 

and accountability. Several in-group discussions following Chatham House Rule served in shaping 

and validating the research.  

In addition, 22 qualitative, dialogue interviews were conducted with diverse humanitarian stakehold-

ers. Due to the sensitivity of the topic, the interviews were not recorded and no interviewees are cited. 

Interview memos were drafted and shared with interviewees for their reference and potential rectifi-

cation. The memos were structured and analysed as per the following sections: Reasons for going 

digital, digital transformation, digital accountability, challenges, and vision.  

The paper was further informed by two conceptual frameworks: Arnstein’s Ladder of Participation 

(1969) and the Core Humanitarian Standard on Quality and Accountability (2015). The Ladder of 

Participation originates from the discussion about increasing citizen participation and describes eight 

levels and three categories of participation including non-participation, tokenisms and citizen power 

(Arnstein 1969).  

The Core Humanitarian Standard (CHS) is a core value in the humanitarian sector encompassing 

Nine Commitments aiming at a principled, accountable and high-quality support for future system 

change (ALNAP 2022; Hilhorst et al. 2021; CHS Alliance et al. 2015). The CHS is used as the main 

accountability framework for measuring quality and effectiveness of humanitarian action by putting 

affected people at the centre. The research particularly focused on Commitments Four and Five (CHS 

Alliance et al. 2015). 

3 DIGITAL PARTICIPATION AND ACCOUNTABILITY IN HUMANITARIAN 

ACTION  

Humanitarian organisations use digital technologies to engage people and increase accountability by 

sharing real-time information and asking people’s feedback. Interactive tools like social media and 

mobile messaging apps alongside digital tools for managing feedback data continue to be on the rise. 

According to Lough, “social media is likely to play an increasingly prominent role for affected people 

in current and future crises [and] it is not a phenomenon humanitarian actors can continue to side-

step“ (Lough 2022, 7). Lough proved that digital communication tools are particularly important to 
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people on the move, no matter if across borders or within countries, and used for news consumption 

and communication with family and friends but hardly with humanitarians. Latest studies further 

reiterate the need for an in-depths analysis of different types of technologies aiming at better under-

standing their opportunities, trade-offs and risks, and fostering digital inclusion and accountability to 

those already marginalised and left behind (Lough 2022; CDAC Network 2021; Bryant 2021; OCHA 

2021; Madianou 2019; Madianou et al. 2016; Sandvik et al. 2014). 

3.1 Digital Technologies for Information Sharing and Collecting Feedback 

In addition to traditional forms of participation and collecting feedback, humanitarian organisations 

currently apply a mix of digital and non-digital approaches to inform people, collect their feedback 

and ask about their satisfaction. These vary from helpdesks, suggestion boxes to toll-free hotlines, 

mobile messaging apps, social media and AI-based solutions like chat- and voicebots. 

In comparison to most offline approaches, digital tools are mainly used for one-way information 

sharing and sometimes for rumours tracking but hardly considered to actively consult affected people. 

Many humanitarian organisations prefer technologies like hotlines, IVR or SMS but hesitate to use 

mobile messaging apps, social media, not to speak about bots. When applied, they are hardly consid-

ered as two-way communication channels and mainly used for limited purposes like information 

campaigns or sharing programme updates.  

The focus on one-way communication channels is mainly due to data protection and privacy concerns, 

resource constraints as well as unclear roles and responsibilities amongst different teams. Its limita-

tion to one-way information-sharing thus reinforces a tokenistic involvement of people and leaves 

humanitarian organisations to continue using traditional ways for two-way communication, assuming 

this preference is mutually shared by affected people. 

Interviewees further referred to a cultural and ethical divide when using mobile messaging apps and 

social media platforms. They are mostly opted against and restricted for data protection reasons, even 

though affected people might have chosen those tools as preferred option to receive information and 

communicate with humanitarian stakeholders. Instead, numerous in-house tools are developed and 

introduced to affected people without necessarily diversifying communication channels and fostering 

digital inclusion of diverse population segments (e.g. youth, persons with disabilities).  

3.2 Legal and Social Accountability in Humanitarian Action 

The ethical dimension of accountability and using technologies for accountability purposes include 

questions on how technologies are best applied when impacting those whose data is processed and 

who are meant to benefit from using such technologies. It goes beyond giving account (e.g. informing 

affected people about the technology and data processing activities) and taking account (e.g. collect-

ing feedback, involving affected people in design and decision-making). It raises questions around 

responsibility, transparency, and ownership. In other words, digital technologies can contain new 

accountability needs but also reveal important accountability gaps (Hilhorst et al. 2021; Jacobsen et 

al. 2018). 

Pizzi et al. differentiate between social and legal accountability from a technology perspective: “So-

cial accountability requires that the public have been made aware of [the] systems and have adequate 

digital literacy to understand their impact. Legal accountability requires having legislative and 
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regulatory structures in place to hold those responsible for bad outcomes to account” (Pizzi et al. 

2020, 173). Following this logic, affected people need to be made aware and capacitated to understand 

the impact of using technologies and take informed decisions. Regulatory frameworks like data pro-

tection are one aspect to increase organisational responsibility and data subject rights, humanitarian 

principles and human rights frameworks further highlight the need for a principled approach.  

Due to its nature, legal accountability is mostly considered as a ‘must have’ by humanitarian organi-

sations. It mainly refers to compliance aspects that are requested by donors and decision-makers, 

including data protection and privacy regimes like GDPR, national legislation in addition to organi-

sational policies. While non-governmental organisations are bound to such laws, international organ-

isations are generally exempted and follow best industry standards instead. 

Most of the interviewees considered the collection of consent as a good practice to increase legal 

accountability while acknowledging that people are hardly made aware about the full scope of tech-

nology and their rights, thus questioning the consent to be really meaningful. While consent is an 

important cornerstone of data protection and data governance, “it is increasingly viewed as insuffi-

cient on its own to foster accountability” (Global Partnership for Sustainable Development Data 2022, 

36f). For the consent to be meaningful, affected people need to understand the purpose for using the 

technology and their data-related rights. Instead, power asymmetries and digital literacy levels influ-

ence affected people’s decision to share or not to share their personal data in return of assistance (i.e. 

data for aid) (Veron 2022; Bryant 2021; Holloway, Al Masri, and Abu Yahia 2021; ICRC and Brus-

sels Privacy Hub 2020; Greenwood et al. 2017). 

Social accountability is more characterised as an ethical question and a ‘nice to have’ (e.g. digital 

literacy, data agency, design justice). While digital transformation and the use of technology is gen-

erally driven by efficiency, many organisations do have an aspiration to address long-standing power 

asymmetries with digital technology. The importance of trust and trustful relationships were repeat-

edly mentioned. Informing people about programme design, technologies, and data as well as their 

right to express their opinion and raise complaints are the very basic for creating trustful relationships, 

in digital and non-digital sphere (Bryant 2022; Martin et al. 2022; Ground Truth Solutions and OCHA 

2022; Owl Re 2022; Barbelet, Bryant, and Willitts-King 2020; Madianou et al. 2016). 

Beyond audit requirements, humanitarian organisations approach accountability from programme 

quality lenses with limited leverage to change digitalisation processes or the use of technology at 

organisational level. When talking about digital technologies in accountability, it seems like human-

itarian actors need to start talking about the transformative bit of digitalisation leading to system 

change and a debate about accountability 2.0, as one of the interviewees called it.  

3.2 Case Study: Humanitarian Organisations in Ukraine’s Digital Ecosys-

tem 

To better understand the linkages between digital technologies and accountability, the ongoing hu-

manitarian crisis in Ukraine is particularly interesting to look at. Humanitarian organisations are part 

of a functioning ecosystem with a civil society which, in comparison to many other humanitarian and 

migration crises, is digitally literate and knowledgeable about their data rights. The fact that people 

are digitally connected and used to digital services pushed many humanitarian organisations to its 

limits. New ways of informing and communicating with affected people through chat- and voicebots 

are explored but sceptically viewed by humanitarians who are not used to work in such digitised 
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environments. The ongoing crisis, thus, feels like a reality check for the humanitarian system and 

raises operational as well as ethical questions around digital transformation and communication tech-

nology for increasing digital participation and accountability (Calp Network 2022; Ground Truth So-

lutions et al. 2022; Grunewald 2022; Humanitarian Outcomes 2022). 

The experience of Ukraine showcases the importance of digital literacy in claiming data rights and 

taking informed decisions. When people understand their rights, they are in a position to raise con-

cerns and ask about their data. Some interviewees shared the experience of people claiming their data 

to be updated or erased but difficult to respond to as most organisations missed the relevant processes 

like transparent data flows to track down all data points.   

In addition, hotlines and data systems were set-up fast but humanitarian organisations were soon 

overwhelmed with the sheer number of incoming calls and requests. Interviewees confirmed that 

feedback mechanisms, in theory, could be used for claiming data subject rights but were rarely used. 

In Ukraine, people did raise data concerns and many organisations had to realise that their systems 

were not fit for purpose. While processes and systems are legally compliant, they fail the operational 

reality check. This raises practical as well as ethical questions around the humanitarian system’s abil-

ity and willingness around digital accountability and its operationalisation.  

The humanitarian crisis in Ukraine is an interesting example to question current digital accountability 

practices and highlight the importance of digital literacy and people-centred approaches. When af-

fected people are used to navigating digital tools and claiming their data rights, they do not question 

but demand digital services and hold organisations to account.  

4 KEY FINDINGS  

The analysis confirmed that digital technologies are indeed a viable option to strengthen the partici-

pation of and accountability to affected people. To leverage the full potential, technologies however 

need to be embedded in long-term transformation processes aiming at people’s increased decision-

making or ‘citizen power’ as it is called in Arnstein’s Ladder of Participation. It is not only a matter 

of using digital tools for specific business processes but integrating technology in systematic ways 

that trigger mindset shifts and system change.  

While affected people worldwide use digital tools to communicate with each other, this is not the 

case with humanitarian actors. When choosing digital tools as preferred communication channel, peo-

ple’s choices often conflict with data protection and privacy concerns challenging organisations to 

fulfil their full commitment to respect people’s preferences for participating in humanitarian response 

and sharing feedback. Humanitarian organisations hence prioritise potential risks over actual benefits.  

Digital tools are mainly used for sharing information and only few organisations apply digital tools 

for two-way communication with affected people. Resource constraints, privacy concerns, and polit-

ical willingness are the main bottlenecks to exploring new ways of engaging affected people in a 

virtual space, leaving trade-offs like misinformation and disinformation widely unnoticed. The ten-

sion of tokenistic activities versus decision-making power further increases when digital technologies 

come into play as digital transformation adds another layer of complexity to longstanding power re-

lations on the one hand and the dilemma of replicating offline problems to an online environment on 

the other.  
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While digital technologies in humanitarian action have the potential to contain new accountability 

needs, they also reveal important accountability gaps. Legal accountability is primarily associated 

with compliance requirements and collecting meaningful consent, and social accountability is still in 

its infancy and yet to be explored. Affected people are rarely consulted in technology-related deci-

sion-making and remain stuck at the tokenistic level of information sharing and consultation. 

As per Arnstein’s Ladder of Participation, empowering people refers to trustworthy partnerships and 

‘citizen control’ reflected in data agency and stewardship concepts which are yet to be explored and 

introduced to accountability standards like the CHS. The humanitarian crisis in Ukraine highlights 

the importance of digital literacy for people to digitally engage and control their data. New approaches 

need to be considered to increase digital accountability alongside people-centred approaches in tech-

nology choices and a whole-system approach to raising awareness about new digital responsibilities. 

Simple answers are needed to address complex issues and the dilemma of increasingly replicating 

offline challenges into an online environment. 
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