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1 INTRODUCTION 

As artificial intelligence (AI) is increasingly being deployed in various domains such as healthcare 

(Qayyum et al., 2021), finance (Dastile, Celik & Potsane, 2020) and public welfare (Saxena et al., 

2020; Carney, 2020), there is a growing need for understanding how stakeholders are affected by AI 

(Vaassen, 2022) and how to design and present explanations of AI-based decisions in ways that hu-

mans can understand and use (Miller, 2019). This paper contributes to these efforts by examining an 

AI-based decision-support system (DSS) launched by the Swedish Public Employment Service (PES) 

in 2020. Specifically, the study investigates to what extent the studied system enables affected 

jobseekers to understand the basis of AI-assisted decisions, to negotiate or contest dispreferred deci-

sions, and to use the AI as a tool for increasing their job chances. 

The rest of the paper is organised as follows: Section 2 situates the study in relation to previous work. 

Section 3 presents the empirical material, including technical information about the studied DSS. The 

main contribution of the paper is then presented in section 4 which elaborates weaknesses and limi-

tations in the explainability of the system and how they could be addressed. Finally, section 5 offers 

some conclusions. 

2 RELATED WORK 

Previous studies have investigated the use of AI and algorithms in the context of PES from the per-

spectives of accuracy and discrimination (Desiere, Langenbucher & Struyven, 2019; Desiere & Struy-

ven, 2021), norms and values embedded in algorithms (Sztandar-Sztanderska & Zielenska, 2020), 

austerity politics (Allhutter et al., 2020), caseworkers’ attitudes and strategies (Assadi & Lundin, 

2018; Sztandar-Sztanderska and Zielenska, 2022) and legal certainty (Carlsson, forthcoming). Few 

previous works have analysed explainability in relation to PES; exceptions include Niklas et al. 

(2015) who investigated the transparency of a Polish algorithmic profiling system and Zejnilovic et 

al. (2021) who studied the effects of explanations on caseworkers’ decisions. An important basis for 

the present study is Scott et al.’s (2022) investigation of jobseekers’ needs and desires in relation to 

algorithmic DSS. This paper extends previous work by technically describing the new Swedish AI-

based DSS and by analysing explainability from the perspective of jobseekers’ needs and interests. 

3 CASE DESCRIPTION 

The material presented below is based on public sources (cited where relevant) and information re-

ceived from the agency via email (Nov 2021 – May 2023). 

3.1 General information 

In 2019, the Swedish government decided that a statistical tool1 should be developed as an integrated 

part of the operations of the Public Employment Service (PES) in order to improve consistency and 

accuracy of labour-market related assessments, and thereby improve efficiency of resource 

1 The term “statistical assessment support tool” is used by both the government and the Swedish PES. In this paper, the 

terms “AI-based” and “statistical” are used interchangeably. 
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allocation.2 Subsequently, the employment initiative Prepare and Match was launched in 2020 and 

rolled out nationally in 2021 (Hansson et al., 2022). The initiative enables enrolled jobseekers to get 

support, e.g. in the form of training or guidance, from a chosen provider. Decisions about access to 

the initiative are based on outputs from an AI-based DSS. The function of the AI is to assess the 

jobseeker’s distance to the job market, with the purpose of targeting the employment agency’s re-

sources to those individuals that are most likely to find a job through the initiative. 

Caseworkers are instructed to primarily adhere to the automated recommendation. Overruling a neg-

ative decision is difficult since it requires contacting a special working group within the agency. In-

terviews with caseworkers have indicated that some of them are reluctant to use this option since the 

working group rarely admits exceptions from automated recommendations (Bennmarker et al., 

2021).3 

3.2 Statistical model and decision algorithm 

Decisions about access to the employment initiative are partly based on a statistical estimate of the 

jobseeker’s probability of finding a job within 6 months. The statistical analysis encompasses 26 

variables pertaining to personal information, including age, gender and education, as well as previous 

unemployment activities. It also involves data about the jobseeker’s postal area, including levels of 

unemployment, income, education and citizenship (Bennmarker et al., 2021). 

The statistical model is a neural network4 trained on historical data consisting of 1.1 million profiles 

collected over a period of 10 years. The model estimates probabilities for 14 different future employ-

ment statuses; the DSS uses the sum of two of the outputs, corresponding to the probability of being 

employed within 6 months, either permanently or on fixed-term/part-time (Bennmarker et al., 2021). 

The statistically estimated probability is combined with the jobseeker’s current unemployment dura-

tion using threshold functions into three possible outcomes (Arbetsförmedlingen, 2020; see figure 1): 

• Too near the job market – the jobseeker is deemed capable of finding a job with minor help, 

such as digital services 

• Suitable for Prepare and Match 

• Too far away from the job market – the jobseeker needs further investigation and other kinds 

of support 

The thresholds between different outcomes are subject to political or administrative decisions related 

to e.g. available resources. 

The system’s accuracy, measured as the fraction of historical data points that are assigned an adequate 

decision (i.e. positive decision for jobseeker without job after 6 months, and vice versa), is 68%. 

Accuracy differs across sub-populations and decisions; the lowest accuracy is reported for negative 

decisions for jobseekers with disabilities (F1=17%) (Böhlmark, Lundström & Ornstein, 2021). 

 

2 https://www.esv.se/statsliggaren/regleringsbrev/?RBID=20264 (Accessed Jan 19, 2022) 

3 This can be contrasted with an earlier Swedish system, where caseworkers were instructed to consider the recommended 

decision carefully but to also use their professional judgement (Assadi & Lundin, 2018). 

4 The neural net has 64 inputs, two hidden layers and 14 outputs. 
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Figure 1. Thresholds and outcomes. Relationship between estimated probability of finding a job (“uppskattad jobbchans”), number 

of days of current unemployment (“antal dagar”), and outcome (too near (“för nära”) or too far away from (“för långt ifrån”) the labour 

market, or positive decision). For example, if job chance is estimated at 50% and unemployment duration is 360 days, the jobseeker is 

recommended access to the employment initiative. (Levels A-C affect the amount of compensation that providers receive.) Note that 

this illustration is not presented to jobseekers as part of any explanation. Reprinted with permission from Arbetsförmedlingen. 

3.3 Explanations 

Decisions about access to the employment initiative are communicated to the jobseeker in a meeting 

with a caseworker. Towards caseworkers, the recommended decision is shown in the case manage-

ment system and is accompanied by a ranking of the 10 most important factors. The decision is also 

sent as a letter to the jobseeker and presented to the jobseeker when logged in at the agency’s website. 

Towards jobseekers, only the top 4 most important factors are listed. 

A suggested phrasing of the decision is automatically generated by the case management system 

(Arbetsförmedlingen, 2020). Below is an example of a positive decision (my translation): 

By comparing your information with statistics we have tried to assess how near 

you are the job market. Our assessment is that you will get the best help from a 

supervisor at one of the providers within the initiative Prepare and Match. In your 

case it was primarily the following factors that contributed to the assessment: 

Your unemployment duration, Your unemployment history, Your city of resi-

dence and Working time. 

Unemployment duration is always presented as the most important factor. The rest of the factors are 

ranked using a method called LIME (Ribeiro, Singh & Guestrin, 2016). Given an input (i.e. data for 

a jobseeker at a particular point in time), LIME creates a simplified model by systematically investi-

gating outcomes for various modifications of the input. For example, if age is assigned a high rank 

by LIME in a given case, it means that in situations similar to the case at hand, a different age tends 

to cause a different outcome. 
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Neither the estimated probabilities of different outcomes, the system’s accuracy, or the thresholds 

and their influence on decisions are communicated to jobseekers or caseworkers. Implications of 

omitting such information will be discussed in section 4. 

4 EXPLAINABILITY ANALYSIS 

Previous studies of the DSS have shown that agency officials find it difficult to understand the basis 

for specific decisions, sometimes referring to the system as a black box (Bennmarker et al., 2021; 

Carlsson, forthcoming). The analysis below may illuminate why this is the case, although it takes the 

perspective of affected jobseekers rather than caseworkers. Following Scott et al. (2022), the analysis 

focuses on jobseekers’ interests in intelligibility (outputs from system should be understandable) and 

empowerment (system should empower the jobseeker e.g. by providing actionable information). 

4.1 Opaque internal logic 

The statistical model is a neural network which, due to its non-linear processing and complex inter-

actions between variables, is fairly opaque. Consequently, it is difficult even for AI experts with full 

access to the model to understand how the model reaches its judgements. This circumstance underpins 

many of the other issues raised below. 

4.2 Unreliable explanation method 

A common approach for explaining predictions by opaque models is to create a simpler, interpretable 

model that approximates the opaque model on a case-by-case basis, and then get explanations from 

the “surrogate” model instead. The agency uses one of the most popular techniques of this kind, called 

LIME (Ribeiro, Singh & Guestrin, 2016), to rank importance of factors. 

While LIME and similar methods can give some insight into how an opaque model operates, the 

methods have been shown to be unstable: different explanations can be generated for the same pre-

diction. Furthermore, since LIME and similar methods are approximate, explanations are not always 

faithful with respect to the outcomes that they are supposed to explain (Amparore, Perotti & Bajardi, 

2021). In other words, the potential intelligibility afforded by approximate explanations comes at the 

cost of unreliability. 

4.3 Misleading importance attribution for unemployment duration 

In addition to unreliability issues associated with the explanation method as such, the special treat-

ment of unemployment duration raises additional concerns. Towards jobseekers, the list of factors is 

presented as case-specific ("In your case it was primarily the following factors..."). However, this is 

misleading in the sense that current duration of unemployment is programmed to always appear first 

in the list. Furthermore, the special treatment leads to potentially inaccurate explanations, since the 

importance of unemployment duration may vary from case to case. As illustrated by figure 1, the 

effect of unemployment duration on decisions diminishes as duration increases. For example, we can 

consider a jobseeker that is deemed too far away from the job market, has been unemployed for 2000 

days and is near the decision threshold (i.e. the estimated probability of finding a job is slightly below 

20%). In such a situation, a positive decision would have required a much shorter unemployment 
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duration, or just a slight increase in estimated probability of finding a job (i.e. a potentially small 

change among other factors). In other words, there may exist cases where unemployment duration is 

less important than other factors. 

4.4 Limited usefulness 

Beyond issues regarding unreliability, previous work has shown that outputs from LIME and similar 

explanation methods can be difficult to interpret (Dieber & Kirrane, 2020). If city of residence is 

presented with a higher rank than working time for a negative outcome, what does this mean? Tech-

nically, the answer is that changing city of residence is more likely to lead to a positive outcome than 

changing working time. However, this information has limited value. For example, it does not explain 

how city of residence or working time would need to change in order to yield a positive decision. 

Generally speaking, factor rankings do not enable the kind of counterfactual or contrastive reasoning 

that are common in human explanations. Research in linguistics and psychology has shown that hu-

mans tend to explain events in terms of conditions that would cause another event to occur (Miller, 

2019). In the context of the current case, a counterfactual explanation for a negative decision could 

be expressed as: “If you would seek a full-time rather than part-time employment, your chances of 

finding a job would likely increase and you would be considered near enough the job market to get 

help within the initiative Prepare and Match”. As argued by Wachter, Mittelstadt & Russell (2017), 

counterfactual explanations not only convey why or how a particular decision was reached, but also 

provide grounds to contest a decision and guidance on how to receive a different (e.g. more desired) 

outcome in the future. A similar recommendation is made by European Parliamentary Research Ser-

vice in relation to automated decision-making, arguing that “data subjects who did not obtain the 

decision they hoped for should be provided with the specific information that most matters to them, 

namely, with the information on what values for their features determined in their case an unfavour-

able outcome” (Sartor & Lagioia, 2020, emphasis mine). 

Since counterfactual explanations depend on notions of actionability that may differ between subjects 

(Rudin, 2019) – for example, switching from part-time to full-time work may be more feasible for 

some jobseekers than others – counterfactual explanations may require some kind of interaction be-

tween system and jobseeker (see section 4.6). 

4.5 Choice of model 

Several of the issues discussed above boil down to the opacity of the statistical model. Two interna-

tional comparisons can illustrate how a more transparent model could potentially mitigate these is-

sues. The Danish PES has used a decision tree with only five variables and very few interactions 

between variables. For example, if a jobseeker is unconfident about finding a job, the model predicts 

a 83% risk of future unemployment, regardless of other factors; if the jobseeker is more optimistic, 

the model uses three additional factors (age, previous employment rate and migration status) to cate-

gorise risk of unemployment into three different probabilities.5 The Polish PES has used an algorithm 

with 24 questions scored from 0 (highest employability) to 8. Depending on the total score, the 

 

5 https://star.dk/media/12514/2020_01_31_beskrivelse_-_profilafklaringsvaerktoej_til_dagpengemodtagere.pdf (Ac-

cessed Feb 17, 2023) 
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jobseeker is categorised into one of three profiles (Sztandar-Sztanderska & Zielenska, 2020). In both 

the Danish and Polish case, the simplicity of the model eliminates the need of an additional explana-

tion method; the models more or less “explain themselves”. For example, if a Danish jobseeker wants 

to know why the model makes a particular prediction, a caseworker can show the decision tree in its 

entirety and highlight the path at hand. Seeing the entire decision tree also enables counterfactual 

reasoning, since it is easy to see how an alternative path leads to a different outcome. Similarly, if a 

Polish jobseeker wants to know how to increase his/her job chances (according to the algorithm), this 

information is directly contained in the scoring of individual questions. Note however that this re-

quires that the scoring criteria are disclosed, which has not been the case with the Polish system 

(Niklas et al., 2015). 

Is a simple and interpretable model, such as a small decision tree or a scoring algorithm, as accurate 

as a more opaque neural network? Comparing accuracy across countries is difficult, since the data 

varies between the countries. However, the Swedish PES has experimented with two models that are 

much simpler and explainable than the deployed one, and whose accuracy can be compared to the 

deployed model using the same data. The simplest model (a linear regressor), has an accuracy of 66%, 

comparable with the 68% for the deployed model (Ornstein & Thunström, 2021); a slightly more 

sophisticated model (small decision tree + 6 linear regressors) has an accuracy of 74% (Helgesson & 

Ornstein, 2021), i.e. better than the deployed model. This suggests that a simpler model can fulfil the 

stated goals – consistency and accuracy – equally well, or even better, than an opaque model, without 

the negative consequences for explainability that an opaque model brings about. This finding also 

resonates with some previous work on the relationship between accuracy and interpretability (Rudin, 

2019). 

4.6 Interactivity 

Philosophical, cognitive, and social studies of explanations tend to emphasise their social nature: 

explanations involve transfer of knowledge in an interaction between an explainer and an explainee 

(Miller, 2019). In line with this, some scholars emphasise the potential values of interactive explana-

tions (Miller, 2019; Arya et al., 2019; Weld & Bansal, 2019, Simkute et al. 2021; Lakkaraju et al. 

2022; Berman & Howes, 2022; Cheng et al., 2019). For example, interactivity can enable stakehold-

ers to ask “what-if” questions for hypothetical circumstances, without any need for simplified ap-

proximations (Wachter et al., 2017). If a jobseeker is denied access to the employment initiative, the 

possibility to ask questions such as “What if I move to Stockholm?” or “What if I get a university 

degree?” can help the jobseeker to not only understand how the AI makes its judgements, but also to 

use this understanding to negotiate or contest a decision. To the extent that the AI has learned some-

thing relevant about employability, exploration of hypothetical circumstances also enables the AI to 

be used as a coach for getting advise on how to get nearer the job market (Scott et al., 2022). 

Supporting hypothetical questions is technically trivial; users only need to be equipped with a graph-

ical interface which allows exploring how modifying the input affects the output. Interactivity could 

in principle also enable more open-ended counterfactual questions such as “What would motivate a 

positive decision in my case?”, where the feasibility of changes in circumstances can be addressed in 

a dialogue between the system and jobseeker (Berman et al., 2022). 
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4.7 Accuracy 

As mentioned in section 3.3, the accuracy of the system is not communicated to jobseekers or case-

workers, despite the fact that accuracy is far from perfect and varies greatly across different sub-

populations and decisions. This makes it difficult for jobseekers to assign adequate degrees of trust 

in the AI. For example, to the extent that the AI can be used for getting actionable advise, knowledge 

about accuracy enables jobseekers to assess the reliability of the advise. Accuracy information also 

helps jobseekers to assess how appealable their case is; in situations where the AI is less accurate, 

there might be more room for negotiation. 

To mitigate this, stakeholders could be provided with performance indicators for the relevant sub-

population and decision. For example, if a jobseeker with disabilities is rejected access to the initia-

tive, the system could provide a reservation about its high uncertainty. 

4.8 Thresholds and confidence estimates 

As described in section 3.2, outcomes are partly governed by thresholds that are continuously adjusted 

by the agency. For example, if the agency lowers the threshold for positive decisions, some jobseekers 

may obtain a positive decision as a direct consequence of the changed threshold. However, the thresh-

olds are mentioned neither in explanations for specific decisions or in general information to the 

public on the agency’s web site. Arguably, concealing some of the factors that underpin decisions 

impedes jobseekers’ ability to understand the basis for the decisions. 

Furthermore, the probabilities of future employment statuses estimated by the statistical model are 

not communicated to stakeholders. As with accuracy information (see section 4.7), this makes it dif-

ficult for jobseekers to assess how much individual assessments can be trusted. Arguably, jobseekers 

have an interest in knowing if their decision is considered straightforward and univocal, or if it is a 

borderline case with high uncertainty. For example, if the model predicts a job chance of 5% for 

jobseeker A and 20% for jobseeker B, then both jobseekers are deemed too far away from the job 

market (assuming that they are both long-term unemployed). Nevertheless, jobseeker B is very near 

the threshold for a positive decision, and should therefore be in a more negotiable situation.  

In this regard, explainability could potentially be enhanced by showing a simplified variant of figure 

1, where the relevant region of the decision landscape has been zoomed in and/or highlighted. Addi-

tionally, the probability of making the correct decision given the current thresholds can be calculated 

and presented. For example, the confidence value would be near 50% for person B (indicating a very 

low confidence of recommending the right decision), while it would be higher for person A. 

5 CONCLUSIONS 

This case study of an AI-based decision-support system deployed by the Swedish Public Employment 

Service has shown that its justifications of decisions lack important information and are unreliable, 

potentially misleading and difficult to interpret. These weaknesses in explainability may affect 

jobseekers by influencing the caseworkers’ decision-making; if caseworkers had access to more in-

telligible and reliable explanations, this might have affected their trust in the AI in either direction 

from case to case, and thereby also the final decisions. First and foremost, however, the study has 
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highlighted how the weaknesses impede jobseekers’ ability to understand, negotiate and contest dis-

preferred decisions, and to get advise on how to increase their employment chances. 

The good news is that many of the highlighted issues could be mitigated by replacing the current 

opaque statistical model with a simpler, more interpretable one; this would address jobseekers’ inter-

ests and needs without necessarily impairing other desiderata. Increasing the degree of interactivity 

could also serve jobseekers’ needs, potentially without replacing the statistical model. 

It is important to note that the jobseeker perspective adopted in the present study is based on insights 

from previous research involving jobseekers in somewhat different contexts (Scott et al., 2022). In 

future work, it would be useful to empirically study the extent to which jobseekers find provided 

explanations intelligible and useful, e.g. using questionnaires and interviews. (Such studies could 

potentially also involve alternative, e.g. more interactive, forms of explanations.) It would also be 

interesting to collect and analyse caseworker-jobseeker conversations and study their strategies in 

relation to the AI. 

Finally, it should be stressed that explainability is only one of many aspects to consider when as-

sessing a decision-support system (other aspects include e.g. fairness). Nonetheless, this study may 

contribute to a better understanding of how choice of statistical model and design of explanations can 

impact the value and usefulness of an AI-based decision-support system from the perspective of those 

that are directly affected by the decisions; these insights may be relevant in other domains as well. 
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