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ABSTRACT 

Algorithmic management is increasingly used to (semi-)automatically organise, measure and control 

labour in many sectors and industries. Based on empirical research in the (online and location-bound) 

gig economy, the paper argues that this digital automation of management allows for the quick and 

flexible inclusion of a broad range of workers in very diverse situations into production. This is 

shown, firstly, by the example of crowdwork platforms and their ability to integrate diverse and spa-

tially distributed workers into labour processes. Secondly, the paper analyses the role of migrant la-

bour for the urban gig economy and argues, that here, too, digital technologies and algorithmic man-

agement are to be understood as being part and parcel of a multifaceted process of the heterogeniza-

tion of workforces. This particular effect and quality of algorithmic management and digital stand-

ardization is conceptually analysed in the framework of a multiplication of labour. 
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1 INTRODUCTION 

Across the world of work digital technologies are increasingly used to plan, organise, measure and 

control labour and the labour process. From simple software to sophisticated machine learning appli-

cations, these technologies are profoundly transforming labour in contemporary capitalism. Not least 

in the context of covid-19, the development and implementation of such technologies has been dy-

namic, in places substituting for stagnating attempts to automate labour (Schaupp 2022a).  

The shape and impact of these forms of algorithmic management vary greatly across different com-

panies, sectors, and locations. Thus, it is very hard to give a concise and encompassing overview of 

the impact of these technologies on labour. It is, however, possible to identify specific tendencies that 

come with the proliferation of algorithmic management. The goal of this paper is exactly this: To 

analyse and conceptualise such a tendency. I will argue that forms of algorithmic management that 

(at least partly) automate the management of labour often have specific effects on the composition of 

workforces: this automation and digital organisation of management allows for the increasingly flex-

ible and efficient inclusion of heterogeneous workforces into labour processes and supply chains. 

Migration and mobility are crucial expressions of this heterogeneity, but more factors of demographic 

and spatio-temporal flexibility come into play. I will describe these effects and affordances of tech-

nologies of algorithmic management in the context of a “multiplication of labour” (Mezzadra and 

Neilson 2013).  

Empirically, the paper draws from multi-year ethnographic and qualitative research in different parts 

of the platform economy: global crowd or cloud work as well the location-bound urban gig economy. 

Based on comprehensive qualitative research into different platforms, I will show how algorithmic 

management enables the tightly controlled and standardized cooperation of a huge number of plat-

form workers who can come from different backgrounds, experiences, and situations and who are 

distributed throughout space. Digitally (and often automatically) managed and standardized work 

procedures allow for the quick inclusion and remote organisation as well as substitutability and fluc-

tuation of workers and hence contribute to the flexibilization and heterogenization of labour. Based 

on research in the gig economy in particular sectors and geographical locations, the findings are of 

course limited in their range, however, as I will argue in in the conclusion, the tendencies we can 

analyse here are observable way beyond the gig economy across the world of work in digital capital-

ism. 

In the following, I will establish the terms algorithmic management and the multiplication of labour, 

before I move on to illustrate the interplay of these in the platform economy. The third part is focussed 

on the online gig economy and its global dynamics of distributed digital production, while the fourth 

part concentrates on the urban gig economy and the special role of migrant labour. In concluding, I 

shortly summarise and situate the findings. 

2 ALGORITHMIC MANAGEMENT AND THE MULTIPLICATION OF 

LABOUR 

With the term algorithmic management, I want to address a number of technologies designed to partly 

or completely automate organizational, coordination and control elements of the labour process (Lee 

et al. 2015; Moore 2017; Beverungen 2017). Instead of getting instructions and supervision directly 

from (middle) management, workers are given their orders and specifications via digital applications, 
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which manage, for example, workflows for office workers or navigation routes for delivery drivers. 

These forms of automated management are often helped by tracking, tracing, and rating and can use 

“nudging techniques” or elements of gamification. Algorithmic management is hence a broad – and 

somewhat imprecise – term bringing together a number of different techniques and technologies 

(Krzywdzinski and Gerber 2021). For the sake of this paper, this broad term shall suffice as I am 

particularly interested in the effects of automated (hence replicable and cheap/efficient on large 

scales) management which can indeed reach from direct control to gamified incentives. 

Pioneered in but not limited to the gig economy, the extent of usage of algorithmic management varies 

across sectors and locations as well as the extent to which management processes are completely 

automated or human management works alongside and with the help of tools of digital management. 

While these forms of automated management certainly allow for new forms (and often a new granu-

larity) of control over the labour process, they also have gaps and produce new forms and strategies 

of resistance by workers (Heiland 2022; Altenried and Niebler 2022). In many cases, it is not only 

(or not even primarily) the level or efficiency of direct control (which can be patchy or low), but the 

speed and cost-efficiency in the flexible inclusion of diverse workers into production processes that 

makes algorithmic management a factor in the transformation of work. Before looking at this empir-

ically, I want to introduce the concept of the multiplication of labour to conceptualise this tendency. 

Sandro Mezzadra and Brett Neilson describe the “multiplication of labour” as “the parallel operation 

of the three tendencies—intensification, diversification, and heterogenization of labor—that are in-

creasingly reshaping labor experiences and conditions” (Mezzadra and Neilson 2013, 91-92). With 

the term, they strive to supplement the familiar term of the division of labour and hint at the hetero-

geneity of living labour in a time characterized by the increasing coalescing of labour and life, the 

increasing flexibilization of labour, as well as shifting overlapping production geographies in the 

ongoing processes of globalization. This centres not only the dynamics of migration in the production 

of labour markets but focusses on the “productive” role of borders in the constantly ongoing segmen-

tation, fragmentation, temporalization of these markets and their overlapping and unstable borders in 

contemporary capitalism. 

I would argue that the concept is also extremely effective in understanding major dynamics in the 

transformation of labour driven by digital technology (Altenried 2022). Digital technology, or, more 

precisely the standardization of tasks, the means of algorithmic management, and surveillance to or-

ganize the labour process, as well as the automated measuring of results and feedback often allow for 

a more efficient, temporal, and flexible inclusion of very heterogenous workforces into production 

processes. In other words, it is precisely the standardization of work that can profit from and allows 

for the multiplication of living labour in many ways. Looking at this from the perspective of the 

mobility of labour, it becomes crucial to research the interaction between algorithmic workplace re-

gimes and migration regimes and how these are co-productive in the creation and transformation of 

segmented labour markets (Schaupp 2022b). 

Platform labour illustrates this in a concentrated form. Here, for example, we can observe this multi-

plication quite literally in the sense that many combine two or more jobs, are logged into various apps 

and or combine wage labour and reproductive tasks at the same time. Beyond this first obvious di-

mension, digital platforms express many of the described tendencies of multiplication as they strive 

to flexibly and efficiently include workers (often addressed as independent contractors) from very 

heterogenous backgrounds, often for short amounts of time, into their production process precisely 

by automating large parts of the organisation and control of the labour process. 
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3 CROWDWORK: REMOTE ORGANISATION AND SPATIO-TEMPORAL 

FLEXIBILITY  

I want to start the empirical part with a snapshot from my research on the online gig economy: A 

quote from Daniel, a crowdworker, I interviewed some years ago. He was 27 back then, a student and 

lived in Berlin-Wedding. He did crowdwork on a number of platforms to make ends meet. Talking 

about the ways he includes online platform work in his daily life he said: “Food in the oven— half 

an hour of working; if there is a break between two lectures, I’ll quickly write another text on curtains 

on my laptop.” He was supported by his parents, worked as student assistant and still needed €100-

200 per months which he tried to earn on platforms whenever he had some free time to spare, his 

speciality being SEO-optimised product descriptions for online shops such as these curtains. 

Today, the online gig economy, often also referred to as cloud or crowdwork, encompasses over two-

thousand platforms such as Amazon Mechanical Turk, Freelancer, or Appen. These online labour 

platforms enact new forms of control and flexibility and serve as decentralized sites of digital pro-

duction that are crucial to many nodes of the global economy, most notably the production and train-

ing of artificial intelligence (AI) (Altenried 2022; Gray and Suri 2019; Schmidt 2022). Training data 

for AI is only one, if nowadays the most dynamic, sector of crowdwork. Generally, these platforms 

outsource all kinds of digital work globally and we can see a huge variety between platforms, tasks, 

worker profiles as well as different forms of labour organisation and control (Krzywdzinski and Ger-

ber 2020; Berg et al. 2018). 

In the case of these platforms, the digital organisation and distribution of tasks, automated manage-

ment, and surveillance and quality control allow for the inclusion of deeply heterogeneous workers 

without the need to spatially, temporally and subjectively homogenize them. Workers can access 

platforms from their homes, internet cafés, and even their mobile phones. In this way, the platforms 

are infrastructures opening up new labour pools previously difficult or impossible to reach as wage 

labourers and further diversify the workforce. The pause between lectures Daniel talked about is an 

example for this: a slice of time that has been previously unreachable for wage labour and can now 

almost seamlessly be integrated in a globally distributed but tightly (and automatically organised) 

production line. Another important example would be women with care responsibilities who combine 

reproductive tasks such as care for children or other relatives with crowdwork when they have a few 

hours or minutes to spare (Berg et al. 2018; Altenried and Wallis 2018; Wallis 2021).  

Online platform labour folds onto existing economic geographies and transform them. Crowdwork 

has become, for example, important in locations with little alternatives in the labour market: from 

rural North America over urbanising Africa to refugee camps in Lebanon (Graham and Ferrari 2022; 

Hackl 2022), to name a few examples. Millions of digital home-based workers across the globe log 

daily into these platforms from their kitchens or living rooms to earn money from the tasks these 

platforms provide. Digital standardisation and algorithmic management as enacted by digital plat-

forms make “work identifiable, searchable, and tradable at a truly planetary scale. Fixed material 

infrastructures of computing, international standards, and global payment systems allow the integra-

tion into broader systems of production of work that is broken into commodifiable chunks” as Fabian 

Ferrari and Mark Graham write (2022, 12). Even though the platforms workers come from very dif-

ferent backgrounds and situations and are located in vastly different geographical, cultural and tem-

poral contexts, the algorithmic infrastructure of digital platforms synchronises their labour into a 

tightly organised production process. 
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4 URBAN GIG WORK: MIGRATION AND MOBILITY 

With a second empirical snapshot, I want to move on to the location-bound gig economy providing 

services such as cleaning, cab rides or food delivery predominantly in urban areas. The urban gig 

economy provides a related yet particular impression of the dynamic interaction between automated 

management and the heterogenization of labour. In August of 2019, I interviewed Bastián, a Chilean 

food delivery rider in a park in Berlin-Neukölln. We were speaking about his decision to move to 

Berlin and how he started as a food delivery rider. “I always thought that it was an option working in 

Deliveroo, even when I was in Chile”, he told me. For him and many other young migrants working 

for gig economy platforms was a known option, even before they arrived in Berlin. Not only amongst 

the migrants from Chile and Argentina, most of whom come to Berlin on a one-year visa like Bastián, 

“it’s quite known that both Helpling and Deliveroo are the easy jobs to apply to when you come with 

a visa because you only have one year, and this is very immediately. They…, you don’t need that 

much papers, and you don’t need to speak German” as he explained.  

The points he mentions already explain many of the reasons why gig economy platforms are a strong-

hold of migrant labour. Most platforms have a quick and unbureaucratic application process with very 

few formal requirements concerning qualifications, documents or skills. Many platforms even dis-

pense with application interviews and only ask for a minimum of registration papers, work permits 

and similar documents and have few mechanisms to control the existence of these papers. For many 

(especially recent) migrants whose documentation, visa and permits would not suffice at other jobs, 

digital platforms are thus a quick way to start earning money.  

Like Bastián, many migrant workers on digital platforms have numerous qualifications and degrees 

which are, however, often not accredited in Germany, a fact that contributes to protecting better-paid 

parts of the labour market against migrant workers. Another major and related problem for many 

migrants coming to Berlin is the German language. The availability even of precarious and low-

skilled jobs becomes scarce and many find that their options diminish substantially without basic 

German skills. As the gig economy apps often work in several languages and are quite simple to 

operate, this offers possibilities even to those who speak no German or English.  

The easy and quick accessibility of platforms like Deliveroo and the ability to earn money without 

the knowledge of the language makes those platforms important to many migrants especially in the 

time immediately after their arrival. As Bastián explained above, the option to work for such plat-

forms is common knowledge among young people from Chile or Argentina wanting to come to Ger-

many. In these cases, digital platforms become part of “migration infrastructures” as Biao Xiang and 

Johan Lindquist describe the “systematically interlinked technologies, institutions, and actors that 

facilitate and condition mobility” (Xiang and Lindquist 2014, 124; see also Altenried et al. 2018). 

While these platforms do not inhibit active brokerage positions such as labour agencies sending work-

ers abroad, they enable new strategies, routes and pathways for migrant workers who base their mo-

bility projects on platform labour and condition their differential, i.e. partial and temporal inclusion 

into national labour markets.  

For platforms like Deliveroo, Helpling, Uber and many others, migrant workers constitute a crucial 

pool of workers forced to accept unstable and precarious conditions. While the importance of migrant 

labour especially to the service, gastronomy or taxi sectors of Berlin and many other cities is nothing 

new, digital platforms express a new special quality here. In fact, the labour model of the digital gig 

economy is geared almost perfectly towards the exploitation of migrant labour.  
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The systems of algorithmic management employed by the platforms via their apps allow for the (semi-

)automated organisation and control of labour replacing, in large parts, human management while 

allowing for a new level of granular control and planning. Food delivery riders like Bastián, for ex-

ample, need only minimal training, language skills or supervision as they are navigated by the app 

through urban space. These possibilities of digital and automated organisation, instruction and control 

make it possible and efficient for platforms, to hire workers who are new to a city and do not speak 

German or English, let them start working immediately and maybe let them go after a few weeks. In 

such cases, algorithmic management substitutes large amounts of training, forms of supervision, con-

trol or building of trust by human managers that would make it hugely in-efficient (and possible risky) 

for corporations to hire such workers only for a few weeks or months.  

In the case of digital platforms, these mechanisms of algorithmic management develop their effect 

and efficiency in combination with contingent labour arrangements, i.e. the forms of self-employ-

ment, short-term or zero-hour contracts, or sub-contracting models found in the platform economy. 

It is also this very combination that allows platforms to accept a high number of workers as there are 

few fixed costs and risks are outsourced to the workers. Under these conditions, a high fluctuation in 

the workforce is no problem but rather part of the calculation of the platforms that can count on a 

latent reserve army of (migrant) workers who can be allowed into and expelled from the platforms 

with minimal costs and problems.  

Indeed, there are very similar tendencies and logics at play in many European cities and even globally: 

More often than not, the platforms’ workforces are in their majority migrant workers (Altenried, 

Bojadžijev, and Wallis 2020, Altenried 2021, Ferrari, Graham, and Van Doorn 2020; Gebrial 2022; 

Greef 2019; Liu 2019; Das and Srravya C 2021). Looking at the ways platforms’ recruitment strate-

gies profit from stratified and segmented labour markets that create a multiplicity of migrant situa-

tions and a reserve army of workers for the platforms, it becomes clear that without migrant labour, 

there would be no gig economy as we know it. 

5 CONCLUSION 

I would argue that both examples show how technologies of algorithmic management (ranging from 

simple functions to AI applications and very complex software) in the ways they are used in the 

platform economy participate in a flexibilization and heterogenization of workforces that I have de-

scribed as a multiplication of labour. This is a multifaceted process encompassing the level of global 

production geographies and the shifting division of labour as well as the everyday lives of platform 

workers.  

Platforms serve as distributed “digital factories” (Altenried 2022) that can, as in the case of 

crowdwork, coordinate tens of thousands of spatially distributed digital workers into tightly and au-

tomatically organised production processes without the need, however, to temporally, spatially, or 

subjectively homogenise them as, say, a Fordist factory needed to do it. Most of today’s urban gig 

platforms, on the other hand, are based on predominantly migrant and often highly mobile workforces 

whose quick, flexible and temporal inclusion into the platforms labour process is predicated upon 

technologies of automated management. 

Clearly, platforms are very vivid example of these tendencies and particular development in the world 

of work. However, the tendency I have described as the interplay between algorithmic management 

and the multiplication of labour becomes visible across many sites and in different forms. In 
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Amazon’s warehouses, to take an example from outside the gig economy, the various technologies 

of standardization and algorithmic management reduce training times and increase control possibili-

ties, thereby allowing flexible and short-term solutions in the recruitment of labour to satisfy the 

contingencies of supply chains for business peaks such as the weeks before Christmas when the work-

force in many warehouses doubles. Seasonal labour, short-term contracts, and outsourced labour are 

important components of the labour regime in Amazon’s distribution centres and proliferating beyond 

Amazon across different sectors and locations where we could find many more examples for the 

interplay of algorithmic management and the multiplication of labour for which the gig economy is 

an important laboratory. 
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1 INTRODUCTION 

As artificial intelligence (AI) is increasingly being deployed in various domains such as healthcare 

(Qayyum et al., 2021), finance (Dastile, Celik & Potsane, 2020) and public welfare (Saxena et al., 

2020; Carney, 2020), there is a growing need for understanding how stakeholders are affected by AI 

(Vaassen, 2022) and how to design and present explanations of AI-based decisions in ways that hu-

mans can understand and use (Miller, 2019). This paper contributes to these efforts by examining an 

AI-based decision-support system (DSS) launched by the Swedish Public Employment Service (PES) 

in 2020. Specifically, the study investigates to what extent the studied system enables affected 

jobseekers to understand the basis of AI-assisted decisions, to negotiate or contest dispreferred deci-

sions, and to use the AI as a tool for increasing their job chances. 

The rest of the paper is organised as follows: Section 2 situates the study in relation to previous work. 

Section 3 presents the empirical material, including technical information about the studied DSS. The 

main contribution of the paper is then presented in section 4 which elaborates weaknesses and limi-

tations in the explainability of the system and how they could be addressed. Finally, section 5 offers 

some conclusions. 

2 RELATED WORK 

Previous studies have investigated the use of AI and algorithms in the context of PES from the per-

spectives of accuracy and discrimination (Desiere, Langenbucher & Struyven, 2019; Desiere & Struy-

ven, 2021), norms and values embedded in algorithms (Sztandar-Sztanderska & Zielenska, 2020), 

austerity politics (Allhutter et al., 2020), caseworkers’ attitudes and strategies (Assadi & Lundin, 

2018; Sztandar-Sztanderska and Zielenska, 2022) and legal certainty (Carlsson, forthcoming). Few 

previous works have analysed explainability in relation to PES; exceptions include Niklas et al. 

(2015) who investigated the transparency of a Polish algorithmic profiling system and Zejnilovic et 

al. (2021) who studied the effects of explanations on caseworkers’ decisions. An important basis for 

the present study is Scott et al.’s (2022) investigation of jobseekers’ needs and desires in relation to 

algorithmic DSS. This paper extends previous work by technically describing the new Swedish AI-

based DSS and by analysing explainability from the perspective of jobseekers’ needs and interests. 

3 CASE DESCRIPTION 

The material presented below is based on public sources (cited where relevant) and information re-

ceived from the agency via email (Nov 2021 – May 2023). 

3.1 General information 

In 2019, the Swedish government decided that a statistical tool1 should be developed as an integrated 

part of the operations of the Public Employment Service (PES) in order to improve consistency and 

accuracy of labour-market related assessments, and thereby improve efficiency of resource 

 

1 The term “statistical assessment support tool” is used by both the government and the Swedish PES. In this paper, the 

terms “AI-based” and “statistical” are used interchangeably. 
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allocation.2 Subsequently, the employment initiative Prepare and Match was launched in 2020 and 

rolled out nationally in 2021 (Hansson et al., 2022). The initiative enables enrolled jobseekers to get 

support, e.g. in the form of training or guidance, from a chosen provider. Decisions about access to 

the initiative are based on outputs from an AI-based DSS. The function of the AI is to assess the 

jobseeker’s distance to the job market, with the purpose of targeting the employment agency’s re-

sources to those individuals that are most likely to find a job through the initiative. 

Caseworkers are instructed to primarily adhere to the automated recommendation. Overruling a neg-

ative decision is difficult since it requires contacting a special working group within the agency. In-

terviews with caseworkers have indicated that some of them are reluctant to use this option since the 

working group rarely admits exceptions from automated recommendations (Bennmarker et al., 

2021).3 

3.2 Statistical model and decision algorithm 

Decisions about access to the employment initiative are partly based on a statistical estimate of the 

jobseeker’s probability of finding a job within 6 months. The statistical analysis encompasses 26 

variables pertaining to personal information, including age, gender and education, as well as previous 

unemployment activities. It also involves data about the jobseeker’s postal area, including levels of 

unemployment, income, education and citizenship (Bennmarker et al., 2021). 

The statistical model is a neural network4 trained on historical data consisting of 1.1 million profiles 

collected over a period of 10 years. The model estimates probabilities for 14 different future employ-

ment statuses; the DSS uses the sum of two of the outputs, corresponding to the probability of being 

employed within 6 months, either permanently or on fixed-term/part-time (Bennmarker et al., 2021). 

The statistically estimated probability is combined with the jobseeker’s current unemployment dura-

tion using threshold functions into three possible outcomes (Arbetsförmedlingen, 2020; see figure 1): 

• Too near the job market – the jobseeker is deemed capable of finding a job with minor help, 

such as digital services 

• Suitable for Prepare and Match 

• Too far away from the job market – the jobseeker needs further investigation and other kinds 

of support 

The thresholds between different outcomes are subject to political or administrative decisions related 

to e.g. available resources. 

The system’s accuracy, measured as the fraction of historical data points that are assigned an adequate 

decision (i.e. positive decision for jobseeker without job after 6 months, and vice versa), is 68%. 

Accuracy differs across sub-populations and decisions; the lowest accuracy is reported for negative 

decisions for jobseekers with disabilities (F1=17%) (Böhlmark, Lundström & Ornstein, 2021). 

 

2 https://www.esv.se/statsliggaren/regleringsbrev/?RBID=20264 (Accessed Jan 19, 2022) 

3 This can be contrasted with an earlier Swedish system, where caseworkers were instructed to consider the recommended 

decision carefully but to also use their professional judgement (Assadi & Lundin, 2018). 

4 The neural net has 64 inputs, two hidden layers and 14 outputs. 
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Figure 1. Thresholds and outcomes. Relationship between estimated probability of finding a job (“uppskattad jobbchans”), number 

of days of current unemployment (“antal dagar”), and outcome (too near (“för nära”) or too far away from (“för långt ifrån”) the labour 

market, or positive decision). For example, if job chance is estimated at 50% and unemployment duration is 360 days, the jobseeker is 

recommended access to the employment initiative. (Levels A-C affect the amount of compensation that providers receive.) Note that 

this illustration is not presented to jobseekers as part of any explanation. Reprinted with permission from Arbetsförmedlingen. 

3.3 Explanations 

Decisions about access to the employment initiative are communicated to the jobseeker in a meeting 

with a caseworker. Towards caseworkers, the recommended decision is shown in the case manage-

ment system and is accompanied by a ranking of the 10 most important factors. The decision is also 

sent as a letter to the jobseeker and presented to the jobseeker when logged in at the agency’s website. 

Towards jobseekers, only the top 4 most important factors are listed. 

A suggested phrasing of the decision is automatically generated by the case management system 

(Arbetsförmedlingen, 2020). Below is an example of a positive decision (my translation): 

By comparing your information with statistics we have tried to assess how near 

you are the job market. Our assessment is that you will get the best help from a 

supervisor at one of the providers within the initiative Prepare and Match. In your 

case it was primarily the following factors that contributed to the assessment: 

Your unemployment duration, Your unemployment history, Your city of resi-

dence and Working time. 

Unemployment duration is always presented as the most important factor. The rest of the factors are 

ranked using a method called LIME (Ribeiro, Singh & Guestrin, 2016). Given an input (i.e. data for 

a jobseeker at a particular point in time), LIME creates a simplified model by systematically investi-

gating outcomes for various modifications of the input. For example, if age is assigned a high rank 

by LIME in a given case, it means that in situations similar to the case at hand, a different age tends 

to cause a different outcome. 
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Neither the estimated probabilities of different outcomes, the system’s accuracy, or the thresholds 

and their influence on decisions are communicated to jobseekers or caseworkers. Implications of 

omitting such information will be discussed in section 4. 

4 EXPLAINABILITY ANALYSIS 

Previous studies of the DSS have shown that agency officials find it difficult to understand the basis 

for specific decisions, sometimes referring to the system as a black box (Bennmarker et al., 2021; 

Carlsson, forthcoming). The analysis below may illuminate why this is the case, although it takes the 

perspective of affected jobseekers rather than caseworkers. Following Scott et al. (2022), the analysis 

focuses on jobseekers’ interests in intelligibility (outputs from system should be understandable) and 

empowerment (system should empower the jobseeker e.g. by providing actionable information). 

4.1 Opaque internal logic 

The statistical model is a neural network which, due to its non-linear processing and complex inter-

actions between variables, is fairly opaque. Consequently, it is difficult even for AI experts with full 

access to the model to understand how the model reaches its judgements. This circumstance underpins 

many of the other issues raised below. 

4.2 Unreliable explanation method 

A common approach for explaining predictions by opaque models is to create a simpler, interpretable 

model that approximates the opaque model on a case-by-case basis, and then get explanations from 

the “surrogate” model instead. The agency uses one of the most popular techniques of this kind, called 

LIME (Ribeiro, Singh & Guestrin, 2016), to rank importance of factors. 

While LIME and similar methods can give some insight into how an opaque model operates, the 

methods have been shown to be unstable: different explanations can be generated for the same pre-

diction. Furthermore, since LIME and similar methods are approximate, explanations are not always 

faithful with respect to the outcomes that they are supposed to explain (Amparore, Perotti & Bajardi, 

2021). In other words, the potential intelligibility afforded by approximate explanations comes at the 

cost of unreliability. 

4.3 Misleading importance attribution for unemployment duration 

In addition to unreliability issues associated with the explanation method as such, the special treat-

ment of unemployment duration raises additional concerns. Towards jobseekers, the list of factors is 

presented as case-specific ("In your case it was primarily the following factors..."). However, this is 

misleading in the sense that current duration of unemployment is programmed to always appear first 

in the list. Furthermore, the special treatment leads to potentially inaccurate explanations, since the 

importance of unemployment duration may vary from case to case. As illustrated by figure 1, the 

effect of unemployment duration on decisions diminishes as duration increases. For example, we can 

consider a jobseeker that is deemed too far away from the job market, has been unemployed for 2000 

days and is near the decision threshold (i.e. the estimated probability of finding a job is slightly below 

20%). In such a situation, a positive decision would have required a much shorter unemployment 
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duration, or just a slight increase in estimated probability of finding a job (i.e. a potentially small 

change among other factors). In other words, there may exist cases where unemployment duration is 

less important than other factors. 

4.4 Limited usefulness 

Beyond issues regarding unreliability, previous work has shown that outputs from LIME and similar 

explanation methods can be difficult to interpret (Dieber & Kirrane, 2020). If city of residence is 

presented with a higher rank than working time for a negative outcome, what does this mean? Tech-

nically, the answer is that changing city of residence is more likely to lead to a positive outcome than 

changing working time. However, this information has limited value. For example, it does not explain 

how city of residence or working time would need to change in order to yield a positive decision. 

Generally speaking, factor rankings do not enable the kind of counterfactual or contrastive reasoning 

that are common in human explanations. Research in linguistics and psychology has shown that hu-

mans tend to explain events in terms of conditions that would cause another event to occur (Miller, 

2019). In the context of the current case, a counterfactual explanation for a negative decision could 

be expressed as: “If you would seek a full-time rather than part-time employment, your chances of 

finding a job would likely increase and you would be considered near enough the job market to get 

help within the initiative Prepare and Match”. As argued by Wachter, Mittelstadt & Russell (2017), 

counterfactual explanations not only convey why or how a particular decision was reached, but also 

provide grounds to contest a decision and guidance on how to receive a different (e.g. more desired) 

outcome in the future. A similar recommendation is made by European Parliamentary Research Ser-

vice in relation to automated decision-making, arguing that “data subjects who did not obtain the 

decision they hoped for should be provided with the specific information that most matters to them, 

namely, with the information on what values for their features determined in their case an unfavour-

able outcome” (Sartor & Lagioia, 2020, emphasis mine). 

Since counterfactual explanations depend on notions of actionability that may differ between subjects 

(Rudin, 2019) – for example, switching from part-time to full-time work may be more feasible for 

some jobseekers than others – counterfactual explanations may require some kind of interaction be-

tween system and jobseeker (see section 4.6). 

4.5 Choice of model 

Several of the issues discussed above boil down to the opacity of the statistical model. Two interna-

tional comparisons can illustrate how a more transparent model could potentially mitigate these is-

sues. The Danish PES has used a decision tree with only five variables and very few interactions 

between variables. For example, if a jobseeker is unconfident about finding a job, the model predicts 

a 83% risk of future unemployment, regardless of other factors; if the jobseeker is more optimistic, 

the model uses three additional factors (age, previous employment rate and migration status) to cate-

gorise risk of unemployment into three different probabilities.5 The Polish PES has used an algorithm 

with 24 questions scored from 0 (highest employability) to 8. Depending on the total score, the 

 

5 https://star.dk/media/12514/2020_01_31_beskrivelse_-_profilafklaringsvaerktoej_til_dagpengemodtagere.pdf (Ac-

cessed Feb 17, 2023) 
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jobseeker is categorised into one of three profiles (Sztandar-Sztanderska & Zielenska, 2020). In both 

the Danish and Polish case, the simplicity of the model eliminates the need of an additional explana-

tion method; the models more or less “explain themselves”. For example, if a Danish jobseeker wants 

to know why the model makes a particular prediction, a caseworker can show the decision tree in its 

entirety and highlight the path at hand. Seeing the entire decision tree also enables counterfactual 

reasoning, since it is easy to see how an alternative path leads to a different outcome. Similarly, if a 

Polish jobseeker wants to know how to increase his/her job chances (according to the algorithm), this 

information is directly contained in the scoring of individual questions. Note however that this re-

quires that the scoring criteria are disclosed, which has not been the case with the Polish system 

(Niklas et al., 2015). 

Is a simple and interpretable model, such as a small decision tree or a scoring algorithm, as accurate 

as a more opaque neural network? Comparing accuracy across countries is difficult, since the data 

varies between the countries. However, the Swedish PES has experimented with two models that are 

much simpler and explainable than the deployed one, and whose accuracy can be compared to the 

deployed model using the same data. The simplest model (a linear regressor), has an accuracy of 66%, 

comparable with the 68% for the deployed model (Ornstein & Thunström, 2021); a slightly more 

sophisticated model (small decision tree + 6 linear regressors) has an accuracy of 74% (Helgesson & 

Ornstein, 2021), i.e. better than the deployed model. This suggests that a simpler model can fulfil the 

stated goals – consistency and accuracy – equally well, or even better, than an opaque model, without 

the negative consequences for explainability that an opaque model brings about. This finding also 

resonates with some previous work on the relationship between accuracy and interpretability (Rudin, 

2019). 

4.6 Interactivity 

Philosophical, cognitive, and social studies of explanations tend to emphasise their social nature: 

explanations involve transfer of knowledge in an interaction between an explainer and an explainee 

(Miller, 2019). In line with this, some scholars emphasise the potential values of interactive explana-

tions (Miller, 2019; Arya et al., 2019; Weld & Bansal, 2019, Simkute et al. 2021; Lakkaraju et al. 

2022; Berman & Howes, 2022; Cheng et al., 2019). For example, interactivity can enable stakehold-

ers to ask “what-if” questions for hypothetical circumstances, without any need for simplified ap-

proximations (Wachter et al., 2017). If a jobseeker is denied access to the employment initiative, the 

possibility to ask questions such as “What if I move to Stockholm?” or “What if I get a university 

degree?” can help the jobseeker to not only understand how the AI makes its judgements, but also to 

use this understanding to negotiate or contest a decision. To the extent that the AI has learned some-

thing relevant about employability, exploration of hypothetical circumstances also enables the AI to 

be used as a coach for getting advise on how to get nearer the job market (Scott et al., 2022). 

Supporting hypothetical questions is technically trivial; users only need to be equipped with a graph-

ical interface which allows exploring how modifying the input affects the output. Interactivity could 

in principle also enable more open-ended counterfactual questions such as “What would motivate a 

positive decision in my case?”, where the feasibility of changes in circumstances can be addressed in 

a dialogue between the system and jobseeker (Berman et al., 2022). 
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4.7 Accuracy 

As mentioned in section 3.3, the accuracy of the system is not communicated to jobseekers or case-

workers, despite the fact that accuracy is far from perfect and varies greatly across different sub-

populations and decisions. This makes it difficult for jobseekers to assign adequate degrees of trust 

in the AI. For example, to the extent that the AI can be used for getting actionable advise, knowledge 

about accuracy enables jobseekers to assess the reliability of the advise. Accuracy information also 

helps jobseekers to assess how appealable their case is; in situations where the AI is less accurate, 

there might be more room for negotiation. 

To mitigate this, stakeholders could be provided with performance indicators for the relevant sub-

population and decision. For example, if a jobseeker with disabilities is rejected access to the initia-

tive, the system could provide a reservation about its high uncertainty. 

4.8 Thresholds and confidence estimates 

As described in section 3.2, outcomes are partly governed by thresholds that are continuously adjusted 

by the agency. For example, if the agency lowers the threshold for positive decisions, some jobseekers 

may obtain a positive decision as a direct consequence of the changed threshold. However, the thresh-

olds are mentioned neither in explanations for specific decisions or in general information to the 

public on the agency’s web site. Arguably, concealing some of the factors that underpin decisions 

impedes jobseekers’ ability to understand the basis for the decisions. 

Furthermore, the probabilities of future employment statuses estimated by the statistical model are 

not communicated to stakeholders. As with accuracy information (see section 4.7), this makes it dif-

ficult for jobseekers to assess how much individual assessments can be trusted. Arguably, jobseekers 

have an interest in knowing if their decision is considered straightforward and univocal, or if it is a 

borderline case with high uncertainty. For example, if the model predicts a job chance of 5% for 

jobseeker A and 20% for jobseeker B, then both jobseekers are deemed too far away from the job 

market (assuming that they are both long-term unemployed). Nevertheless, jobseeker B is very near 

the threshold for a positive decision, and should therefore be in a more negotiable situation.  

In this regard, explainability could potentially be enhanced by showing a simplified variant of figure 

1, where the relevant region of the decision landscape has been zoomed in and/or highlighted. Addi-

tionally, the probability of making the correct decision given the current thresholds can be calculated 

and presented. For example, the confidence value would be near 50% for person B (indicating a very 

low confidence of recommending the right decision), while it would be higher for person A. 

5 CONCLUSIONS 

This case study of an AI-based decision-support system deployed by the Swedish Public Employment 

Service has shown that its justifications of decisions lack important information and are unreliable, 

potentially misleading and difficult to interpret. These weaknesses in explainability may affect 

jobseekers by influencing the caseworkers’ decision-making; if caseworkers had access to more in-

telligible and reliable explanations, this might have affected their trust in the AI in either direction 

from case to case, and thereby also the final decisions. First and foremost, however, the study has 
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highlighted how the weaknesses impede jobseekers’ ability to understand, negotiate and contest dis-

preferred decisions, and to get advise on how to increase their employment chances. 

The good news is that many of the highlighted issues could be mitigated by replacing the current 

opaque statistical model with a simpler, more interpretable one; this would address jobseekers’ inter-

ests and needs without necessarily impairing other desiderata. Increasing the degree of interactivity 

could also serve jobseekers’ needs, potentially without replacing the statistical model. 

It is important to note that the jobseeker perspective adopted in the present study is based on insights 

from previous research involving jobseekers in somewhat different contexts (Scott et al., 2022). In 

future work, it would be useful to empirically study the extent to which jobseekers find provided 

explanations intelligible and useful, e.g. using questionnaires and interviews. (Such studies could 

potentially also involve alternative, e.g. more interactive, forms of explanations.) It would also be 

interesting to collect and analyse caseworker-jobseeker conversations and study their strategies in 

relation to the AI. 

Finally, it should be stressed that explainability is only one of many aspects to consider when as-

sessing a decision-support system (other aspects include e.g. fairness). Nonetheless, this study may 

contribute to a better understanding of how choice of statistical model and design of explanations can 

impact the value and usefulness of an AI-based decision-support system from the perspective of those 

that are directly affected by the decisions; these insights may be relevant in other domains as well. 
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ABSTRACT 

This paper provides a field scan of scholarly work on AI and hiring. It addresses the issue that there 

still is no comprehensive understanding of how technical, social science, and managerial scholarships 

around AI bias, recruiting, and inequality in the labor market intersect, particularly vis-à-vis the 

STEM field. It reports on a semi-systematic literature review and identifies three overlapping meta 

themes: productivity, gender, and AI bias. It critically discusses these themes and makes recommen-

dations for future work. 
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1 INTRODUCTION 

Artificial intelligence (AI) has taken a strong foothold in the human resources (HR) management 

domain, and recruiting specifically: the global market of AI-driven tools used in recruiting is expected 

to grow to $695 million (A2Z Market Research 2022), seemingly addressing automation needs of 

recruiting professionals across the hiring funnel. These developments run parallel to two other major 

phenomena: an ever raging “war on talent” in the science, technology, engineering, and mathematics 

(STEM) fields that maps onto the most promising fields of technology innovation and global compe-

tition, most recently the semiconductor industry (Shein 2023); and the escalation of global inequality 

(Savage 2021; Piketty 2014).  

While regulatory concerns around enhancing the technical workforce rub shoulders with efforts to 

curb AI bias in recruiting, there still is no comprehensive understanding of how technical, social 

science, and managerial scholarships around AI bias, recruiting, and inequality in the labor market 

intersect, and importantly what similar or distinct narratives emerge. Therefore, the objective of this 

paper is to provide a comprehensive overview of the research conducted on these intersecting topics, 

to synthesize the knowledge, and to identify key themes that can provide new avenues for interdisci-

plinary research on AI, inequality, and recruiting.  

2 METHODS 

Since the goal of this paper is to accurately map existing scholarly works on AI bias, recruiting, and 

inequality in STEM across more than one discipline, a literature review is the most appropriate 

method. As the intersection of AI bias, recruiting, and inequality in STEM is a novel topic, a semi-

systematic approach to literature review was chosen as this method provides an overview of a research 

area. Furthermore, the semi-systematic approach focuses primarily on research articles as source ma-

terial rather than, for example, quantitative datasets from past studies (Snyder 2019). Also labeled a 

narrative review approach, it allows the examination of topics that have been conceptualized differ-

ently by different research communities across diverse disciplines (Wong et al. 2013). To provide a 

field scan, rather than an exhaustive literature review, the semi-systematic approach mandates a meta 

view that does not aim to review every single paper on any given topic, but that aims at reviewing a 

topic by way of examining how a topic has developed across a selection of disciplinary domains 

(Snyder 2019).  

For this paper, we used a three-step strategy for our semi-systematic literature review. First, we con-

ducted a high-level topical search across social science and technical fields to identify the most rele-

vant domains for our more focused literature review. We made this decision based on papers available 

per topic (AI bias, recruiting, and inequality in STEM) per domain. Technical scholarship, mostly in 

computer science, social science, and management emerged as the dominant domains. We analyzed 

the collected papers by way of qualitative coding to identify key themes. In a second step, we ex-

panded our literature search by way of keyword search along the themes and across these three do-

mains and collected further relevant scholarly papers that were available. Our final dataset included 

56 papers. In the third and last step, we read and analyzed the papers, summarizing and further coding 

the data to condense themes which we then clustered into the three meta themes we discuss below: 

productivity, gender, and AI bias. It is important to note that these themes are not neatly distinct but 

overlap and converge at times, and that cited papers are representative of wider discourses. It is also 
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important to note that due to language restrictions (all papers had to be available in English to be 

accessible by the research team), selection bias occurred. 

3 FINDINGS 

3.1 Productivity 

The first meta theme of productivity describes the major concern of making all things recruiting more 

“efficient” by way of introducing AI. It echoes well-known narratives of techno-solutionism deployed 

in the general discourse around work and automation. Generally, the use of AI in recruitment is al-

ready on the rise, with 98% of Britain’s Fortune 500 companies using automated hiring systems 

(AHSs) to onboard employees (Graham et al. 2020). In 2019, 99% of Fortune 500 companies used 

Applicant Tracking Systems (ATS) such as Workday, Taleo, SuccessFactors, BrassRing, and iCIMS 

(Hu 2019), to recruit and onboard new employees. While ATS have been around for a long time, they 

are increasingly equipped with AI-driven tools, such as resume screeners and candidate rankers 

(Manatal 2022), adding on to the already full AI-toolbox that recruiters use consisting of natural 

language processing (NLP) tools to write more “inclusive” job descriptions and ads, targeted adver-

tising for placing job ads on various platforms and in different outlets, AI-driven job and talent search 

platforms to search for suitable job candidates, video interviewing software, AI-driven personality 

testing, automated skills assessment, or chatbots.  

The latter in particular has been hailed as increasing efficiency in in candidate communication, for 

example by providing real-time feedback, addressing inquiries, and consistently engaging with the 

candidates throughout the hiring process (Brishti and Javed 2020). In particular, chatbots are per-

ceived by recruiters as improving accessibility and lowering the application threshold (Koivunen et 

al. 2022), not least because they can answer a candidate’s questions and address their concerns before 

they even apply (Nawaz and Gomes 2019). Similarly, chatbots have been depicted as a “quick and 

easy way” to improve efficiency and performance due to their 24/7-availability (Zamora 2017), help-

ing recruiters understand the experience of a candidate, and to automate the more administrative side 

of recruiting, such as scheduling interviews.  

This falls in line with common narratives around increased efficiency and reduced cost in AI-driven 

recruiting (Singh and Finn 2003; Okolie and Irabor 2017), due to what is perceived as a streamlining 

of the hiring process, especially in the context of pre-selecting suitable candidates (Derous and De 

Fruyt 2016). The latter has become more challenging for recruiters as technology has significantly 

lowered the application threshold and increased the application volumes, leaving HR practitioners 

with a growing amount of data they must take into account (Guo et al. 2021). This means that recruit-

ers are expected to use technology to increase their productivity but are also facing enlarged work-

loads due to technology. Yet, recruiting professionals see using AI-enabled software as an efficient 

way of processing candidate data and, thus, as a pathway for introducing or advancing candidates 

from broader and more diverse pools (L. Li et al. 2021). Invoking the idea of tech neutrality, scholars 

have also suggested that AI-driven tools are less prone to bias and can be more impartial than human 

recruiters (Upadhyay and Khandelwal 2018), partially by manipulating AI to avoid bias (Black and 

van Esch 2020).  
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3.2 Gender 

The second meta theme of gender emerges specifically vis-à-vis the STEM labor market and a lack 

of diversity across STEM jobs. Here, it appears to be undisputed that the “pipeline problem” – i.e., 

not having sufficient input and retention of STEM students – maps most strongly onto a stark gender 

divide (Hill, Corbett, and St. Rose 2010; Beede et al. 2011), leading to notoriously small and homog-

enous talent pools in the STEM fields. For example, in 2019, 73% of all STEM workers in the US 

were men (US Census Bureau 2021). Various theories percolate around the cause of such strongly 

sustained gender divisions in the STEM field. These range from a lack of girls’ social identity with 

mathematics (Akin, Santillan, and Valentino 2022) to access to education and educational choices 

(Hanson and Krywult-Albańska 2020; Bertrand 2020). Scholars have outlined that children display 

equal interest in mathematics, regardless of gender, in primary and secondary school (Riegle-Crumb 

et al. 2012) but then diverge in middle school (Akin, Santillan, and Valentino 2022; Seo, Shen, and 

Alfaro 2019). It has been argued that a deliberate investment in the up-scaling of enrolment of women 

into STEM programs can have a positive influence on retaining women in STEM-related jobs (Botella 

et al. 2019). Flowing from these concerns is a present and overwhelming narrative of needing to 

support women’s careers in STEM.  

Treated somewhat separate to this body of work is scholarship on the harmful effects of gender ste-

reotyping on education and the composition of the workforce, and the STEM workforce specifically. 

Here, it has been argued that relative poorer performance of girls and women in mathematics is gen-

der-constructed (Bertrand 2020) which is, for example, evidenced in mathematics teachers’ implicit 

stereotyping having a measurable negative effect on girls’ performance in mathematics (Carlana 

2019) or in primary school teachers’ biases favoring boys, which has been demonstrated to have a 

positive effect on boys’ in-class achievements and enrollments in advanced-level mathematics 

courses with a corresponding negative effect on girls (Lavy and Sand 2015). These processes rein-

force socially inappropriate roles for women and men, with material effects on women’s STEM ca-

reers, particularly in the academe, as they are considered less able than men by important institutional 

players such as grant reviewers for the US National Institute of Health (Magua et al. 2017).  

It can be argued that gender stereotyping is symptomatic of wider systems of oppression and (gender) 

inequality that are so infrastructural to the organization of social life that they take hold long before 

people enter any form of education (Gomez-Herrera and Koeszegi 2022). Historians have shown that 

these systems materialize in narratives around ability, skill, and power that have excluded women 

from ascending to more powerful positions alongside the rise of computer, even though “computing”, 

originally, was a high-skill, low reputation role typically occupied by women (Hicks 2017). The 

knock-on effects of this “gender shift” reinforce the “vicious cycle of digital inequality” in which 

inequalities and gender stereotypes in society underpin segregation in society and the professions, 

leading to technologies amplifying (gender) inequality (Gomez-Herrera and Koeszegi 2022). The AI 

field is a prime example of this dynamic with women accounting for only 22% of all AI and computer 

science higher degree programs in North America in 2019, and currently only 26% of the data and 

AI workforce being classified as women (Deloitte 2022).  

When putting these findings in context with the composition of the field of human resource manage-

ment, a field which is currently undergoing rapid technological change, including in recruiting, an 

equally stark gender divide emerges. In the US, the occupation of “human resource manager” is com-

prised of over 80% women. The opposite is true for the tech industry that is fueling the AI-fication 
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of recruiting, the “computer and mathematical occupations”, which has an only 26% share of women 

(U.S. Bureau of Labor Statistics 2021). 

3.3 AI Bias 

The third and last meta theme that emerges at the intersection of equity in AI, recruiting, and STEM 

in the fields of computer science, social science, and management scholarship is the theme of AI bias. 

The potentially discriminatory effects of AI in general have, by now, been aptly demonstrated. For 

the purposes of this paper, these can best be schematized by mapping them onto two dominant AI 

techniques: computer vision and natural language processing (NLP). Computer vision systems set out 

to replicate elements of the human vision system and train computers to identify and parts of the 

complexity of the human vision system and enabling computers to locate and classify objects in im-

ages and videos (Mihajlovic 2021). In the context of recruiting, computer vision-based AI is, for 

example, used in extracting text from the image of a CV, or for the automated analysis of virtual 

interviews. NLP sets out to model human language by way of combining computational linguistics 

with statistical analysis, machine learning and deep learning in order to “understand” the meaning of 

written or spoken speech (IBM n.d.; Yse 2019). NLP used in recruiting includes AI-driven systems 

used to write job ads, as well as candidate search systems, resume parsers, pre-screening processes, 

chatbots, and more (Recruiter.com n.d.).  

Evidence of intersectional discrimination in computer vision has prominently been proposed by 

(Buolamwini and Gebru 2018) who demonstrated that facial recognition technologies show dispro-

portionately higher inaccuracy rates for women with darker skin tones. Unevenly distributed false 

positives in facial recognition technology amplify racial discrimination (Najibi 2020), for example in 

policing in the United States (Crockford 2020; Perkowitz 2021) and in education. Facial recognition 

technology used in online proctoring during the Covid-19 pandemic has been shown to be biased 

against students with certain skin tones and genders (Yoder-Himes et al. 2022). Similarly, word em-

bedding, a framework used in NLP, replicate societal bias and provide pathways for perpetuating 

sexist tropes (Bolukbasi et al. 2016), as well as perpetuate historic biases more generally (Caliskan 

2019).  

In the context of recruiting, researchers have found that resume search engines working with text data 

and demographic features can produce rankings that disadvantage some candidates (Chen et al. 2018). 

Others have outlined how the automation of hiring by way of algorithmic systems can facilitate and 

obfuscate employment discrimination (Ajunwa 2019), especially in the context of hiring platforms 

(Ajunwa and Greene 2019) and algorithmic systems used for workforce management (Ajunwa 2020). 

Issues of validity in personality-assessment tools used in recruiting have been demonstrated by an 

interdisciplinary team of scholars conducting a stealth audit (Rhea et al. 2022) while investigative 

journalists have highlighted how hiring AI increasingly works as “black box” gatekeeper in the hiring 

process (Schellmann 2022), including in public agencies (Varner 2021). A more nascent body of 

work examines how recruiters use and make sense, and often only reluctantly embrace, various AI 

tools (L. Li et al. 2021).  

The latter body of work connects to older scholarships on human bias in recruiting. For example, well 

known studies have shown strong bias against African-American-sounding names in the application 

process (Bertrand and Mullainathan 2004) and underlined the formation of ethnic bias in resume 

screening (Derous and Ryan 2019) which can lead to job candidates from racial minorities to engage 
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in “résumé whitening” (Kang et al. 2016). Work on gender discrimination in hiring, similarly, has 

long demonstrated how recruiting bias disproportionately affects women (Birkelund et al. 2022; 

Barron et al. 2022), particularly women of childbearing age (K. K. Li et al. 2022). Interestingly, the 

issue of human bias in recruiting has been used as the main argument for seemingly “neutral” AI 

applications in HR more broadly (Raghavan et al. 2020), promising to decrease gender discrimination 

specifically (Pisanelli 2022), often couched in narratives of “scientism” (Vassilopoulou et al. 2022). 

More recent studies, however, have shown that these types of claims are misleading, misconstruing 

AI technology as neutral and misunderstanding the dynamics of gender and race (Drage and 

Mackereth 2022).  

4 DISCUSSION 

To provide new avenues for interdisciplinary research on AI, inequality, and recruiting, it is helpful 

to have a clear understanding of how the three meta themes of productivity, gender, and AI bias 

emerge at the intersection of technical, social science, and managerial scholarship. However, it is 

equally important to critically discuss these themes to chart their limitations and make future work 

more effective.  

Whilst the term “bias” has been productive for highlighting both the allocative and the representa-

tional harms that AI can cause (Barocas, Hardt, and Narayanan 2021), it also has been critiqued as 

being conditioned on an inherently normative process and as not being connected well across disci-

plines (Blodgett et al. 2020). It also tends to skew conversations around AI harm towards training 

data rather than societal inequalities (Sloane 2019), organizational decision making (Moss and 

Metcalf 2020; Sloane and Zakrzewski 2022; Rakova et al. 2021), and algorithm and models them-

selves (O’Neil 2016; Zou and Schiebinger 2018). In the context of recruiting and hiring specifically, 

a narrow focus on bias also precludes a much needed critical examination of the potentially discrim-

inatory assumptions baked into AI (Sloane, Moss, and Chowdhury 2022), as well as locates bias in 

either people or technologies, rather than in socio-technical systems. This precludes a closer exami-

nation of how socio-technical bias occurs in the hiring funnel. We propose that to address this issue, 

a closer examination of socio-technical systems is critical. Bias could emerge from these systems 

because of the interactions and relationships between these social and technical components, not 

merely between individuals and technologies. Therefore, a practice-based approach that focuses on 

how technologies are used and made sense of in discretionary decision making is vital. Future re-

search in this area should include investigations into the role of organizational structures, work pro-

cesses, technological implementation, continuous data input and interpretation and of bias mitigations 

trainings. Such an investigation will be paramount for enhancing the understanding of harm produced 

by socio-technical systems in HR.  

Similarly, scholars have outlined the limitations of the “pipeline problem”, demonstrating that “im-

proving the pipeline” does not necessarily improve discriminatory workplace cultures in STEM in-

stitutions (Rankin 2022), or increase diversity in the workforce (Dickey 2021; Bui and Miller 2016). 

To the contrary, it has been argued that ramping up the enrollment of women in STEM clusters runs 

the risk of labeling women as “affirmative enrollments” (Heilman, Block, and Stathatos 1997) or of 

framing gender as binary or one-dimensional. One could also argue that the gender and racial stereo-

typing that occurs as a function of social stratification in society is amplified by the representational 

harm that is propagated through label and unlabeled data that AI models are trained on. Indeed, schol-

ars have demonstrated that demographic information about individuals can be inferred from online 
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data without said individuals explicitly relaying such information (Karimi et al. 2016; Fiscella and 

Fremont 2006). This highlights the need of technical education of HR and specifically recruiting 

professionals so that they themselves are literate in the potential generation of bias in socio-technical 

systems.  

Whilst increased productivity has been framed as major driver for AI-adoption in recruiting, we still 

know very little about e-recruiting in general (Chapman and Gödöllei 2017) and specifically how 

professional recruiters actually use AI in their professional practice, and if there indeed is an increase 

in productivity ushered in by AI. What is known, however, is that HR practitioners remain critical of 

the technology, lacking a trust in data accuracy and decrying an inadequate level of control over 

algorithmic candidate matches (L. Li et al. 2021). There appears to be a clear need for a more decided 

engagement of HR professionals in shaping choices around AI in the professional practice of recruit-

ing, not least to circumnavigate what is perceived as threats of largescale automation (Anthony 2021; 

Charlwood and Guenole 2022). 

5 CONCLUSION 

This paper has addressed the issue that there still is no comprehensive understanding of how technical, 

social science, and managerial scholarships around AI bias, recruiting, and inequality in the labor 

market intersect, particularly vis-à-vis the STEM field. It has reported on a semi-systematic literature 

review and concluded that currently three overlapping themes dominate: productivity, gender, and AI 

bias. It has detailed each theme before critically discussing the findings. The key take-away from this 

study is that the overwhelmingly female and white profession of HR and recruiting is substantially 

changed through the introduction of AI, which is initiated and driven by the predominantly male and 

majority white “computer and mathematical occupations” (U.S. Bureau of Labor Statistics 2021). 

Here, a “gender flipping” (Hicks 2017) occurs that sees men slotted into feminized jobs, here by way 

of the technology itself, as well as a further racial stratification of the HR industry. Future work should 

focus further on critically examining this dynamic across an even wider spectrum of disciplines (such 

gender, critical race, and disability studies) to inform applied AI design, HR management, and poli-

cymaking. Such an approach could, for example, be facilitated by way of using social practice theory, 

or example by way of taking a practice-based approach (Shove, Pantzar, and Watson 2012) (Sloane 

and Moss 2022).  
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1 INTRODUCTION 

Over the past decades, digital technologies have seen a massive increase in use and have profoundly 

shaped the humanitarian sector. Their exponential growth has greatly increased the amount of data to 

be managed and accelerated the speed with which information travels (ALNAP 2022; OCHA 2021). 

This growth triggered discussions around the efficiency of necessary humanitarian services to re-

spond to rising needs and sector-wide funding cuts. The request for more evidence-based program-

ming, improved coordination, and increased accountability pushed many humanitarian organisations 

to ‘go digital’. 

The COVID-19 pandemic, Venezuelan migration crisis and ongoing Ukraine response especially in-

fluenced the way humanitarian organisations digitalise. At the same time, questions were raised on 

how best to communicate with local actors and affected populations, including people on the move. 

The use of digital tools like mobile messaging apps, social media or AI-based solutions are increas-

ingly discussed to leverage the potential of more effective aid delivery whilst seamlessly enhancing 

accountability and doing no digital harm.  

Despite its potential, humanitarian practices look different. Existing opportunities to engage people 

and make their voices heard through real-time information sharing and two-way communication are 

hardly recognised. Various forms of humanitarian feedback mechanisms have been introduced to 

increase accountability but reality shows that they are mostly used for one-way information sharing 

or showing impact to donors (ALNAP 2022; Ground Truth Solutions et al. 2022; Owl Re 2022; CHS 

Alliance et al. 2015) 

In sum, massive amounts of personal and non-personal data are collected for various purposes, often 

without systematically using the data and considering long-term aspects related to data management 

and governance. To avoid doing harm, humanitarian organisations focus more on data security than 

processes to inform affected people about the full usage of their data and their rights. Yet, some 

organisations started to raise questions about people’s involvement in data and technology-related 

decision making and to discuss approaches to co-creating with affected people and building data 

agency. The debate about digital accountability in the humanitarian sector, however, remains limited 

and is only picking up slowly (Cieslik et al. 2022; Currion 2022; et al. 2022; Vinck et al. 2022; Ada 

Lovelace Institute 2021; Hilhorst et al. 2021; OCHA 2021; Madianou 2019; van Solinge 2019; Ja-

cobsen et al. 2018; Madianou et al. 2016). 

Humanitarian practitioners are generally aware of the need to improve transparency when processing 

people’s data and the need for an honest discussion about power dynamics in an offline and online 

sphere. They usually differentiate between legally imposed data subject rights and rights-based ap-

proaches that allow tackling programme quality issues and power imbalances. Organisations might 

be committed to put people at the centre of (data-related) decision-making and (digital) programme 

design but without systematically embedding digital technologies in overall organisational processes. 

For this to happen, change and mindset shifts are needed in addition to political willingness. Raising 

awareness on digital accountability, building digital capacities and capabilities have the potential to 

avoid doing digital harms while increasing people’s data agency (Cieslik et al. 2022; Schächtele et 

al. 2022; Vinck et al. 2022; Ada Lovelace Institute 2021; Bryant 2021; CDAC Network 2021; OCHA 

2021; Williamson 2020; Madianou 2019; Jacobsen et al. 2018; Greenwood et al. 2017; Madianou et 

al. 2016; Sandvik et al. 2014). 
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The paper examines the tension between digital technologies, participation, and accountability by 

exploring their interlinkages, benefits, and challenges. It analyses the ways in which humanitarian 

actors hold themselves responsible and accountable when using digital technologies and shows ways 

in which affected people can hold organisations to account. 

2 METHOD IN BRIEF 

The paper is based on two main questions: 

(1) How do humanitarian organisations use digital technology to strengthen the participation of

and accountability to affected populations?

(2) How do humanitarian organisations hold themselves responsible when using digital technol-

ogies? In turn, how can affected people hold organisations accountable when using digital

technologies?

The literature review comprised documents like academic papers, operational reports, guidance notes, 

strategies, and webpages about the use of technology in humanitarian action, digital transformation, 

and accountability. Several in-group discussions following Chatham House Rule served in shaping 

and validating the research.  

In addition, 22 qualitative, dialogue interviews were conducted with diverse humanitarian stakehold-

ers. Due to the sensitivity of the topic, the interviews were not recorded and no interviewees are cited. 

Interview memos were drafted and shared with interviewees for their reference and potential rectifi-

cation. The memos were structured and analysed as per the following sections: Reasons for going 

digital, digital transformation, digital accountability, challenges, and vision.  

The paper was further informed by two conceptual frameworks: Arnstein’s Ladder of Participation 

(1969) and the Core Humanitarian Standard on Quality and Accountability (2015). The Ladder of 

Participation originates from the discussion about increasing citizen participation and describes eight 

levels and three categories of participation including non-participation, tokenisms and citizen power 

(Arnstein 1969).  

The Core Humanitarian Standard (CHS) is a core value in the humanitarian sector encompassing 

Nine Commitments aiming at a principled, accountable and high-quality support for future system 

change (ALNAP 2022; Hilhorst et al. 2021; CHS Alliance et al. 2015). The CHS is used as the main 

accountability framework for measuring quality and effectiveness of humanitarian action by putting 

affected people at the centre. The research particularly focused on Commitments Four and Five (CHS 

Alliance et al. 2015). 

3 DIGITAL PARTICIPATION AND ACCOUNTABILITY IN HUMANITARIAN 

ACTION  

Humanitarian organisations use digital technologies to engage people and increase accountability by 

sharing real-time information and asking people’s feedback. Interactive tools like social media and 

mobile messaging apps alongside digital tools for managing feedback data continue to be on the rise. 

According to Lough, “social media is likely to play an increasingly prominent role for affected people 

in current and future crises [and] it is not a phenomenon humanitarian actors can continue to side-

step“ (Lough 2022, 7). Lough proved that digital communication tools are particularly important to 
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people on the move, no matter if across borders or within countries, and used for news consumption 

and communication with family and friends but hardly with humanitarians. Latest studies further 

reiterate the need for an in-depths analysis of different types of technologies aiming at better under-

standing their opportunities, trade-offs and risks, and fostering digital inclusion and accountability to 

those already marginalised and left behind (Lough 2022; CDAC Network 2021; Bryant 2021; OCHA 

2021; Madianou 2019; Madianou et al. 2016; Sandvik et al. 2014). 

3.1 Digital Technologies for Information Sharing and Collecting Feedback 

In addition to traditional forms of participation and collecting feedback, humanitarian organisations 

currently apply a mix of digital and non-digital approaches to inform people, collect their feedback 

and ask about their satisfaction. These vary from helpdesks, suggestion boxes to toll-free hotlines, 

mobile messaging apps, social media and AI-based solutions like chat- and voicebots. 

In comparison to most offline approaches, digital tools are mainly used for one-way information 

sharing and sometimes for rumours tracking but hardly considered to actively consult affected people. 

Many humanitarian organisations prefer technologies like hotlines, IVR or SMS but hesitate to use 

mobile messaging apps, social media, not to speak about bots. When applied, they are hardly consid-

ered as two-way communication channels and mainly used for limited purposes like information 

campaigns or sharing programme updates.  

The focus on one-way communication channels is mainly due to data protection and privacy concerns, 

resource constraints as well as unclear roles and responsibilities amongst different teams. Its limita-

tion to one-way information-sharing thus reinforces a tokenistic involvement of people and leaves 

humanitarian organisations to continue using traditional ways for two-way communication, assuming 

this preference is mutually shared by affected people. 

Interviewees further referred to a cultural and ethical divide when using mobile messaging apps and 

social media platforms. They are mostly opted against and restricted for data protection reasons, even 

though affected people might have chosen those tools as preferred option to receive information and 

communicate with humanitarian stakeholders. Instead, numerous in-house tools are developed and 

introduced to affected people without necessarily diversifying communication channels and fostering 

digital inclusion of diverse population segments (e.g. youth, persons with disabilities).  

3.2 Legal and Social Accountability in Humanitarian Action 

The ethical dimension of accountability and using technologies for accountability purposes include 

questions on how technologies are best applied when impacting those whose data is processed and 

who are meant to benefit from using such technologies. It goes beyond giving account (e.g. informing 

affected people about the technology and data processing activities) and taking account (e.g. collect-

ing feedback, involving affected people in design and decision-making). It raises questions around 

responsibility, transparency, and ownership. In other words, digital technologies can contain new 

accountability needs but also reveal important accountability gaps (Hilhorst et al. 2021; Jacobsen et 

al. 2018). 

Pizzi et al. differentiate between social and legal accountability from a technology perspective: “So-

cial accountability requires that the public have been made aware of [the] systems and have adequate 

digital literacy to understand their impact. Legal accountability requires having legislative and 
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regulatory structures in place to hold those responsible for bad outcomes to account” (Pizzi et al. 

2020, 173). Following this logic, affected people need to be made aware and capacitated to understand 

the impact of using technologies and take informed decisions. Regulatory frameworks like data pro-

tection are one aspect to increase organisational responsibility and data subject rights, humanitarian 

principles and human rights frameworks further highlight the need for a principled approach.  

Due to its nature, legal accountability is mostly considered as a ‘must have’ by humanitarian organi-

sations. It mainly refers to compliance aspects that are requested by donors and decision-makers, 

including data protection and privacy regimes like GDPR, national legislation in addition to organi-

sational policies. While non-governmental organisations are bound to such laws, international organ-

isations are generally exempted and follow best industry standards instead. 

Most of the interviewees considered the collection of consent as a good practice to increase legal 

accountability while acknowledging that people are hardly made aware about the full scope of tech-

nology and their rights, thus questioning the consent to be really meaningful. While consent is an 

important cornerstone of data protection and data governance, “it is increasingly viewed as insuffi-

cient on its own to foster accountability” (Global Partnership for Sustainable Development Data 2022, 

36f). For the consent to be meaningful, affected people need to understand the purpose for using the 

technology and their data-related rights. Instead, power asymmetries and digital literacy levels influ-

ence affected people’s decision to share or not to share their personal data in return of assistance (i.e. 

data for aid) (Veron 2022; Bryant 2021; Holloway, Al Masri, and Abu Yahia 2021; ICRC and Brus-

sels Privacy Hub 2020; Greenwood et al. 2017). 

Social accountability is more characterised as an ethical question and a ‘nice to have’ (e.g. digital 

literacy, data agency, design justice). While digital transformation and the use of technology is gen-

erally driven by efficiency, many organisations do have an aspiration to address long-standing power 

asymmetries with digital technology. The importance of trust and trustful relationships were repeat-

edly mentioned. Informing people about programme design, technologies, and data as well as their 

right to express their opinion and raise complaints are the very basic for creating trustful relationships, 

in digital and non-digital sphere (Bryant 2022; Martin et al. 2022; Ground Truth Solutions and OCHA 

2022; Owl Re 2022; Barbelet, Bryant, and Willitts-King 2020; Madianou et al. 2016). 

Beyond audit requirements, humanitarian organisations approach accountability from programme 

quality lenses with limited leverage to change digitalisation processes or the use of technology at 

organisational level. When talking about digital technologies in accountability, it seems like human-

itarian actors need to start talking about the transformative bit of digitalisation leading to system 

change and a debate about accountability 2.0, as one of the interviewees called it.  

3.2 Case Study: Humanitarian Organisations in Ukraine’s Digital Ecosys-

tem 

To better understand the linkages between digital technologies and accountability, the ongoing hu-

manitarian crisis in Ukraine is particularly interesting to look at. Humanitarian organisations are part 

of a functioning ecosystem with a civil society which, in comparison to many other humanitarian and 

migration crises, is digitally literate and knowledgeable about their data rights. The fact that people 

are digitally connected and used to digital services pushed many humanitarian organisations to its 

limits. New ways of informing and communicating with affected people through chat- and voicebots 

are explored but sceptically viewed by humanitarians who are not used to work in such digitised 
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environments. The ongoing crisis, thus, feels like a reality check for the humanitarian system and 

raises operational as well as ethical questions around digital transformation and communication tech-

nology for increasing digital participation and accountability (Calp Network 2022; Ground Truth So-

lutions et al. 2022; Grunewald 2022; Humanitarian Outcomes 2022). 

The experience of Ukraine showcases the importance of digital literacy in claiming data rights and 

taking informed decisions. When people understand their rights, they are in a position to raise con-

cerns and ask about their data. Some interviewees shared the experience of people claiming their data 

to be updated or erased but difficult to respond to as most organisations missed the relevant processes 

like transparent data flows to track down all data points.   

In addition, hotlines and data systems were set-up fast but humanitarian organisations were soon 

overwhelmed with the sheer number of incoming calls and requests. Interviewees confirmed that 

feedback mechanisms, in theory, could be used for claiming data subject rights but were rarely used. 

In Ukraine, people did raise data concerns and many organisations had to realise that their systems 

were not fit for purpose. While processes and systems are legally compliant, they fail the operational 

reality check. This raises practical as well as ethical questions around the humanitarian system’s abil-

ity and willingness around digital accountability and its operationalisation.  

The humanitarian crisis in Ukraine is an interesting example to question current digital accountability 

practices and highlight the importance of digital literacy and people-centred approaches. When af-

fected people are used to navigating digital tools and claiming their data rights, they do not question 

but demand digital services and hold organisations to account.  

4 KEY FINDINGS 

The analysis confirmed that digital technologies are indeed a viable option to strengthen the partici-

pation of and accountability to affected people. To leverage the full potential, technologies however 

need to be embedded in long-term transformation processes aiming at people’s increased decision-

making or ‘citizen power’ as it is called in Arnstein’s Ladder of Participation. It is not only a matter 

of using digital tools for specific business processes but integrating technology in systematic ways 

that trigger mindset shifts and system change.  

While affected people worldwide use digital tools to communicate with each other, this is not the 

case with humanitarian actors. When choosing digital tools as preferred communication channel, peo-

ple’s choices often conflict with data protection and privacy concerns challenging organisations to 

fulfil their full commitment to respect people’s preferences for participating in humanitarian response 

and sharing feedback. Humanitarian organisations hence prioritise potential risks over actual benefits. 

Digital tools are mainly used for sharing information and only few organisations apply digital tools 

for two-way communication with affected people. Resource constraints, privacy concerns, and polit-

ical willingness are the main bottlenecks to exploring new ways of engaging affected people in a 

virtual space, leaving trade-offs like misinformation and disinformation widely unnoticed. The ten-

sion of tokenistic activities versus decision-making power further increases when digital technologies 

come into play as digital transformation adds another layer of complexity to longstanding power re-

lations on the one hand and the dilemma of replicating offline problems to an online environment on 

the other.  
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While digital technologies in humanitarian action have the potential to contain new accountability 

needs, they also reveal important accountability gaps. Legal accountability is primarily associated 

with compliance requirements and collecting meaningful consent, and social accountability is still in 

its infancy and yet to be explored. Affected people are rarely consulted in technology-related deci-

sion-making and remain stuck at the tokenistic level of information sharing and consultation. 

As per Arnstein’s Ladder of Participation, empowering people refers to trustworthy partnerships and 

‘citizen control’ reflected in data agency and stewardship concepts which are yet to be explored and 

introduced to accountability standards like the CHS. The humanitarian crisis in Ukraine highlights 

the importance of digital literacy for people to digitally engage and control their data. New approaches 

need to be considered to increase digital accountability alongside people-centred approaches in tech-

nology choices and a whole-system approach to raising awareness about new digital responsibilities. 

Simple answers are needed to address complex issues and the dilemma of increasingly replicating 

offline challenges into an online environment. 
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ABSTRACT 

This study conducts a comparative analysis of Twitter communication networks relating to the Syrian 

and Ukrainian refugee crises. Employing a network analysis approach, the study uses approximately 

660,000 tweets to gain insights into the online discussion communities surrounding these crises. 

Tweets specifically discussing Syrian refugees were collected between 2015 and 2023, while those 

about Ukrainians were harvested from 2022 to 2023, utilizing the full-archive search endpoint of the 

Twitter API. By transforming retweets into communication networks between users, the study inves-

tigates the community structure within these networks. The findings reveal that the online anti-refu-

gee community is smaller in size, more active, highly interconnected, and transcends national bound-

aries, in contrast to the opposing communities. These results underscore the need for increased social 

media engagement of pro-refugee voices and improved moderation practices to foster a more inclu-

sive virtual public sphere. 
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1 INTRODUCTION 

Migration is a central topic in political discussions across European countries, leading to polarisation 

(Damstra et al., 2021). Right-wing populist politicians exploit the fear surrounding migrants to gain 

electoral advantage and propose policies to reduce their numbers. In contrast, liberal and progressive 

politicians prioritise the humane treatment and human rights of migrants, advocating for integrationist 

policies (Bossetta, 2018). The media played a role in negatively framing Syrian refugees in 2015, 

particularly in countries with right-leaning governments, leading to a "systemic and persistent" de-

individualisation of their image (Georgiou & Zaborowski, 2017, p. 3). People's media preferences, 

consumption habits, and attitudes towards migrants were found to be connected (De Coninck et al., 

2019; Debrael et al., 2021). Furthermore, public opinions on migration vary significantly and are 

polarised across Europe (d'Haenens et al., 2019). Hence, the dynamic relationship between politi-

cians, media, and public opinion is not fixed and evolves over time and in response to ongoing events 

(De Coninck et al., 2022). 

Utilising social media platforms for analysing latent public opinion about contested topics, such as 

migration, not only provides valuable insights but also enables the detection of viral sources and the 

spread of information, contributing to combating misinformation and fostering a more inclusive pub-

lic discourse. Twitter is frequently used in analysing social media platforms for political communi-

cation studies (Seabold et al., 2015; van Klingeren et al., 2021). Twitter data serves as a valuable and 

extensive information source for computational social science (Verbeke et al., 2017). By detecting 

viral sources and monitoring information dissemination on online social networks, it becomes possi-

ble to combat misinformation (Tambuscio et al., 2018) and to contribute to a more inclusive public 

discourse (Ahmed et al., 2020). Through collecting trace data from platforms like Twitter and apply-

ing computational research methods, we can gain insights into the underlying public opinion and how 

these opinions are communicated within online networks (Freelon, 2020). 

Previous research on refugee crises has primarily focused on examining the impact of textual or visual 

content on social media platforms (Chouliaraki, Lilie et al., 2017; d'Haenens et al., 2019; McCann et 

al., 2023; Nerghes & Lee, 2019; Ozerim & Tolay, 2021; Öztürk & Ayvaz, 2018). Some network-

based approaches also exist (Institute for Strategic Dialogue, 2021; Nerghes & Lee, 2018; Pöyhtäri 

et al., 2021). This new study adds a partition-based network analysis of the online political commu-

nication about refugees from a comparative perspective to the literature. More in particular, our re-

search investigates the retweet networks related to Syrian and Ukrainian refugees on Twitter (from 

now on, N1 and N2, respectively).1 There are several studies of political message networks on Twitter 

(Stegmeier et al., 2019), their temporal changes (Nasralah et al., 2022) and in different national twit-

terspheres (Fincham, 2019) and different languages (Smyrnaios & Ratinaud, 2017; Yao et al., 2022)). 

Prior research on political communication networks indicates that these networks are divided into 

two main camps (Galeazzi, 2022). However, these camps consist of different user clusters (Freelon 

2020). Our first goal is to disclose these clusters in the networks.  

RQ1: What are the community structures of retweet networks related to these refugee crises? 

 
1 We want to highlight here two ethical challenges for our research: 1) In this study we aim at analysing communication 

networks, however we do not assume or claim that both Syrian and Ukrainian refuge crises are identical events. Both 

have different cultural and historical dynamics that are beyond the limits of our communication-based research. 2) Alt-

hough we refer to these events concerning human mobility as ‘crises’, we do not claim they should be considered as such. 

The narrative of crises about human mobility can have detrimental effects for social inclusion and communication (Som-

mer, 2022). We will nevertheless use the term ‘crisis’ for lack of a better term to refer to these events.   
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Additionally, the literature on social media analysis reveals that far-right parties and movements ef-

fectively use social media platforms to advance their anti-refugee agenda (Åkerlund, 2022; 

Schroeder, 2018).We ask ourselves whether there any differences between the two networks in this 

regard.  

RQ2: What are the activity and engagement levels of the main pro- and anti-refugee communities2 in 

both networks? 

Finally, we will exploit a feature of our dataset to explain the results of our RQ2. Concretely, we will 

analyse the national composition of main clusters to investigate the transnationalityof the leading 

communities in debate (Stoltenberg, 2021). The study of interactions between similar political move-

ments and groups across national borders in the virtual public sphere is facilitated by digital methods 

(Dahlberg-Grundberg et al., 2016; Merrill & Copsey, 2022). Thanks to our German-language Twitter 

dataset, we have the geolocation of users from mainly three countries: Germany, Austria, and Swit-

zerland. We investigate if the communication networks are divided along national lines or if there are 

any cross-national collaborations in network clusters. If so, do they happen equally on each side of 

the polarisation? 

RQ3: What is the national composition of the clusters? Which are more transnational?  

2 RESEARCH DESIGN AND DATA 

Social network analysis (SNA) is a method that is widely applied for the analysis of polarisation on 

online social media platforms (Adamic & Glance, 2005; Al Amin et al., 2017; Esteve-Del-Valle, 

2022; Feller et al., 2011; Garimella, 2018; Urman, 2020). Unsurprisingly, online discussions about 

migration are the subject of many SNA studies (Dehghan & Bruns, 2022; Vilella et al., 2020; Yoo, 

2019). We adopt a mixed-methods approach to the social networks championed by recent studies in 

communication sciences (D'angelo et al., 2016; Freelon, 2020; Froehlich et al., 2020, 2020; Yousefi 

Nooraie et al., 2020). Furthermore, we aimed to conduct SNA for communication science purposes 

and focused on the partitions and their interrelations (Freelon, 2020; Freelon et al., 2015, 2016). Fur-

thermore, we used descriptive network statistics, visual analysis methods (Jacomy, 2021) and data-

driven but reflective analysis of the textual features of user and tweet metadata (Dehghan et al., 2020) 

to understand the complex social network structures.  

We will adopt an exploratory approach to find changes and patterns between these communication 

networks related to the Ukrainian and Syrian refugee crises. We will focus on the structure of the 

retweet networks as they signify positive relations between users and approval of message content 

most unambiguously (Ahn & Park, 2015; Freelon, 2020). Our workflow was as follows: First, we 

collected the dataset from Twitter API. Second, we applied custom Python scripts to our dataset to 

clean the data and scrape the location attribute of user data. Third, we constructed networks (graphs) 

and detected the communities (subgraphs, partitions) and influential users (based on indegree cen-

trality). Fourth, we (qualitatively) labeled the communities based on the description and retweet data. 

Fifth, we analysed meso-level network structures using 1) community size, 2) the internal ties as an 

 
2 Given the strong anti-refugee disinformation and propaganda in online social networks, we will refer to any group and 

tweet that does not explicitly aim at expanding this agenda as pro-refugee in this research. Pro-refugee in this study should 

not be understood as an ideological position but rather as a non-anti-refugee position.  
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indicator of retweet activity and connectedness of the community and 3) subgraph average degree to 

quantify the level of engagement per user of a given cluster. Finally, we exploited the user geolocation 

data to investigate the national composition of the communities. 

Our analysis of retweet networks involved the utilisation of various tools and techniques. Firstly, we 

constructed the networks by representing users as nodes and retweets as directed and weighted (the 

number of retweets between users) ties. To conduct partition-based network analysis, we used Python 

and its Pandas, NetworkX, and TSM packages (Freelon, 2020). Subsequently, we visualised the net-

works using Gephi, a widely adopted tool for visual network analysis (Bastian et al., 2009). Gephi 

facilitates the transformation of networks into visual maps, employing force-directed layout algo-

rithms to position related nodes in close proximity (Jacomy et al., 2014). Community detection is a 

vital part of network analysis of political communication (Münch, 2019). Our study employed the 

“Louvain” algorithm, renowned for its efficiency (Blondel et al., 2008). The algorithm works based 

on detecting sets of nodes (users) exhibiting dense interconnections, indicating homophily. To iden-

tify influential nodes, we employed the weighted indegree centrality measure. 

 Considerable deliberation was invested in formulating our tweet dataset construction methodology. 

We deliberately extended our investigation beyond 2015 for the Syrian Refugee Crisis, considering 

the enduring impact and ongoing debates surrounding this issue. Therefore, our data collection en-

compassed the period from 2015 to 2023 for this event. We focused on gathering data from 2022 to 

2023 for the Ukrainian case. To ensure the inclusion of relevant tweets concerning each refugee de-

bate, we adopted a filtering method that entailed capturing tweets containing keywords associated 

with human migration, coupled with ethnic markers such as ‘Syrian’ or ‘Ukrainian,’ all in the German 

language. The query strings used for data collection were made accessible through the GitHub repos-

itory of the first author.3 These refined queries specifically targeted data directly relevant to our study, 

excluding indirectly related events such as the Syrian Civil War or the invasion of Ukraine.4 The 

collected dataset is presented below for reference. 

 

 SYRIAN CASE UKRAINIAN CASE TOTAL 

TOTAL MESSAGES 318,338 342,634 660,972 

RETWEETS 214,683 238,934 453,617 

USERS 92,673 101,192 193,865 

Table 1. The collected dataset 

 

The dataset is used to generate a retweet network as described below: 

 

 SYRIAN-NETWORK (N1)  UKRAINIAN-NETWORK (N2) 

NODES 55,160 66,885 

EDGES 213,031 237,378 

Table 2. Node and edge sizes of the generated networks 

 

 

 
3 https://github.com/sercankiyak/GermanTwittersphereMigrationSNA 
4 It is important to acknowledge that our commitment to explicit and stringent criteria implies that our dataset does not 

capture all Twitter communication on the topic. It is possible for users to allude to these groups without explicitly men-

tioning ethnicity or referring to migrants. In fact, they can do it without any words such as visuals or gestures or emojis. 

In short, our keywords generated an amalgamated dataset of political communication that is limited in size but highly 

accurate. 
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3 RESULTS  

Our analysis of N1 resulted in Tables 4 and Graph 1 below.  

 

 

COMMUNITY POPULATION INTERNAL TIES AVG. DEGREE 

PRO-REFUGEE (2) 14,181 36,558 2.58 

FAR-RIGHT (0) 10,080 54,025 5.36 

ANTI-ISLAM (5) 8,579 25414 2.96 

MUSLIMS+DEMOCRATS(7) 7,079 8731 1.23 

MEDIA (4) 6,001 8400 1.40 

AFD+NEWS (11) 2537 4,207 1.66 

SOLIDARITY+NGOS (21) 2026 3371 1.66 

INTERNATIONALIST(38) 1863 3369 1.81 

ACTIVIST (13) 1416 1461 1.03 

MIXED (25) 1398 1809 1.29 

Table 4. Size, internal ties and average degree scores for the top 10 detected communities in N1. Community labels 

consist of two parts: 1) Label assigned by the researchers and 2) the arbitrary number assigned by the algorithm (kept for 

future reference and convenience). The communities are listed from the largest to smallest in terms of their user popula-

tion. The internal ties represent the volume of internal retweeting activity. The average degree quantifies the (internal) 

retweet per user. It shows the average user engagement and promotion of their community by users (irrespective of the 

community size). The highest numbers in each column are highlighted. 

 

 

Regarding community sizes and identifying central nodes within N1, our analysis reveals several 

notable findings. Firstly, the pro-refugee community (2) emerges as the largest group within the net-

work, encompassing pro-refugee NGOs, media outlets, politicians, and their respective supporters. 

In contrast, community 0 primarily consists of the anti-migrant populist party Alternative für 

Deutschland (AfD), alongside other nationalist and conservative opinion leaders. Interestingly, the 

third largest community (5) exhibits a distinct anti-Islam stance that parallels the nationalist commu-

nity (0). Community 5 also shows a significant average subgraph degree, indicating strong per-user 

engagement. Unsurprisingly these communities exhibit a similar stance against Syrian refugees. 

Community 7, conversely, consists of influencers who are Muslims, individuals from migrant back-

grounds, and politicians who express empathy toward them. Notably, within the fifth largest commu-

nity (4), central accounts predominantly belong to liberal or left-wing media entities. After the 5th 

community, the population size dips significantly (from 6000 to 2500). Consequently, we decided to 

focus on the top 5 communities in N1. The external ties among communities can be as informative 

as internal ties. They are visualised below as Graphs 1 and 2. 
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Graph 1. The community network structure of the top 5 communities in N1. The size of each node, representing a 

community, is determined by its internal ties rather than the number of nodes within the community. Consequently, larger 

nodes correspond to communities with higher rates of retweeting among their members. The thickness of the edges con-

necting nodes indicates the strength of connections between two communities (number of connecting edges divided by 

all edges). 

 

 

The strong tie between the anti-refugee communities (far-right (0) and anti-Islam (5)) indicate a 

strong connection and retweet activity between these communities. The retweet activity of pro-refu-

gee communities on Twitter is relatively weak compared to their opposition in the case of Syrian 

refugees in terms of both internal and external ties. Table 5 and Graph 2 below concern the N2. 

 

 
COMMUNITY POPULATION INTERNAL TIES AVG. DEGREE 

 FAR-RIGHT (0) 17,283 85,560 4.95 

PRO-REFUGEE (4) 14,703 33,787 2.30 

UKRAINIAN+POL.CENTRE(2) 7,560 12,803 1.69 

ACTIVIST (1) 7,057 10,522 1.49 

GOVERNMENT (48) 5,869 11,433 1.95 

MEDIA (3) 4,939 9,159 1.85 

AUSTRIAN (10) 3,693 8,483 2.30 

GOVERNMENT (12) 2,089 2,803 1.34 

SWISS (15) 1,896 2,945 1.55 

PUBLIC INSTITUTION (19) 1,796 1,955 1.09 

Table 5. Size, internal ties and average degree scores for the top 10 detected communities in N2. See Table 4 

above for the explanations. 

 

Table 5 provides insights into the composition of N2, revealing a substantial polarisation between 

two main opposing groups. The largest group, denoted as community 0, consists of influencers affil-

iated with AfD politicians, conservative opinion leaders, and their followers. In contrast, community 

4 represents the largest pro-refugee group within this network. Community 2 is characterised by pro-

Ukrainian accounts featuring CDU parliament members and journalists from conservative-leaning 

media outlets such as Welt. The fourth biggest community consists of influencer-activists who sup-

port Ukrainian refugees. The following smaller communities comprise government, mainstream me-

dia, and institutional accounts. Notably, we observe two smaller communities of pro-Ukrainian 

52



refugee accounts from Austrian (10) and Swiss users (15). However, we do not find anti-refugee 

Austrian or Swiss communities; we will explain why that might be the case below.  

 

 

 
Graph 2. The community network structure of the top 10 communities in N2. See Graph 1 above for the explana-

tions. 

 

 

The analysis of Graph 2 reveals that the far-right community (0) is the most active one in N2. It is 

relatively consolidated and highly active in spreading its messages. On the other hand, the pro-refugee 

communities display smaller node sizes (internal activity) and weaker ties (external retweet connec-

tions) compared to N1. This shows sparse connections among the pro-refugee group, which is not 

helped by the weak connections of Austrian (10) and Swiss (15) to the main German pro-refugee 

community (4). 

These observations answer RQ1 and RQ2. For the former, we found significant community-level 

retweeting behaviour in both networks and a polarised communication network as described above. 

Our analysis showed that while the pro-refugee communities are more sparsely connected when amal-

gamated, they constitute more than half of the users in the network. Conversely, we observed a nota-

bly higher level of activity and engagement from the anti-refugee clusters. This result holds particular 

significance since the anti-refugee communities do not consistently constitute the largest communi-

ties. We hypothesise that cross-national collaboration may be one contributing factor to this phenom-

enon of a highly active anti-refugee community. 
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Graph 3. A visualisation of N2 coloured by geolocation. Red indicates German, blue indicates Austrian and green 

indicates Swiss users and their retweets. The circle and labels were added manually to highlight the spatial differences. 

This graph is limited to users with location data.  

 

 FAR-RIGHT (COM 0) PRO-REFUGEE (COM 4) 

GERMAN % 90 94.6 

AUSTRIAN % 5.21 2.79 

SWISS % 4.79 2.61 

Table 6. Nationality Distribution of the top 2 communities in N2 in percentages. 

 

 

Graph 3 shows the locations of far-right (0), German pro-refugee (4), Austrian pro-refugee (10) and 

Swiss pro-refugee (15) communities. Table 6 shows that compared to the main pro-refugee commu-

nity (0), the anti-refugee community (5) exhibits a more transnational composition. This trend is also 

expressed in the analysis of its top nodes; while there were no non-German users in the top 50 central 

users (indegree) in community 0, there were five non-German users among the top 50 far-right users. 

Alongside their high indegree centrality within the graph, these users included the hartes_geld, the 

node with the highest indegree centrality in the graph, who is from Austria. Therefore, our results 

indicate that far-right groups engage and benefit from transnational communication and support more 

than the pro-refugee groups (RQ3). 
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4 DISCUSSION AND CONCLUSION 

The present study has investigated the ongoing online communication networks on Twitter with re-

gard to the Syrian and Ukrainian refugee crises (N1 and N2), focusing on retweets and community 

structure. The results indicate that the anti-refugee community displays higher activity levels despite 

not always having the largest numbers. Additionally, while constituting the majority on Twitter, the 

pro-refugee users are loosely connected with significantly fewer ties between themselves, suggesting 

less individual engagement and activity on social networks and a weaker community. While N1 

showed two anti-refugee clusters (AfD and anti-Islam), in N2, the anti-refugee group is more consol-

idated, indicating more isolation and growing polarisation in recent years. Finally, in N2, the same 

community showed more transnational ties compared to the main pro-refugee community. These 

findings are consistent with previous research that is conducted in different national contexts regard-

ing anti-migration communities being (what wefer to as) “a loud minority" phenomenon (Vilella et 

al. 2020; Dehghan and Bruns 2022).  

Unfortunately, in this study, we had to focus on the explicit and strict criteria for our data, and we 

could not investigate the tweet contents. Moreover, we did not engage with the temporality of N1 and 

changes in the Twitter networks. Despite these weaknesses, our research contributes to the study of 

online communication about migrants by investigating the network structure and diffusion of infor-

mation on Twitter. Furthermore, it highlights the importance of transnationality for analyzing virtual 

public discussions. It is a promising direction for future research, and it can help us avoid "methodo-

logical nationalism," whose critique highlights the challenges a researcher needs to navigate while 

studying nations and national public spheres (Wimmer & Schiller, 2003). The digital trace data and 

social networks of communication open new avenues to use this concept that came out of migration 

and transnationality studies. Regarding policy suggestions, our findings underscore the necessity of 

implementing measures to foster improved online discourse surrounding migration. Firstly, it is im-

perative to enhance moderation efforts aimed at curtailing the dissemination of hateful and misleading 

content, which could be effectively amplified by far-right factions. Secondly, pro-refugee civil soci-

ety organisations and public institutions need to enhance their social media presence. In particular, 

the initiation of transnational campaigns promoting inclusivity and communication through social 

media channels hold the potential to counteract far-right activism and propaganda.   
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ABSTRACT 

The automation bias describes the phenomenon, proven in behavioural psychology, that people place 

excessive trust in the decision suggestions of machines. The law currently sees a dichotomy—and 

covers only fully automated decisions, and not those involving human decision makers at any stage 

of the process. However, the widespread use of such systems, for example to inform decisions in 

education or benefits administration, creates a leverage effect and increases the number of people 

affected. Particularly in environments where people routinely have to make a large number of similar 

decisions, the risk of automation bias increases. As an example, automated decisions providing sug-

gestions for job placements illustrate the particular challenges of decision support systems in the 

public sector. So far, the risks have not been sufficiently addressed in legislation, as the analysis of 

the GDPR and the draft Artificial Intelligence Act show. I argue for the need for regulation and pre-

sent initial approaches. 
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1 INTRODUCTION 

Digital transformation has led to the ubiquity of algorithmic decision-making. Public and private ac-

tors are replacing previously purely human decision-making processes with processes that integrate 

computer systems or pre-structuring human decisions with automated decision suggestions. In the 

administrative sector in particular, this increasing use gives rise to numerous legal issues.1 So-called 

Algorithmic-Decision-Making-Systems (ADM) make existentially important decisions that affect 

people’s lives, such as the distribution of child benefits,2 the allocation of university places3 or support 

measures in employment services. 4 There are countless articles about the benefits and risks of fully 

automated decisions. Societal risks,5 potential for discrimination,6 ethical questions,7 legal redress 

deficit8 and constitutional requirements such as legitimisation9 and transparency10 are the subject of 

an ongoing debate. The general aim of using technology and automation in public administration is 

to make decision-making processes more effective, efficient, rational, or neutral. The factual basis as 

a formerly analogue reality of life has been datafied and thus supposedly rendering it calculable. But 

numerous examples of algorithmic errors11 due to inadequate databases, programming errors, or in-

correct application have shown that the digitalisation of decision-making processes is neither effi-

cient, desirable, nor compatible with the principles of the rule of law12 and the protection of funda-

mental rights in all areas.13 

In this context, the supposedly clear dichotomy between human and machine decision-making pro-

cesses suggests a clear distribution of risks to the detriment of full automation,14 whereas human 

decisions seem to be sufficiently constrained by existing normative structures such as justification 

requirements, bias rules, time periods, etc. to legitimise the content of the decision. The risks of these 

hybrid decision-making processes are not covered by the regulatory systems, for example, there are 

no provisions for decision-support systems in German administrative law, only a reference to fully 

automated administrative acts. I focus here on the case of decision-support systems in the adminis-

trative sector which produce automated proposals for human decision-makers. 

 
1 (Ruschemeier 2023 i.E.). 

2 https://www.autoriteitpersoonsgegevens.nl/sites/default/files/atoms/files/onderzoek_belastingdienst_kinderopvangto-

eslag.pdf. 

3 (Martini et al. 2020). 

4 (Allhutter et al. 2020), (Scott et al. 2022). 

5 Eg. (Pasquale 2015). 

6 Eg. (Wachter 2019). 

7 Eg. (Mühlhoff 2020). 

8 (Martini, Ruschemeier, and Hain 2021). 

9 Eg. (Liu, Lin, and Y.‑J. Chen 2019). 

10 Eg. (Burrell 2016). 

11 (O'Neil 2017). 

12 (Kolain and Ruschemeier 2023). 

13 (Nink 2021). 

14 See the specific norms for algorithmic administrative acts in German Administration Law: § 35a Administrative Pro-

cedures Act, § 88 (4) Tax Code; § 31a Social Code X. (Kahneman et al. 2016) argue the opposite, namely that algorithms 

make better decisions than humans. 
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Human decisions follow a limited rationality.15 In an increasingly complex world, it seems more and 

more difficult to consider all the relevant factors when making decisions.16 The use of algorithm-

based systems to alleviate human decision-making processes is therefore ubiquitous. However, the 

focus of (scientific) discussions is mainly on visions of “artificial intelligence”, robotics, and fully 

automated decision-making processes. Thus, the risks of algorithmic decision support are not suffi-

ciently reflected in legal and institutional terms, but are in fact widespread.17  

In between these two poles of fully automated and fully human decision-making lies the as-yet unes-

tablished (legal) category of decision-support, which also seems ubiquitous in everyday life. Digital 

devices, platforms, or other network-based services are constantly suggesting decisions: from oper-

ating modalities and default settings to recommendation algorithms for advertising and content. These 

decision-support systems become problematic when they are subject to different parameters than 

purely human or fully automated decisions, parameters which are previously unknown and lead to 

anomalies, such as the automation bias.18 

Automation bias is the phenomenon, well established in behavioural psychology, in which people 

trust the suggestions and decisions of machines against their better judgement.19 With the widespread 

use of such systems, for example in education or benefits administration, such biases develop a lev-

erage effect and multiply the number of people affected. Especially in environments where people 

have to make a large number of similar decisions on a routine basis, the risk of automation bias 

increases, and expert knowledge alone is not a sufficient defence. At present, the problem of automa-

tion bias is not addressed by legislation. External factors such as time pressure or the effort required 

to check the algorithm can encourage such behaviour.20
     

I will show the legal difficulties inherent in automation bias using the case study of the ASM algo-

rithm (2) and then look at the current legal situation (3) before considering the need for regulation 

(4). 

2 CASE STUDY: THE AUSTRIAN AMS-ALGORITHM AND SIMILAR 

SYSTEMS 

The Austrian ASM-algorithm21 has been used in the placement of unemployed people and was de-

signed to help case workers make more efficient use of resources in the long term.22 For this purpose, 

 
15 (Kahneman 2011). 

16 (Ruschemeier 2022). 

17 (Wachter, Mittelstadt, and Russell 2021). 

18 Some studies (Alon-Barkat and Busuioc 2023) also find other human biases beyond overreliance on machine output, 

such as selective adherence, i.e. adherence to machine output that systematically differs across sensitive demographic 

dimensions of decision subjects. 

19 Recently in the context of judicial reviews: (Kazim and Tomlinson 2023). Regarding public administration: (Alon-

Barkat and Busuioc 2023); (Green and Y. Chen 2019). See also: (Bailey and Scerbo 2007); (Lyell and Coiera 2017b); 

(Parasuraman, Molloy, and Singh 1993); (Indramani L. Singh, Anju L. Singh, and Proshanto K. Saha 2007); (Rovira, 

McGarry, and Parasuraman 2007); (Snow 2021). 

20 (Lyell and Coiera 2017a); (Pilniok 2022). 

21 Arbeitsmarktchancen-Assistenz-System des Arbeitsmarktservices (AMS) Österreich; https://iab.de/iab-veranstaltun-

gen/einblicke-in-das-arbeitsmarktchancen-assistenz-system-der-sogenannte-ams-algorithmus-des-arbeitsmarktservice-

ams-oesterreich/.  

22 Currently, the application is suspended due to an ongoing court case. (Der Standard 2022). 
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the programme divided jobseekers into three groups according to their calculated chances on the la-

bour market: high, medium and low. The AMS-model considered personal characteristics such as 

age, gender, education, health limitations, caring responsibilities, education, and citizenship.23 On the 

basis of the published model, it can now be seen that the model deducts certain points for being a 

woman (0.14 points) as well as for potentially having care responsibilities as a woman (0.15 points). 

This reveals that the existence of care responsibilities alone played a role in a woman’s future job 

chances. All people over 30 are also penalised on the basis of their age alone, and the penalty is even 

more drastic from the age of 50 (0.7 points). People with ‘health problems’ are also penalised by the 

system (0.67 points), as are people from non-EU countries. 

In addition to the obvious potential for discrimination, other legal problems arose: the competent data 

protection authority (DPA) prohibited the further use of the programme, as it constituted illegal pro-

filing and a violation of Art. 22 of the GDPR which prohibits fully automated individual decisions 

with legal effect or similar impairments.24 The DPA argued that while the final decision rested with 

the person responsible according to internal PES guidelines, these internal instructions have no “ex-

ternal effect” and are therefore not binding on the authority concerned. In this respect, the affected 

persons cannot refer to them in a legally effective manner and thus cannot demand a review. The fact 

that in some cases the counselling time allocated was only ten minutes speaks in favour of a routine 

acceptance. Furthermore, the DPA argued that it could be assumed that counsellors would increas-

ingly rely25 on the decision of the AMS as a result of COVID-19. As genuine supervision by a human 

being is therefore “not bindingly ordered (in the sense of a legal guarantee) for all individual cases 

and thus not fully guaranteed”, Article 22 of the GDPR should be applied with reference to the guide-

lines of the Article 29 Working Party,26 which assumes an “automated decision” in the sense of Ar-

ticle 22 GDPR in cases in which automatically calculated results are routinely simply adopted.  

In the ensuing legal dispute, however, the Austrian Federal Administrative Court proceeded on the 

basis of a purely formal assessment of the decision-making structure and did not address the risks of 

automation bias. The court argued that the assessment was only carried out by the relevant consultants 

using the model and that routine adoption did not carry any great significance. An appeal against the 

decision has been submitted, but no decision has been made so far, and the AMS-model is not in 

use.27 A similar system has been used in Poland, where statistical analysis has also shown that case-

workers made changes to the automated classification of jobseekers in only 0.58% of the cases ex-

amined.28 

Since, according to the court, this was not a fully automated decision within the meaning of Art. 22 

GDPR, despite the many indications suggesting the case handlers simply relied on the suggestions of 

the system, the protective mechanisms of Art. 22 GDPR do not apply either. In the court’s opinion, 

the decisions were thus purely human decisions; the factual binding effect of the machine suggestions 

in combination with the internal guidelines was not considered. Thus, constellations of potential au-

tomation bias fall between the cracks: the actions of data subjects are made considerably more 

 
23 https://ams-forschungsnetzwerk.at/downloadpub/arbeitsmarktchancen_methode_%20dokumentation.pdf 

24 Österreichische Datenschutzbehörde, decision 16.8.2020, D213.1020, 2020.0513.605. 

25 (Allhutter et al. 2020) point out, that the system’s output is supposed to be a “second opinion” but will become a “first 

opinion” in practical use due to the short time available to case handlers. See also (Scott et al. 2022). 

26 (Art. 29 Data Protection Working Group 2017). 

27 (Scott et al. 2022). 

28 (Niklas, Sztandar-Sztanderska, and Szymielewicz 2015), S. 28, (Scott et al. 2022). 
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difficult by the engagement of non-transparent systems within the decision-making process, but they 

are also not entitled to the protection of the additional rights which are only triggered by fully auto-

mated decisions. 

So far, regulators and courts have ruled that a formal human-in-the-loop is sufficient to prevent a 

fully automated decision. This means that the problem of automation bias cannot be solved by merely 

banning fully automated decisions. This could indicate that a new kind of decision category is needed 

to address human-machine interactions that produce decision-relevant output. 

3 DECISION SUPPORT SYSTEMS IN LAW 

As the cases show, data protection law does not adequately address the problem of automation bias. 

In general, the law has so far distinguished between two forms of automated decision systems (ADM) 

fully automated ADM and partially automated ADM, i.e. decision-support systems with a human in 

the loop.29  

3.1 Automation Bias and the GDPR  

This interface between machine suggestions and human final decisions has so far only been dealt with 

in passing, especially in the context of data protection law.30 Article 22 GDPR establishes the right 

not to be subject to a decision based solely on automated processing, including profiling, which pro-

duces legal effects or significantly affects that individual (the data subject). The prerequisite for its 

application is the processing of personal data within the scope of the GDPR, which also applies to 

public authorities. The right under Art. 22 (1) GDPR, which is interpreted as a prohibition, does not 

apply if the decision is necessary for the performance of a contract (Art. 22 (2) a)), if a legal basis has 

been created that provides sufficient safeguards for the rights, freedoms and interests of the data sub-

ject (Art. 22 (2) b)), or if it is based on an explicit consent (Art. 22 (2) c)). None of these exceptions 

apply to public employment services. 

It is therefore crucial to understand a decision based solely on fully automated processing. The exact 

interpretation is unclear and disputed.31 Legally, there can be no decision if the person concerned 

already lacks the capacity to decide. In a purely human-based process, this would be the preparation 

stage for a decision, for example, with the scanning of documents. 

Thus, in the example of the Austrian court, if a human retains substantive decision-making power, it 

could be argued the machine is merely preparing the information, and there is no fully automated 

decision from a purely external point of view.  

However, substantive decision-making power is not congruent with a decision if it is not exercised. 

It is only when the decision-making power is exercised by a human being that it has an effect on the 

result. In my opinion, it is not sufficient to limit oneself to a plausibility check or not to influence the 

automated process. These difficulties of interpretation are compounded by problems of verifiability; 

decision-making is an internal process that can at best be presumed on the basis of external evidence. 

 
29 (Pilniok 2022). 

30 (Martini 2021); (Martini, Ruschemeier, and Hain 2021), (Steinbach 2021). 

31 (Bygrave 2020). 
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If the agents follow the suggestion, it is difficult to actually prove whether a decision has been con-

sciously made or whether a suggestion has been passively adopted. 

The formal understanding of fully automated decision-making systems in Art. 22 GDPR provides a 

normative incentive to develop decision support systems that are not subject to the requirements of 

the GDPR. However, decades of experience from various application areas,32 e.g. aviation safety, 

medicine, etc., as well as basic psychological research33 shows that simply assuming a human-in-the-

loop approach is by no means a sufficient protection. The law should recognise the psychological and 

technical factors in play in such decision support systems, and develop legal solutions to minimise 

the corresponding risks. Standards such as Art. 22 GDPR should be read more as a socio-technical 

norm,34 or such norms should be created. Many legal requirements do not reflect the fact that digital-

isation is a socio-technical development that only works in the interplay between human action and 

technology.35 Digitalisation only exists as a result of human-driven processes, but it is increasingly 

influencing how those processes play out. 

3.2  The forthcoming Artificial Intelligence Act and the automation bias  

The draft on the Regulation of Artificial Intelligence36 (AI-Act) at Union level implements the re-

quirement for human oversight in decisions involving artificial intelligence in Art. 14 (2). High-risk 

AI systems should therefore “be designed and developed so that they can be effectively supervised 

by natural persons for the duration of the use of the AI system”. Article 14 (3) provides that human 

oversight should either be built into the system (lit. a) or the need for human oversight be highlighted 

to the user (lit. b) to allow users to understand and be aware of the capacities of the system, and 

subsequently to interpret, decide on, or deviate from the suggested information. In particular, users 

are aware of “the danger of potentially over-relying on the output of a high-risk AI system (automa-

tion bias) in particular for high risk AI systems used to provide information or recommendations to 

be taken by natural persons.” Through “human supervision”, users should, depending on the circum-

stances and within a proportionate framework, be able to monitor the AI system (para. 4 lit. a) or, in 

individual cases, to decide against the output of the AI software (para. 4 lit. d), i.e. to follow or not 

follow the decision proposal generated by the AI. Article 14 (4) (b) explicitly mentions the automation 

bias. The measures referred to in paragraph 3 are intended to enable the individuals to whom human 

oversight is assigned to remain aware of the possible tendency to automatically rely or over-rely on 

the output produced by a high-risk AI system (‘automation bias’), in particular for high-risk AI sys-

tems used to provide information or recommendations for decisions to be taken by natural persons. 

The actual business conditions for using AI software will usually be such that although users are 

‘aware’ of the biases of the automation, they will not take active control over the decision-making 

process. For this, the institutional framework conditions of the decision-making situation must be 

changed to provide time and incentives for administrators to use their own decision-making power, 

and scope for deviation from system proposals. 

 
32 (Parasuraman and Riley 1997). 

33 (Lyell and Coiera 2017a). 

34 (Djeffal 2021). 

35 (Mühlhoff 2020). 

36 Proposal for a Regulation of the European Parliament and of the Council Laying down harmonized rules on Artificial Intelligence 

(Artificial Intelligence Act) and amending certain union legislative acts. COM/2021/206 final.  

65



It is welcome that the proposed regulation recognises the problem of automation bias. However, its 

scope is limited to the specific high-risk systems listed in Article 6 in conjunction with Annex III, the 

scope of which is still evolving during the legislative process. Currently, access to and usage of es-

sential private services, public services, and benefits are envisaged as high-risk systems.37 Moreover, 

thus far Art. 14 AI-Act only refers to technical measures; organisational requirements, which in par-

ticular consider the context of the decision, are prima facie not required. 

4 A NEED FOR NEW REGULATION? 

Automation bias remains inadequately addressed by the current legal instruments. Protective mecha-

nisms are needed, particularly in the area of administrative decisions governing existential issues such 

as employment services and benefits. Interdisciplinary findings from technical science and psychol-

ogy should be included in the process, with a distinction made between substantive legal limits and 

procedural requirements.  

In administrative law, automation bias can constitute a violation of the principle of official investiga-

tion or a failure of discretion. So far, these consequences have not been reflected normatively. Further 

challenges arise in the context of provability in judicial proceedings; without insight into the internal 

decision-making process those affected face greater difficulty in proving automation bias. As ex-

plained elsewhere, in these cases, evidence can be facilitated.38 This is justified by a distribution of 

risk as an extension of the rule of law principle: for the state to reap the fruits of the efficiency from 

using the system, it should then also have to bear the risk and be able to prove that there is no auto-

mation bias risk, e.g. through deviation rates or sufficient processing time. 

In certain areas sensitive to fundamental rights, such as criminal law, but also in the case of vital 

administrative services of general interest, systems should not make detailed proposals for decisions, 

but should be used only as a tool for establishing the facts. In other areas, procedural mechanisms 

should be put in place to mitigate the risk of automation bias, such as confirmation requirements, 

justification requirements by the human decision-maker, or a four-eye principle. Insights from psy-

chology, computer sciences, and administrative sciences should be used to determine what kind of 

confirmation mechanisms are useful, how user interfaces can be constructed, and which technical and 

institutional safeguards can be considered. Procedurally, time pressure in mass procedures should be 

considered as risk factor for automation bias, especially if a very short decision time is accompanied 

by a predominant acceptance of the system proposal. 

In decision-making contexts that are particularly sensitive in terms of fundamental rights, it may be 

appropriate to impose a burden of proof on a case officer who makes extensive use of decision support 

systems in order to ensure that they address the content of the proposed decision. In any case, it should 

not be more time-consuming to deviate from the algorithm-based recommendation than to follow the 

proposed decision. 

 
37 Annex III (5): Access to and enjoyment of essential private services and public services and benefits: (a) AI systems 

intended to be used by public authorities or on behalf of public authorities to evaluate the eligibility of natural persons for 

public assistance benefits and services, as well as to grant, reduce, revoke, or reclaim such benefits and services 

38 (Martini, Ruschemeier, and Hain 2021); (Ruschemeier 2023). 
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ABSTRACT 

Forms of algorithmic management (AM) play an essential role in organizing food delivery work by 

deploying AI-based systems for coordinating driver routes. Given the risks of precarity and threats 

posed by AM that are typically related to (migrant) platform work, the question arises to what extent 

structures of co-determination are able to positively shape this type of work and the technologies 

involved. Based on an intense case-study in a large food delivery company, this paper is guided by 

three questions: (1) How is algorithm-based management and control used by the company? (2) How 

is it perceived by the couriers, also in relation to other aspects of their work? (3) What are the works 

council’s priorities, strategies, and achievements regarding co-determination practices? Contrary to 

the prevalent perception in the literature on the subject of AM, our analysis shows that human agency 

is still pivotal when algorithm-based systems are used to manage work processes. While data- and 

AM-related issues do not represent a central area of conflict, we find that co-determination rights in 

this domain can translate into a powerful bargaining resource of the works council with regard to the 

companies’ digital business model. Our study also shows that algorithmic management poses prob-

lems of non-transparency and information asymmetry, which calls for new forms and procedures of 

co-determination. 
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1 INTRODUCTION 

The term algorithmic management (AM) refers to the use of algorithm-based systems and tools in an 

organization’s management of its work force, labor processes, and work performance (see Meijerink 

& Bondarouk, 2023; Wood, 2021). Often it is based on artificial intelligence (AI) systems that auto-

mate decision-making and technology-based control (Kellogg, Valentine & Christin, 2020). AM 

plays an essential role in organizing food delivery work. Taking into account customer demand with 

restaurant and driver availabilities, the sequence of distributions is calculated and assigned to the 

couriers by an app on their mobile phones in order to optimize their routes. This process entails con-

stant tracking of the couriers along their routes. One stream in the scientific literature and public 

debate on platform work emphasizes the control potential of algorithm-based management systems, 

often referring to the food delivery sector as a typical example (Veen, Barratt & Goods, 2020; Wood-

cock, 2020). In this view, workers are not only exposed to precarious working conditions but also to 

algorithm-based forms of monitoring and control. Given the risks of precarity and threats that AM 

systems typically pose in platform work, the question arises to what extent structures of co-determi-

nation are able to alter the negative nature of this type of work. Based on an intense case-study in a 

large food delivery company, this paper is guided by three questions: (1) How is algorithm-based 

management and control used by the company? (2) How is it perceived by the couriers, also in relation 

to other aspects of their work? (3) What are the works council’s priorities, strategies, and achieve-

ments regarding co-determination practices? The paper closes by discussing emerging demands re-

garding the regulation and co-determination of AM. The study is part of the European research project 

INCODING funded by the European Commission (https://incoding-project.eu). The project conducts 

firm-level case studies in two sectors in four European countries. It precisely focuses on new chal-

lenges for worker representation and regulation in the context of algorithm-based control.  

2 BACKGROUND AND RESEARCH QUESTIONS  

Work at digital platform companies is a typical field of employment for migrant workers, especially 

in the area of food delivery. Such platforms are known for precarious working conditions in terms of 

low-skilled tasks, temporary contracts, low pay and (unreliably) flexible working hours. At the same 

time, they attract migrant workers (often refugees) due to their easy accessibility through low formal 

requirements, low language barriers, and short recruitment procedures (van Doorn, Ferrari & Graham, 

2022). 

While many articles deal with platform work in terms of precarious and migrant work, others have 

focused primarily on the functioning and impact of AM in their firm-level case studies. Besides (lo-

cation-based forms of) platform work, such as food delivery or other driving services (see the over-

view by Lücking, 2019), prominent fields of research regarding AM are logistics (Butollo et al., 2018; 

Staab & Geschke, 2019), manufacturing (Evers, Krzywdzinski & Pfeiffer, 2019), and HR work 

(Spielkamp & Gießler, 2020). In the German food delivery sector, AM occurs in the form of “app-

based management” (Ivanova et al., 2018) and is often discussed as an example of high external 

performance control in the sense of Kellogg, Valentine & Christin (2020). The smartphone is the 

focal point of algorithmic management in location-based platform work. It not only ensures the mo-

bility of platform workers but also enables the extensive collection of data that can be evaluated – in 

particular positional data via GPS. 
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The study by Ivanova et al. (2018) on the management of food delivery platform work via smart 

phone applications provided evidence that tracking movement generates an enormous amount of data, 

which enables comprehensive control of work processes. Automatically evaluating this data serves 

to optimize the processes and to monitor the work performance of the “riders,” as couriers are called 

internally. The assignment of work orders is based on data evaluation. Automated decision-making 

occurs through algorithms, which often creates the impression of technical rationality and objectivity. 

The app can also be used to generate additional incentives for motivation and performance improve-

ment through push messages. By offering minor choices, the app can foster the impression of auton-

omy and set incentives to increase individual productivity gains (“digital nudging”) (Lücking, 2019). 

Data on work performance is sometimes used to initiate competition among workers, but it is also 

used for hierarchical purposes by dividing couriers into different groups. Lucrative shifts or orders 

are only displayed to “best performers.” A central element of the algorithmic control by the app is 

information asymmetry: The couriers remain unaware of the exact extent and purpose of the service. 

They know neither how the summary metrics used to monitor their performance are calculated nor 

how the metrics enter into decisions on the shifts or orders offered to them (Schreyer & Schrape, 

2018). 

According to given data protection regulations in Germany, employees must agree to the processing 

of their personal data individually and voluntarily unless such processing is legitimized by relevant 

company agreements under data protection law (Wedde, 2020). Problems arise when there exists 

neither individual consent nor works councils willing and capable of negotiating appropriate company 

agreements. Consequently, it can be expected that companies using these systems operate in a legal 

gray area. Often the use of these systems is indeed illegal. 

In spring 2021, the data protection officer of the state of Baden-Württemberg raised some concerns 

regarding the “Scoober” app, an algorithm-based app used by a large food-delivery platform (see 

Tagesschau from May 21st, 2021): The data that the app collects and stores about couriers is docu-

mented in several data reports, showing that it is possible to track down with high precision when a 

driver is assigned an order, picks it up, and delivers it. The data protection officer concluded that this 

“is a very close-meshed monitoring of the employment relationship.” The exact location of the cou-

riers is passed on at intervals of 15 to 20 seconds. According to the data protection officer, this leads 

to so-called tracking, i.e., “constant monitoring of work performance,” which he believes is “clearly 

illegal.” The app also sends personal data to third parties, such as Google. The food delivery company 

denied the allegation and argued that the courier app complied with the applicable data protection 

regulations since time and location data are essential for the delivery service to function properly. 

The company also stated that the data collected was not used for unauthorized performance or behav-

ior control and that the couriers were informed on how and for what purpose the data is used. The 

lawsuit is still ongoing. It demonstrates the difficulties and possible limitations when legal regulations 

regarding data protection are applied. 

While the food delivery sector is often regarded as an example of strong algorithm-based control and 

standardization of low-skilled work, case-studies in the manufacturing or logistics sector draw a more 

ambiguous picture. On the one hand, algorithm-based work governance at industrial workplaces is 

also criticized for its potential to gather data on worker productivity and hence the ability to closely 

monitor activities (Falkenberg, 2018). Particularly, in assembly work and logistics, algorithm-based 

assistance systems are applied to guide workers through the assembly process or in the selection of 

parts. On the other hand, studies show that these systems can indeed be deployed with very different 

73



concepts of work: Algorithm-based assistance systems can provide flexible, situational information 

to employees, or they can be used to improve the transparency of work processes, optimize individual 

work performance and work organization, and increase the quality of tasks and enhance skills (Klip-

pert, 2020). 

The literature on AM also highlights that structures of co-determination can be a crucial factor in this 

ambiguous field. Several studies show the importance of co-determination regarding both the intro-

duction of new (digital) technology and issues of performance regulation to recognize aspects of a 

human-oriented design of assistance systems (Albrecht & Görlitz, 2021; Evers, Krzywdzinski & 

Pfeiffer, 2019; Krzywdzinski, Gerst & Butollo, 2023). A notable result is the relatively high ac-

ceptance of digital assistance systems, even in highly standardized processes. There are few conflicts, 

also due to the strong role of works councils in securing data protection criteria and preventing per-

formance monitoring and behavioral control. Moreover, there is evidence that the acceptance of al-

gorithm-based assistance systems (such as smart wearables) by workers relates to issues of transpar-

ency and co-determination. Employees tend to accept such systems if they retain control over the data 

and data usage and if this has a clear benefit for their work – especially in terms of reducing workload 

(Evers, Krzywdzinski & Pfeiffer, 2019). 

Given the outlined risks of algorithm-based control in the food delivery sector, which is characterized 

by both a lack of co-determination and a high level of precarious labor conditions, the question arises 

to what extent algorithmic control is exercised and how structures of co-determination can make a 

difference here. 

3 EVIDENCE FROM THE CASE STUDY 

The following results are based on an intense firm-level case study from 2022 in a large food delivery 

company. In contrast to other parts of the platform economy, the company issues fixed-term and 

permanent contracts to their couriers. After long periods of labor disputes, structures of co-determi-

nation have been introduced. This specific organizational setting gives us the opportunity to study the 

role of co-determination in the food delivery sector, which has not been covered in academic literature 

before. We have conducted interviews with managers, members of the work council, couriers, and 

external experts. In this section we outline the main results with regard to (1) the company’s aims and 

use of algorithmic management, (2) the experience and evaluation of AM practices by the couriers 

and the works council, and (3) the works council’s priorities, strategies and achievements regarding 

co-determination practices. 

3.1  Management objectives regarding the use of AM 

In the observed company, algorithm-based management takes place via an app that couriers need to 

install on their cell phones. It assigns jobs to couriers, navigates them to the destination and transmits 

information about pickup and arrival times to customers. This means the company continually tracks 

the location, speed, response time, delivery time, and route of the couriers. But, according to the 

company officials and couriers we interviewed, this information is not used to discipline couriers and 

achieve performance gains, at least not in an automated way. The management emphasized that indi-

vidual performance characteristics are neither generated nor used for individual performance control. 

The works council is skeptical in this respect and fears that such information might be used for regular 

performance reviews. 
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Overall, our study provides evidence that AM is mainly used by the company for functional reasons, 

i.e., for optimizing the sequence and allocation of orders. Humans could clearly not oversee and effi-

ciently manage such large numbers of couriers and orders in the delivery area. According to a typol-

ogy by Nies (2021), this type of technology use represents “process-oriented rationalization,” in con-

trast to rationalization strategies focusing on individual performance control. This orientation fulfills 

the function of maximizing efficiency by processing data fast, keeping routes short, and enlarging the 

geographical scope of deliveries. Nevertheless, it does not mainly aim at individual work performance 

since couriers are not expected to finish more than around two deliveries per hour and the maximum 

distance of orders cannot exceed a given number of kilometers. 

How does algorithmic management relate to control issues in our case study? It is evident that couriers 

are instructed and directed and that their performance is recorded (e.g., start of work, speed, distance, 

and number of orders). The number of orders also feeds into a bonus system, which rewards couriers 

when achieving certain numbers of orders per month. But no direct disciplining occurs if couriers are 

too slow. The technically possible control potential is clearly not exhausted here. We do not find 

evidence for automated forms of performance control, trying to push couriers or punishing them if 

late on arrival. The app does indicate couriers who get behind schedule by highlighting the arrival 

time in red, but it does not execute any automated forms of sanctions. The main variable for the 

company’s productivity, regarding the delivery process, is the efficient coordination of tasks – not 

the individual work performance. 

3.2  Experience and evaluation of AM practices by couriers 

Tracking and performance recording are widely accepted by the couriers we interviewed, who con-

sider it as “part of the job.” We also find evidence that some couriers even prefer to work with the 

app over constantly being monitored by a human superior. The app is partly experienced as a libera-

tion from direct, personal management control. Interaction with private apps or tracking of private 

information are more likely to be discussed as hazards. Hence, there is often the desire for a company 

cell phone. At the same time, the works council and some riders with a critical stance have strong 

concerns regarding data protection issues. They emphasize the risk that the company might collect 

and process information that is not obligatory for the mere execution of the work process. Issues of 

algorithmic control and data acquisition are seen as a crucial point for negotiations between the works 

council and the management. Interestingly, the works council applies a kind of double-edged strategy 

here. On the one hand, it strives for more transparency and co-determination regarding the develop-

ment and functioning of the app. On the other hand, they can use their information and approval rights 

(granted by the Works Council Constitution Act) to enforce non-AM related claims. In this respect, 

blocking and delaying software adaptations by not consenting to its implementation represents a 

strong means to pressure companies that apply digital business models. 

Surprisingly, basic flaws of the app are a major topic amongst couriers. Bad navigation and poorly 

calculated arrival times are seen as an obstacle to good work performance. Moreover, the lack of 

transparency of the app was seen as a major shortcoming. Couriers are unsure what information is 

tracked and who might possibly see it and use it for performance assessments. As stated above, our 

research does not provide evidence of such malpractice at the company surveyed. Still, the insecurity 

about whether this is done does unsettle couriers and thus results in indirect disciplining. As one rider 

comments: 
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So, there’s this fear that it’ll kind of backfire on me. That there is something like a digital profile of 

me. And if I somehow make mistakes or become rebellious, then I only get very thankless orders, so 

to speak. I already had the feeling that a few colleagues were very reserved when it came to criticism 

or confrontation. (Courier) 

Feelings of insecurity in this regard may be even more significant amongst vulnerable groups like 

migrant workers, who represent a large proportion of the workforce. 

In line with the existing literature emphasizing information asymmetries due to the black-box char-

acter of algorithmic systems, it is difficult for the works council to understand and evaluate the func-

tions of the app regarding their effects on couriers. The works council criticizes that the management 

only reluctantly provides insights on these matters. As a consequence, the works council and individ-

ual couriers have developed reverse engineering strategies to grasp the functioning of the app, i.e., 

using their own Python programming skills and documentation to assess the algorithm of the app. 

3.3  Works council priorities, strategies, and achievements 

Regarding the labor policy background, the company is characterized by a very active, dedicated 

general works council, which uses all options to improve the couriers’ working conditions (including 

appealing to the labor court). However, the focus is not mainly on control questions relating to the 

algorithm, but on other topics. This includes the definition of the delivery area (which the company 

wants to be as large as possible) or the destination of the last delivery (as close to the riders’ home as 

possible). Work cell phones, work equipment (first of all, the bikes), pay and working time issues, as 

well as a fair distribution of shifts, are major issues forming the companies’ main contested terrain. 

The works council has been successfully engaged in all these issues. The app and related control 

issues, in contrast, rather remain secondary. The works council is primarily concerned with access to 

the functional parameters, understanding how the app is processing this information and how it affects 

the work of the couriers. The works council recognizes the need to engage with the app, but reports 

difficulties in doing so: 

I have an idea of what I do as a works council member – co-determination rights. But the problem is 

when it comes to the question of what I should deal with precisely. I’m poking around in the dark. 

(Works council member) 

Therefore, the works council can only assess the consequences of AM to a limited extent. Thus, the 

scope for co-determination is restricted, and there remain uncertainties about the effects of possible 

changes in the AM-system. This is illustrated by the attempts to co-determine the length of tracking 

intervals: 

The thing is, we have no idea about what the impact of, for example, extending the tracking intervals 

will be. That’s always the problem. And we are not told that either. If I have a minute now […], could 

it be that the orders will become totally stupid for the couriers? Because they aren’t tracked as often 

anymore. And then they get worse jobs? Maybe they’ll get better as a result, but those are the scenarios 

that we can’t answer. (Works council member) 
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4 CONCLUSIONS AND DISCUSSION – LESSONS LEARNED FOR THE 

REGULATION AND CO-DETERMINATION OF AM 

Regarding the regulation of AM, Germany is, on the one hand, characterized by an overall lack of 

formalized regulations with an explicit focus on AM issues. On the other hand, a relatively large 

number of established legal regulations, sectoral and company agreements, and union and works 

council activities are already indirectly governing the field of AI and AM application. They address 

issues of data protection, platform work, co-determination, or discrimination. However, in many re-

spects, the existing national regulations do not cover specific issues that arise in the course of AM, as 

shown by our case study (see also Krzywdzinski, Gerst & Butollo, 2023; Molina et al., 2023). 

Previous studies have identified challenges for policy-makers and the regulation of AM in the fol-

lowing three areas of the German workplace, which are confirmed by our findings: (1) Transparency 

issues: Employers often do not provide sufficient information on the methods used in AI applications. 

(2) Control issues: According to the existing data protection regulations, employers may collect and 

process individual data when this information is used to fulfill the specific work purpose. Since this 

regulation leaves room for interpretation, misuse by companies can occur. (3) Co-determination is-

sues: Processual forms of co-determination gain importance (Krzywdzinski, Gerst & Butollo, 2023), 

because governance and monitoring of AI and AM are becoming permanent tasks in the context of 

systems that are frequently updated. Rights of co-determination are less effective as soon as such 

systems have been introduced, amplifying the importance that employees, works councils, and HR 

managers possess the appropriate skills and information to draw the right conclusions, anticipating 

possible long-term effects and unintended consequences. 

Our findings complement existing research in this field by shedding light on the role and interplay of 

management objectives, experiences of couriers, strategies of works councils, and co-determination 

issues regarding AM. A question of crucial importance is to what extent and in which way AM has 

become a new contested terrain of labor policies in the food delivery sector. Overall, our findings do 

not support the idea of strong labor conflicts regarding issues of AM in the German regulatory con-

text. Problems and conflicts rather arise from the couriers’ general precarious work and employment 

conditions. 

Our study did not find evidence for algorithm-based performance control at the individual level, as 

suggested by the respective literature in the field of AM (Kellogg, Valentine & Christin, 2020) and 

the platform economy (Schreyer & Schrape, 2018). The given potential of a rigid, algorithmically 

driven control system, as it is provided by the collection of vast amounts of data and technological 

possibilities (as demonstrated in other cases), has not been realized in practice in this case. Moreover, 

we find close linkages and interactions between (automated) algorithm-based order assignments and 

human readjustments by couriers and operators. In this respect, the term algorithmic management 

might be misleading and should be used more carefully in the scientific debate, since it tends to sug-

gest and emphasize the (AI-based) substitution of management functions. 

Concerning the strategies of the works council and couriers, labor policies are first of all concerned 

with traditional issues in terms of pay, working hours, work equipment, or safety issues. Despite the 

works council’s engagement and (fixed- and long-term) employment contracts, classic elements of 

precarious employment in the low-wage sector tend to persist, such as low pay, the lack of provision 

of core work equipment, bad and often dangerous working conditions, and insecure employment pro-

spects due to high market fluctuations. Still, for many workers, especially migrants, who often are 
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particularly reliant on initial labor market access, this form of work offers low threshold job oppor-

tunities. 

When trying to tackle issues of AM, the works council faces difficulties to obtain the necessary in-

formation on the parameters feeding into the AM system, to understand their functioning and inter-

action, and to evaluate the effects of possible changes and alternative usages – despite rather rich co-

determination rights and recent reforms (Work Council Modernization Act) in the German context. 

This raises the crucial question to what extent employee representations are able and need to be ena-

bled to co-determine AI- or AM-based systems themselves, as often suggested in the current debate, 

underlining the need for more processual rights. An alternative approach to co-determination might 

put more emphasis on regulating the effects of AM-based systems to prevent negative outcomes re-

garding staffing, work hours, workload, or safety. Such an approach would rely on classical fields 

and instruments of employee representation. 

Eventually, we find evidence that given regulations touching issues of data protection and technology 

can provide powerful means to works councils to achieve goals in other areas of action. In the digital 

platform economy, both efficient day-to-day business and quick innovation depend greatly on the 

collection and processing of data as well as on the fast and continuous development of (globally used) 

software. Putting pressure on the collection or processing of data can therefore quickly threaten com-

panies’ core business interests and amplify their cooperativeness in bargaining processes. In this re-

spect, existing co-determination rights regarding issues of AM can provide a new, powerful bargain-

ing resource to employee representation in AM-based business models. To the best of our knowledge, 

this fact has not yet received much attention in previous research. It underlines the need to study 

bargaining processes, power resources, and negotiation strategies in the area of AM more carefully. 

Future research in this field should take a broader perspective on AM-related policies in organiza-

tions, also considering issues and conflicts in other, “traditional” areas of action. Moreover, it seems 

useful to build on insights from bargaining and power resource theories to extend our understanding 

of the role AM-related issues and conflicts in organizational labor policies. 
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ABSTRACT 

The workers of Amazon Mechanical Turk (MTurk), who labor for the digital labor platform, are 

situated in their own material realities that are stretched across the globe. While they labor microtasks 

that produce data later used for machine learning algorithms to train AI, they are located in their own 

local and national contexts. MTurk is a fascinating case to examine, given that it poses one of the 

platforms within Amazon’s growing ecosystem where migrant labor is integral to its functioning. The 

question arises how does the specific organization of MTurk, being both web-based and a gig plat-

form, alienate workers and how does this relate to the ways by which workers organize? Essentially, 

it is argued that racialized realities and divisions of labor are present on the digital shopfloor level 

and relate to the ways by which workers are estranged from their work and fellow humans, while 

these realities also relate to the ways by which they organize in alternative forms. 
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ABSTRACT  

Based on an online experiment, I assess the effects of hate speech compared to positive and neutral 

speech about refugees in search engines on trust and policy preferences. The experiment varies the 

tone of the suggestions (control, positive, neutral, negative) and the source of the suggestions (search 

engine and politician). The study provides insights into the polarizing potential of hate speech among 

individuals self-identifying at the left and right margins of the political spectrum. There are funda-

mentally different effects of positively biased information, in which persons with such group identi-

ties are much closer in their attitudes than persons exposed to other refugee-related information. Fur-

thermore, search engines are perceived as politicized when they are politically biased, and the general 

trust in the source and its content erodes and is similar to the level of a typical politicized source (i.e., 

a politician). These findings are particularly alarming because the study shows that people with a 

right-wing political ideology are almost three times more likely to click on hate speech suggestions 

than those with a left-wing political ideology. Thus, especially strong political group identity plays a 

crucial role in how politically biased information influences political attitudes and how individuals 

engage with it online. 
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ABSTRACT 

We live in an “era of becoming a witness” (Givoni, 2011, p. 165), that is under the digitalized condi-

tions of our contemporary knowledge society, the boundaries of what we can and ought to know have 

widened. Importantly, perceiving and performing oneself as a witness or knower online is bound to 

the socio-technical conditions of platforms, their affordances and logics (Szulc, 2018; van Dijck & 

Poell, 2013). Memetic performance (Zulli & Zulli, 2022) or remixing and recontextualization (Primig 

et al., 2023) is the creative heartbeat of TikTok. Russia’s full-scale invasion of Ukraine is reimagined 

under this paradigm that transgresses “arrested war” (Hoskins & O'Loughlin, 2015) and recenters 

users’ creative contributions and the power of platforms. Paying attention to the subtle power of plat-

forms exercised through creators’ algorithmically facilitated creative performances reveals dis-

coursive practices of recontextualization within emerging affective networks of sound and images 

(Primig, Szabó & Lacasa, 2023, p. 7) where every topic, idea or belief can easily be hemmed into 

ever new contexts of trending online self-performance. Distant suffering is thus brought closer, but 

platform affordances also take on a stronger role in the interpretive struggles of war as they (co-

)determine users’ affective repertoires with trend templates and algorithmic curation: A development 

worth studying further. 
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ABSTRACT:  

Large language models (LLMs) are a booming field of AI research. LLMs are able to produce gram-

matically correct linguistic outputs with fluency, often similar to that of a human. Many of their out-

puts can hardly be distinguished from linguistic outputs created by humans, even though some 

demonstrate a lack of common sense. Neural networks have proven to outperform humans in games 

and practical domains based on pattern recognition. Now, we might stand at a road junction where 

artificial entities might enter the realm of human communication. I will invite the audience to expe-

rience how difficult it is to distinguish between human- and machine-generated text. To this end, I 

will present the DigiDan installation, a recorded Zoom call with three interactors, namely Anna 

Strasser (researcher), Daniel Dennett (origin), and DigiDan (digital replica). Whereby Dennett and 

DigiDan will just be visible by their initials and act only via chat. Then I will report on the making 

and evaluation of DigiDan – an LLM fine-tuned with the corpus of Daniel Dennett (Strasser et al., 

2023; Schwitzgebel et al., 2023) and give an overview of ethical consequences, touching issues of 

the difficulty to recognize human authorship, copyright, new forms of plagiarism, counterfeits of 

individuals, and the spread of misinformation and toxic language. 
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ABSTRACT 

These days, we are surrounded by creative text generators like GPT that seem to be able to generate 

any text we want. But how do we ensure that AI truly aids us in overcoming our unique creative 

challenges? In this talk, we uncover the remarkable potential of “prompt engineering” – the art of 

enhancing our communication with AI. We dive into the world of autoregressive text generators, 

learn their inner mechanisms and which training phases they went through to get to the current state-

of-the-art text generators. These insights help understand why certain prompt engineering techniques 

(such as few-shot prompting, role-prompting and chain-of-thought prompting) are able to outperform 

simpler prompting methods. We show how even some of AI’s classic hard problems, such as humor 

generation, become even more within reach thanks to these large language models and their prompt 

engineering techniques. 
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