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Team Reasoning from an Evolutionary Perspective: 

Categorization and Fitness 

Leyla Ade and Olivier Roy  

Abstract: »Team Reasoning aus evolutionärer Perspektive: Kategorisierung 

und Fitness«. The question of the evolutionary stability of team reasoning has 

been answered in multiple, even opposing ways. We provide a general, con-

ceptual categorization of these existing answers along four dimensions: (1) 

the unit of selection, (2) the notion of fitness for team reasoners, (3) the stage 

of decision-making, and (4) the ludic ecology. Beyond affording a better as-

sessment of the different modeling choices underlying the existing results, 

the categorization highlights important conceptual questions for the evolu-

tionary foundations of team reasoning. We illustrate this by looking in more 

detail into what should count as fitness for team reasoners. 

Keywords: Team reasoning, evolutionary game theory, fitness, cooperation, 

group agency. 

 Introduction and Motivation 

Team reasoning (Sugden 1993, 2003; Bacharach 1999, 2006) is an extension of 
classical game theory that aims at explaining the selection of the Pareto-opti-
mal equilibria in coordination games like the Stag Hunt or the HiLo game, as 
well as the cooperative outcome in social dilemmas and common good prob-
lems.1  
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Table 1 Three Games of Interest: The Prisoners’ Dilemma (PD), the Stag Hunt 

(SH), and the Hi-Lo game (HiLo) 

PD C D 

C (3,3) (-3,4) 

D (4,-3) (1,1) 

 
SH S R 

S (2,2) (-1,1) 

R (1,-1) (1,1) 

 
HiL H L 

H (3,3) (0,0) 

L (0,0) (1,1) 

 
The main motivation for developing the theory of team reasoning is the ob-
servation that classical equilibrium concepts fail to account for these phe-
nomena in a unified matter. To see this, let us consider first the Prisoners’ 
Dilemma (Figure 1, top left). Despite the importance of this game, e.g., the 
classical work of Ostrom (1990), the fact that mutual defection is the only 
Nash equilibrium of that one-shot, simultaneous interaction strikes many as 
counter-intuitive.2 Several solutions for explaining cooperative behavior have 
been proposed, for instance by redescribing the game as a repeated one (Ax-
elrod and Hamilton 1981) or by introducing assertive matching in evolution-
ary dynamics (Alexander 2007; Alger and Weibull 2013).  

Unlike the Prisoners’ Dilemma, the Stag Hunt game (Figure 1, top right) has 
two Nash equilibria in pure strategies: (S,S), the payoff-dominant equilib-
rium, and (H,H), the risk-dominant equilibrium. Authors like Skyrms (2014, 
2004) have argued at length for the importance of this game for the theory of 
social conventions, and in particular for seeing the choice of the payoff-dom-
inant equilibrium as a proxy for understanding the emergence of moral be-
havior. Yet, viewed as a one-shot interaction, the players face an equilibrium 
selection problem in the Stag Hunt, and so the concept of a Nash equilibrium 
alone cannot explain why players would or should choose S instead of H. This 
problem has been addressed successfully, again, by redescribing it in evolu-
tionary terms where convergence to the payoff-dominant equilibrium occurs 
under much weaker conditions than, for instance, convergence to the coop-
erative outcome in the Prisoners’ Dilemma, e.g., again Skyrms (2014, 2004).  

Finally, the HiLo game (Figure 1, bottom) is a coordination game with a Pa-
reto-dominant Nash equilibrium. The game has attracted attention in the 
early literature on the equilibrium selection problem (Schelling 1960; Harsa-
nyi and Selten 1988) and is one of the main motivations for developing the 
theory of team reasoning. Indeed, Bacharach (2006) points out that there is 

 
2  See, e.g., (Kuhn 2019) for an overview of the discussion. 
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solid empirical evidence that players easily solve the equilibrium selection 
problem in HiLo by overwhelmingly choosing (H,H), and he argues that there 
are widespread and stable intuitions that this profile is the only rational out-
come of the game. Canonical explanations of these empirical observations 
and normative intuitions, however, again go by a redescription of the equilib-
rium selection problem in evolutionary terms or by introducing additional 
choice principles like salience or payoff dominance (Schelling 1960; Harsanyi 
and Selten 1988).  

Two points thus stand out regarding these solution to the equilibrium selec-
tion problems in the HiLo and the Stag Hunt game, and of the cooperative 
outcome in the Prisoner’s Dilemma. First is their heterogeneity. Conditions 
like assortative matching, which appear central to an evolutionary explana-
tion of cooperation in the Prisoners’ Dilemma, are notably unnecessary for 
explaining the coordination on (H,H) in Hi-Lo. Similarly, supplementing the 
decision rules with principles like payoff dominance is of no help in explain-
ing cooperation in the Prisoners’ Dilemma, since mutual defection is the only 
Nash equilibrium of that game. The second point is that most of these expla-
nations employ what Bacharach (2006) calls a strategy of redescription. By 
addressing the equilibrium selection problems in evolutionary terms, for in-
stance, one moves away from the one-shot interpretation of the HiLo and the 
Stag Hunt game. The empirical observations and the normative intuitions 
mentioned above seem, however, to hold there as well: players overwhelm-
ingly choose the Pareto-dominant equilibrium in HiLo even in experiments 
where care is taken to emphasize the one-shot character of the interaction, 
and our intuitions that this outcome is the only rational one do not seem to 
depend on repetition or long-term convergence. 

The theory of team reasoning has been developed as an attempt to address 
these two points. It aims at providing a unified explanation of coordination 
and cooperation, valid in a broad “ludic ecology” (Bacharach 2006), i.e., 
across many games, be they one-shot or repeated. It does so by postulating 
that players can reason not only as individuals but also as team members. In 
a nutshell, team reasoners solve these games by asking “What should we do?” 
instead of the classical “What should I do?” This switch from the individual to 
the team perspective is fleshed out in terms of a transformation of preferences 
and of the unit of agency for team players.  

Preference transformation is a change of preferences over the possible out-
comes of the game. Assuming that a meaningful concept of team or group 
preference is given, team reasoners are taken to adopt or internalize these 
group preferences as their own and rank the possible outcomes of the game 
accordingly. Various proposals have been made for meaningful notions of 
group preferences, e.g., in terms of mutual advantage (Sugden 2015; Karpus 
and Radzvilas 2018; Duijf 2021). Many presentations of the theory, however, 
use simple aggregations of individual preferences, for instance taking the 



HSR 48 (2023) 3  │  78 

sum (Lempert 2018) or the average of individual payoffs (Bacharach 2006). 
Table 2 illustrates this for the Prisoner’s Dilemma. In that case, preference 
transformation turns the social dilemma faced by individual reasoners into a 
HiLo game for team reasoners, i.e., a coordination game with (C,C) as the Pa-
reto-dominant equilibrium. 

Table 2 Prisoner’s Dilemma Augmented with Team Preferences, the Third 

Entry in Each Cell, Here Taken as the Average Payoff of Both Players 
 C D 

C (3, 3, 3) (-3, 4, 0,5) 

D (4, -3, 0,5) (1, 1, 1) 

 

Agency transformation bears on the objects over which team reasoners de-
liberate. Classically, individual reasoners deliberate over, and choose, indi-
vidual strategies. Team reasoners take instead the perspective of an external 
team planner and compare different combinations of strategies, one for each 
team member. In the case where the team consists of the grand coalition of 
all players, this boils down to so-called profile-based, instead of the classical 
strategy-based, reasoning (Bacharach 2006). Each team member selects or 
identifies a profile that maximizes the team’s preferences, i.e., asks herself 
what the team should do. The team members then individually do “profile 
projection,” i.e., inferring their part in the team’s action. Coming back to the 
Prisoner’s Dilemma (Table 2), team reasoners would identify (C,C) as the best 
outcome for the team. Each team reasoner would then choose her action to 
realize this profile, i.e., each would individually choose C.3 The same holds, 
mutatis mutandis for HiLo, where team reasoners would coordinate on (H,H), 
and the Stag Hunt, where both players would choose S.  

Arguably, preference and agency transformations are substantial depar-
tures from classical game theory,4 which immediately raises the question of 
their empirical plausibility. This question has been answered in two broad 
ways. On the one hand, a relatively large number of studies have been fo-
cused on the psychological basis of team reasoning, and in particular at pin-
pointing the relative importance of group identification in comparison with 
known decision heuristics like focal point reasoning or Strong Stackel-
berg reasoning (Bardsley et al. 2010; Colman, Pulford, and Lawrence 2014; 
Pulford, Colman, and Lawrence 2014; Faillo, Smerilli, and Sugden 2016). 

This paper focuses on the second strand of answers to this question, which 
has been given comparatively less attention, namely the evolutionary or long-
term stability of team reasoning. Roughly put, the question here is whether 
team reasoners could emerge, survive, or even thrive under diverse 

 
3 This holds for so-called basic team reasoning, where there is no uncertainty about the type of 

others. See Section 2.3. 
4  C.f. Hakli, Miller, and Tuomela (2010); Duijf (2021); but also Radzvilas and Karpus (2021) for a 

more compatibilist view. 
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circumstances, in long-term interactions with both like-minded and individ-
ual reasoners. Already in 1999, Bacharach claimed that “team reasoning [...] 
would have been adaptive in a world of interactions with [...] a modest fre-
quency of team reasoners” (1999, 143). Since then, however, a more nuanced 
picture has emerged. In the case of the Prisoner’s Dilemma, for instance, Am-
adae and Lempert (2015) report that team reasoners would be driven to ex-
tinction by individual reasoners.5 Newton (2017) on the other hand identifies 
conditions under which team reasoners might be evolutionarily stable even 
in the Prisoner’s Dilemma. Work in agent-based models also point in that di-
rection (Angus and Newton 2015; Elsenbroich and Payette 2020). These ap-
parently contradictory results rest on different modeling choices, choices 
that deserve to be highlighted more prominently. 

This paper makes a twofold contribution. First, in Section 2 we extend the 
work of Lempert (2018) to provide a general, conceptual categorization of the 
modeling choices that we see as most relevant for the evolutionary analysis 
of team reasoning. The categorization rests on four dimensions: (1) the unit 
of selection, (2) the notion of fitness for team reasoners, (3) the uncertainty 
of types, and (4) the ludic ecology. Our second contribution, in Section 3, is to 
discuss in more detail the question of what should count as fitness for team 
reasoners. We present, in particular, arguments for the non-orthodox view 
that team preferences can be meaningfully understood as fitness for team 
reasoners, without invoking group selection.  

The paper makes a conceptual contribution. The basic mathematical build-
ing blocks of the theory are thus presented only briefly in the Appendix. We, 
furthermore, mostly focus on Bacharach’s version of the theory of team rea-
soning (1999, 2006). The main alternative is the theory developed by Sug-
den (1993, 2003), which we discuss briefly in Section 3 and the Conclusion. 

 Categorization 

A distinguishing feature of Bacharach’s version of the theory of team reason-
ing is that the switch between individual and team perspectives is not inten-
tional. The players do not decide whether to team reason or not. It is some-
thing that happens to them, similarly to the assignment of types by “nature” 
in Bayesian games (Harsanyi 1967). 

Bacharach’s theory also takes into account the fact that not all players might 
be team reasoners, or that some might not be reliably expected to team rea-
son. In the most general case, so-called circumspect team reasoning, each 
player team reasons with a certain, common prior probability, and this 

 
5 As Kantian equilibrium can be seen as a special case of team reasoning (Istrate 2021), Roemer 

(2019) also provides indirect evidence for that fact. 
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probability is common knowledge. Bacharach has proposed to solve such 
games using the notion of an unreliable team equilibrium, in which individual 
and team reasoners play a mutual best response, taking into account the 
given probabilities that the players will be of either type (see Appendix A.1). 
The cases in which all or only proper subsets of the players team reason, but 
where the identity of team reasoners is common knowledge, have been re-
spectively labeled “basic” and “restricted” team reasoning. 

The framework of circumspect team reasoning is sufficiently formalized to 
be congenial to evolutionary analysis, but not all aspects of the latter address 
conceptually important components of the former. Although consequential 
for the results, modeling choices regarding the nature of time (discrete or 
continuous), the specific evolutionary dynamics, or the assortativity of 
matching do not directly bear on important aspects of team reasoning. For 
that reason, they will be bracketed here. For simplicity of exposition, we will 
assume basic versions of the replicator dynamics (c.f. again the Appendix 
A.2). 

Four aspects of evolutionary modeling appear most relevant to address the 
question “Is team reasoning evolutionarily stable?”: (1) unit of selection, (2) 
fitness, (3) uncertainty of types, and (4) ludic ecology. The last two have been 
already identified explicitly by Lempert (2018), who also points toward the 
first, although less explicitly so. Our contribution here is to discuss their phil-
osophical importance for the theory of team reasoning in more detail. The 
second category, i.e., what counts as fitness for a team reasoner, has only 
been fleetingly addressed in the literature. Here we briefly explain why, and 
in the next section we show that it raises important issues on its own. Lempert 
also argues for the importance of a fifth category: the mechanism of inher-
itance. We come back to this point in the conclusion. 

2.1  Unit of Selection 

The first dimension is the unit of selection, i.e., the object or property for 
which fitness is calculated and compared, and which is transmitted from one 
generation to the next (Lewontin 1970). In the case of team reasoning, one 
can make two broad choices: the strategies or the reasoning mode itself.6 

Using strategies as the unit of selection can constitute a useful shortcut, but 
this modeling choice is of limited scope for team reasoning. For basic team 
reasoning in the Prisoner’s Dilemma (Amadae and Lempert 2015), for in-
stance, team reasoners can be distinguished behaviorally from individual 
reasoners. In this case, it is meaningful to use strategies as the unit of selec-
tion. This furthermore explains Amadae and Lempert’s findings that 

 
6 These correspond respectively to what Bacharach (2006, chap. 3) calls trait and mechanism se-

lection. That terminology is useful but not used consistently in the literature, so we leave it aside 
here. 
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cooperators, i.e., team reasoners, would be driven to extinction in the Pris-
oner’s Dilemma. Note, however, that this approach only studies team reason-
ing indirectly, as one possible but not unique mechanism underlying the 
choice of certain strategies. As such, it falls under the extensive literature de-
voted to the evolution of cooperation in social dilemmas or equilibrium selec-
tion in coordination games, e.g., Axelrod and Hamilton (1981) and Weibull 
(1997). Furthermore, beyond the basic case, team reasoners generally cease 
to be behaviorally distinguishable from individual reasoners, making strate-
gies less well-suited to studying the evolution of team reasoning. 

Most existing studies thus take the mode of reasoning, i.e., individual or 
team reasoning, as the unit of selection (Bacharach 2006; Amadae and Lem-
pert 2015; Newton 2017). Since this involves both preference and agency 
transformation, one can further subdivide the results in this category accord-
ing to whether they rather focus on the first or the second. 

The results of Lecouteux (2015), Newton (2017), and Rusch (2019) can be 
broadly understood as focusing on the evolution of agency transformation. 
Newton (2017), for instance, explicitly models profile-based reasoning where 
there is no uncertainty regarding the players’ types. This, in turn, allows for 
defining conditional cooperation strategies,7 through which team reasoning 
can be shown to be evolutionarily stable even in an environment consisting 
only of Prisoner’s Dilemmas. Rusch (2019) extends this analysis to include un-
certainty about the types of others and shows that as long as the cooperative 
solution has a high benefit, team reasoning can still be adaptive. Similar re-
sults can also be found in Lecouteux (2015), although the generality of his ap-
proach in terms of decision heuristics can be argued to cover not only agency 
but also preference transformation. 

Although, to the best of our knowledge, this has not been done explicitly, 
indirect evolutionary approaches (Gueth and Kliemt 1998) provide fertile 
ground for studying the evolution of preference transformation. Indeed, the 
question of the evolution of altruistic preferences has been central in that lit-
erature, e.g., Alger and Weibull (2013). To the extent that preference trans-
formation might lead to altruistic behavior, the results obtained there could 
help understand whether both preference and agency transformations are 
necessary to explain cooperation and coordination in a unified manner. The 
question has indeed been recently debated, with classical arguments to that 
effect, e.g., in Bacharach (2006), being restated and expanded (Colman 2022) 
in reaction to the claim that preference transformation might be sufficient 
for team reasoning (Duijf 2021). Comparing the potential stability of the pref-
erence transformation that Duijf suggests with results that instead focus on 
agency transformation would fruitfully complement this debate. 

 
7  As such, his analysis is arguably close to Sugden’s (2000) theory of team reasoning. 
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2.2 Fitness for Team Reasoners 

The second dimension along which it is fruitful to categorize existing work is 
the notion of fitness for team reasoners. We present it here only briefly and 
come back to this question in Section 3. Assuming that individual reasoners 
are standard game-theoretic agents, transferred to a classical, i.e., not indi-
rect (see the previous section) evolutionary setting, it is natural to take the 
utility values representing their preferences as fitness. For team reasoners, 
however, two options are available. 

The first option is to take fitness for team reasoners to be their utilities as 
individual reasoners. Notably, all the existing results surveyed here take that 
route. This modeling decision is rarely addressed explicitly, but a number of 
arguments can be given in its favor. First, both strategy choices and reasoning 
modes, the two units of selection that we considered above, are properties of 
individuals. This naturally suggests taking individual preferences as fitness 
even for team reasoners.8 Second, doing so might put pressure against the 
selection of team reasoners, for instance, if they cooperate in social dilem-
mas. If team reasoning can nonetheless be shown to be evolutionarily stable 
in such contexts, this provides a stronger argument for its long-term viabil-
ity (Amadae and Lempert 2015). Third, taking individual preferences as fit-
ness for team reasoners does not preclude that team preferences play a role 
at a different level of selection (McElreath and Boyd 2008). Bacharach’s (2006) 
suggestion that group selection can explain the evolutionary stability of team 
reasoning could be read along those lines. 

Despite the so far universal adoption of the first option, a second one is pos-
sible: taking the utilities representing the team preferences directly as fitness 
for team reasoners. We will, in fact, argue below that this is a meaningful op-
tion, roughly because it does justice to the idea that each team reasoner indi-
vidually undergoes preference and agency transformation. 

2.3  Uncertainty of Types 

Circumspect team reasoning introduces uncertainty about the players’ types 
(individual or team reasoners), which suggests considering the three stages 
of decision making familiar to Bayesian games or epistemic game the-
ory (Pacuit and Roy 2017): ex ante, where none of the types are known; ex in-
terim, where the players know only their own types but not the others’; and ex 
post, where everyone’s type is known. 

Bacharach’s version of circumspect team reasoning combines the ex ante 
and the ex interim perspective.9 On the one hand, the team’s best response is 
computed from the perspective of an external planner, who takes into 

 
8 We thank Andrew Colman for stressing this point to us. 
9 We thank Robert Sugden for stressing this point to us. 
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account the fact that any player only team reasons with a certain probability. 
In other words, the team’s best response is computed ex ante. When doing 
profile projection, however, team reasoners know their types, i.e., they oper-
ate ex interim. Amadae and Lempert’s (2015) analysis of the evolutionary sta-
bility of circumspect team reasoning falls in that category. 

The second avenue, followed by Rusch (2019), is to consider that each 
player computes the team’s best response ex interim. This route is conceptu-
ally important since it coincides with the reasoning of what has been called 
benefactors (Bacharach 2006) or prosocial I-mode reasoners (Hakli, Miller, 
and Tuomela 2010; Paternotte 2018), which is otherwise known to lead to dif-
ferent equilibria rather than ex ante circumspect team reasoning (Bacharach 
1999). 

Lastly, agents could be assumed to make their decisions ex post, knowing 
not only their own types but also the types of others. Lecouteux (2015) 
and Newton (2017) arguably take that perspective. This coincides with re-
stricted team reasoning and allows the players to condition their choices on 
the type of their opponents. This, in turn, opens the door to study the evolu-
tion of Sugden’s (2003) theory of team reasoning, which crucially rests on mu-
tual assurance between the team members. This is an important point that 
distinguishes Sugden’s theory from Bacharach’s. In the latter, no mutual as-
surance is required, to the point that individual players can even team reason 
unilaterally. 

2.4  Ludic Ecology 

The ludic ecology describes the set of games that are being played. As already 
mentioned in Section 2.1, one of the main motivations behind Bacharach’s 
theory of team reasoning is to provide a unified explanation of cooperation 
and coordination across many games. He claims that “if there is a relatively 
simple mechanism [...] that supports several traits, this may confer an evolu-
tionary advantage [...] over other less versatile mechanisms” (Bacharach 
2006, chap. 3). 

This dimension has been explored quite broadly in existing studies. Ama-
dae and Lempert (2015) consider an ecology consisting of the Prisoner’s Di-
lemma and HiLo. This minimal diversity turns out to be crucial to their result: 
team reasoners can compensate in HiLo for the negative evolutionary pres-
sure they face in the Prisoner’s Dilemma. Rusch (2019) studies 12 symmetric 
2x2 games that cover all possible strict ordinal preferences on the profiles, 
showing that a decision rule supporting collaboration can be viable under 
some conditions on the ludic ecology or as he calls it the niche. Rusch builds 
his work on Newton (2017), who introduces a general framework for the evo-
lutionary analysis of collaboration. Newton identifies conditions on games 
under which collaborations are stable. He mentions some games which raise 
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the problem of cooperation or coordination and fulfill these conditions, such 
as the threshold public good game, the multiplayer Prisoner’s Dilemma, or 
the trust game. 

One could, of course, consider even more diverse ecologies, all the way to 
Bacharach’s (2006, chap. 3) “life game.” Evolutionary analyses of choice 
mechanisms over large sets of games generated at random exist, e.g., Ga-
leazzi and Franke (2017), and could naturally be used as the basis for a general 
approach to studying team reasoning in high ludic diversity. 

Considering such potentially very high degrees of ludic diversity, however, 
raises the question of the intended scope of the theory of team reasoning it-
self. It has been explicitly developed with a focus on social dilemmas and co-
ordination problems with Pareto- or payoff-dominant outcomes. As such, the 
fact that team reasoning cannot solve, for instance, games like Bach or Stra-
vinsky10 does not appear as a shortcoming. To the extent that this intuition is 
correct, the current literature has covered much of the relevant ground re-
garding ludic ecology. 

 Illustration: Team Preferences as Individual Fitness 

As an illustration of the conceptual fruitfulness of the categorization that we 
just presented, we now go into more detail regarding what should be taken as 
fitness for team reasoners in evolutionary models. In section 2.3 we men-
tioned that all studies reviewed here take the fitness of team reasoners to be 
their individual utilities, and we sketched a number of arguments supporting 
this modeling decision. Here we want to explore a number of arguments in 
favor of the second option, i.e., taking the utilities representing the team pref-
erences as fitness for team reasoners. 

At the outset, one should emphasize again that models of group selec-
tion (Wilson 1975; Sober and Wilson 1998; Okasha 2006) could allow holding 
the view that fitness is individual preferences while keeping some explana-
tory role for team preferences. This is in fact suggested by Bacharach (2006, 
chap. 3). These models show conditions under which inter-group compari-
sons could give evolutionary advantages to certain traits, even though they 
might be individually disadvantageous at the intra-group level. Group selec-
tion is, however, not uncontroversial as an evolutionary model (Smith 1964; 
Okasha 2006), which motivates at least exploring the possibility of taking 
team preference as fitness for team reasoners while staying within the stand-
ard, individualist interpretations of fitness and the replicator dynamics. 

 
10 Taking team preference as average in this game, for example, turns Bach or Stravinsky into a 

pure coordination game, which team reasoning cannot solve either. 
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Whether the utilities representing the team preferences can be meaning-
fully interpreted as individual fitness depends more generally on the inter-
pretation of the main component of the evolutionary models. Here we focus 
on biological and cultural interpretations, broadly understood. According to 
the first, fitness is interpreted either directly as the number of offspring, or 
more generally as reproductive success. The replicator dynamics, on that in-
terpretation, capture the idea that variations in frequencies of particular 
traits in a population reflect the relative reproductive successes endowed 
upon agents with these traits (Weibull 1997). 

There are numerous interpretations and extensions of standard evolution-
ary models in terms of cultural evolution, but as an illustration here we follow 
the presentation of Gruene-Yanoff (2011), which focuses on the so-called im-
itation (Weibull 1997, 152-61) and experimentation interpretations (Bjoern-
erstedt and Weibull 1996). Both go back to the more standard interpretation 
of preferences as represented by subjective utilities. In the imitation inter-
pretation, players sample the payoffs of players of other types and switch to 
that type with a probability corresponding to a normalized difference with 
their own payoffs, if the former is higher. In the experimentation interpreta-
tion, players who get lower payoffs than the average for their type review and 
change their trait at a given rate, which is at least monotone in the difference 
between their own and the average payoffs of the other types. 

Under the biological interpretation, taking the utilities representing the 
team preferences as fitness for team reasoners would boil down to having a 
population consisting of two phenotypes – individual and team reasoners – 
with their respective payoffs interpreted as their respective reproductive suc-
cesses. In other words, team reasoners simply constitute a different type of 
individuals in the population. The fact that their reproductive successes differ 
from those of individual reasoners is merely a feature of their phenotype. It 
does not have to rest on any assumption about sharing mechanisms between 
team members. 

This interpretation captures two key aspects of Bacharach’s version of the 
theory of team reasoning. First, it does justice to the idea that preference and 
agency transformation are individual transformations, i.e., that individuals 
internalize the team’s preference as their own. The biological interpretation 
gives a perhaps extreme reading of this internalization, as a hard-coded phe-
notype that determines reproductive success. Second, in the biological inter-
pretation, the agents do not decide whether they team reason or not. This is 
also in line with Bacharach’s theory. Care should be taken here, however, 
since the theory explicitly assumes that the propensity to team reason might 
vary for individual players depending on specific features of the game.11 

 
11 See Bacharach’s remarks on the so-called “interdependence hypothesis” (Bacharach 2006, 

chap. 2). 
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This interpretation has two main conceptual downsides. On the one hand, 
it leaves out an explicit notion of “switch” between individual and team rea-
soning. By reducing team preferences to just another phenotype in the pop-
ulation, this interpretation also lacks an explanation of what is special about 
the fact that these preferences are the team’s, and why this might yield differ-
ent reproductive successes. In other words, it appears to bracket the “team” 
in “team preference.” Note, however, that Bacharach’s theory is not explicit 
on that point either. Team preferences are a given of the theory. Further-
more, team reasoning involves not only preference but also agency transfor-
mation. So, one could still meaningfully see the players as team reasoners 
even though the team preferences are abstractly given. 

Let us now turn to cultural interpretations. Both the imitation and experi-
mentation interpretations explicitly incorporate the idea that the players are 
switching between reasoning modes. They indeed move away from the view 
that the population is either entirely or in part reset at each round. Individu-
als stay from one round to the next, but as in the evolutionary models of 
Bayesian games (Ely and Sandholm 2005), the players can be seen as switch-
ing between types, here corresponding to individual and team preferences. 

Under a cultural interpretation of the evolutionary process, taking the util-
ities representing team preferences as fitness for team reasoners arguably re-
introduces intentionality in switching between types. In the imitation inter-
pretation, although the actual switch is probabilistic, the sampling and the 
payoff comparisons are actions of the players. The same holds for the exper-
imentation interpretation, where the reviewing and change are naturally 
seen as intentional processes. As such, they depart from the orthodoxy of 
Bacharach’s version of team reasoning which, recall, views the switch as 
something that happens to the players, not something they do. 

Both cultural interpretations that we consider here raise the question of in-
terpersonal comparisons of utility (Gruene-Yanoff 2011), which in the pre-
sent case boils down to asking whether individual and team utilities can be 
meaningfully compared. It is well known that in some contexts, interpersonal 
comparisons of utilities can be legitimate (Fleurbaey and Hammond 2004). 
For the sake of the argument, however, we can assume that the comparison 
between individual and team utilities falls outside this set of known cases. 
Bacharach’s theory is explicitly presented as an extension of classical game 
theory, in which individual preferences are assumed to be represented by 
von Neumann-Morgenstern (vNM) utilities. The models of cultural evolution 
that we are considering now inherit this interpretation of individual utilities. 
Whether the team preferences can also be seen as being represented by vNM 
utilities is a question that goes beyond the scope of this paper, but again for 
the sake of the argument, we can assume that they are. 

Even under these assumptions, one might argue that comparing individual 
and team utilities is legitimate because it is not completely interpersonal. 
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First, one should emphasize that theories of team reasoning assuming play-
ers to actively decide to team reason, e.g., Sugden’s (1993), de facto suppose 
that individual and team utilities are comparable. More generally, however, 
taking seriously the idea that a player undergoes the preference transfor-
mation means that both the individual and the team’s preferences are per-
sonal. Under the classical interpretation of vNM utilities, these represent two 
possible hypothetical choice behaviors of the same player.12 If that player can 
switch between the two perspectives, comparing them appears less problem-
atic than in the classical, interpersonal case. If, however, one insists that the 
switch is completely unintentional and constitutes a transition between two 
fully “compartmentalized” selves of a player, then the classical worries about 
interpersonal comparisons still apply. 

The plausibility of taking the utilities representing team preferences as fit-
ness for team reasoners thus rests on the idea that they internalize the team 
preferences as their own, and that these two perspectives are transparent to 
one another for individual players. The biological interpretation entails a 
strong commitment to the first idea. The team preference represents, on that 
interpretation, the personal reproductive successes of a particular pheno-
type, viz. the team reasoners. However, this is not to say that team reasoners 
are defined exclusively by their preferences under the biological interpreta-
tion. As we argued above, agency transformation can still play a key role in 
the evolutionary process, as well as uncertainty about the types of the others. 
The two cultural interpretations that we considered also assume that team 
reasoners endorse the team’s preference as their own. Still, they raise the 
question whether, while team reasoning, a player can still contemplate how 
she would think, and especially evaluate the outcomes, where she is an indi-
vidual reasoner (and vice-versa for individual reasoners). If the players are 
capable of doing so, this might alleviate traditional worries regarding the 
need to compare individual and team utilities. However, these worries re-
main if these two perspectives are viewed as completely separate states of 
mind for the players. Whether this is so is ultimately an empirical question, 
reaching out from the evolutionary to the psychological foundation of team 
reasoning. 

 Conclusion 

The categorization that we proposed in this paper expands on the one pro-
posed by Lempert (2018), but here we have bracketed the inheritance or 
transmission mechanism, which he argues is also fundamental. His 

 
12  Colman’s (2022) argument, to the effect that payoff transformation is not sufficient for captur-

ing team reasoning, rests in part on the assumption that individual preferences are assumed to 
be represented by vNM utilities. This might shed critical light on the present interpretation. 
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argument rests on the observation that, at least in the cultural interpretations 
of the evolutionary models (Section 3), team reasoning is a psychological pro-
cess that is not simply copied from parent to offspring. As different inher-
itance mechanisms are otherwise known to yield qualitatively different re-
sults, they should be taken explicitly into account in studying the 
evolutionary foundation of team reasoning. We fully agree with this view. It 
was left out of the present discussion because we focused on dimensions that 
directly bear on specific aspects of team reasoning. The inheritance mecha-
nism is important for studying the evolution of team reasoning, not because 
of the specifics of that theory but as a model of the evolution of psychological 
processes. 

All in all, the general categorization we propose in this paper allows not 
only to situate existing contributions according to four fundamental model-
ing decisions, but also to point towards less explored but still promising paths 
towards a better understanding of the evolutionary stability of team reason-
ing. Revisiting existing results by taking the utilities representing the team 
preferences as fitness for team reasoners is the one most prominently emerg-
ing from that discussion. Others include extending the ludic ecology in Ama-
dae and Lempert’s (2015) model, looking at the evolution of agency transfor-
mation (Newton 2017; Rusch 2019) when the team’s best response is 
calculated ex ante, and using indirect evolutionary approaches to study the 
evolution of preference transformation and comparing it to the results sur-
veyed here. As we illustrated through the question of fitness for team reason-
ers, exploring these avenues is not only important from an evolutionary per-
spective. It touches on fundamental aspects of the theory as a whole, both in 
its philosophical and even psychological underpinnings. 

Appendix 

A.1   Circumspect Team Reasoning 

An unreliable team interaction (UTI) includes teams that are taken to be subsets 
of the set of agents {1,…,n}. The special case of a singleton, such as {i}, are 
considered to represent individuals, and hence often written simply as 
i (Bacharach 1999). 



HSR 48 (2023) 3  │  89 

Definition 1 (Bacharach 1999) An unreliable team interaction (UTI)13 is a tuple 
(M,A,U,T,Ω) with  

• M = {𝑀1, . . . , 𝑀𝑘}, where for l∈{1,…,k}, 𝑀1 ⊆ {1,… , 𝑛} is a team  
• A = 𝐴1 ×⋯× 𝐴𝑛, where 𝐴𝑖is the set of possible actions for agent  

i∈{1,…,n}  
• 𝑈 = {𝑈1, … , 𝑈𝑘}, where 𝑈1: 𝐴 → 𝑅 is the utility function of team  

𝑀1 ∈ 𝑀  
• 𝑇 = 𝑇1 ×⋯× 𝑇𝑛, where 𝑇𝑖 ⊆ {1,… , 𝑘} is the set of participation states  

of agent i  
• 𝛺: 𝑇 → [0,1] is a probability measure on T  

A profile in a UTI consists of an action for each individual player and each 
proper team. For example, if there are two players and one team, a profile 
would take the form (𝑎1, 𝑎2, 𝑎3) for 𝑎1 and 𝑎2 being the individual action of 
player 𝑀1 = {1} and 𝑀2 = {2}, respectively, and 𝑎3 the action of the team14 
M3 = {1, 2}. The expected utility of a team l (denoted by 𝑢1) for a certain profile 
(𝑎1, … , 𝑎𝑘) is the sum over all possible participation states, given their proba-
bility and respective utility for this team.  

𝑢1(𝑎1, … , 𝑎𝑘) = ∑ 𝛺(𝑡)𝑈1(𝑎𝑡1 , … , 𝑎𝑡𝑛)𝑡=(𝑡1,…,𝑡𝑛)∈𝑇  

Whereas in general an agent could have multiple teams she potentially is a 
member of, in a two-player version it comes down to each player being either 
an individual or team reasoner. Let us again consider the Prisoner’s Dilemma 
in Table 2 as an example. Assume the probability of team reasoning to be ω, 
hence the probability of an agent to reason individually is 1−ω. The expected 
utilities for the two reasoning modes (denoted by 𝑢𝑡𝑒𝑎𝑚 , 𝑢𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙, ) given the 
profile (D,D,CC) are calculated as follows. 

    𝑢𝑡𝑒𝑎𝑚(𝐷, 𝐷, 𝐶𝐶) = 3𝜔2 + 0.5𝜔(1 − 𝜔) + 0.5(1 − 𝜔)𝜔 + 1  
    𝑢𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙(𝐷, 𝐷, 𝐶𝐶) = 3𝜔2 + 4𝜔(1 − 𝜔) − 3(1 − 𝜔)𝜔 + 1  

Bacharach calls a profile a UTI equilibria in case any team maximizes their 
expected utility. He could show that in the Prisoner’s Dilemma team reason-
ers will cooperate as long as the probability of team reasoning is at least 1

3
. If 

the probability is lower (𝜔 <
1

3
), the team action (DD) is a better response to 

the individuals’ best responses (D,D), hence (D,D,DD) is the unique UTI equi-
libria in this case. 

The UTI is different to a Bayesian game. In order to present team reasoning 
in a Bayesian game, one could take agents to have individual or team 

 
13 Note that we are considering a special case of the original UTI. The original version includes 

outside signals from a set 𝑆𝑖  for each agent i, which could contain any information about her 
own or other agent’s membership in a team. However, we simplify to what Bacharach calls a 
blind UTI, in which case 𝑆𝑖 = ∅  for all i ∈{1,…,n}. 

14 Note that what we call team actions coincides with the profiles if the team consists of all agents. 
In order to differentiate the profiles and team actions, the latter will be written as (CC), hence 
without comma, whereas a profile is denoted by (C,C). 
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preferences depending on their own state, choosing an action for each state, 
respectively. The expected utility of a given profile would then depend on the 
probability of the other agents to be in a certain state. For example, in the 
Prisoner’s Dilemma, the profile in which both agents play C if a team reasoner 
and D if individually reasoning, an agent who finds herself in the team rea-
soning state would have the expected utility of 3ω+0.5(1−ω). Bacharach has 
proven the UTI equilibria to be a proper subset of Bayesian equilibria (Bach-
arach 1999, Theorem 2).  

A.2  Notions of Stability in Evolutionary Game Theory 

Weibull (1997) gives an introduction to evolutionary game theory. The follow-
ing section presents an overview of the most important notions, namely the 
replicator dynamics and evolutionary stable strategy (ESS). 

Take 𝑥 = (𝑥1, … , 𝑥𝑚) to be a population state, s.t. i∈{1,...,m} is a pure strat-
egy, and 𝑥𝑖 ∈ [0,1] is the fraction of agents in the population playing pure 
strategy i. The state of agents only playing strategy i is denoted by ⅇ𝑖. The ex-
pected utility for a (mixed) strategy x played against another (mixed) strategy 
y is denoted by u(x,y). In the replicator dynamics the fraction of agents play-
ing a certain pure strategy gets adapted according to their expected utilities 
compared to the average expected utility in the population state. Formally 
this is defined as in Definition 2, where �̇�𝑖 denotes the new share of agents 
playing i. 

Definition 2 (Replicator Dynamics) 

�̇�𝑖 = (𝑢(ⅇ𝑖 , 𝑥) − 𝑢(𝑥, 𝑥)) 𝑥𝑖  

“In other words, the growth rate �̇�𝑖
𝑥𝑖

 of the population share using strategy I 
equals the difference between the strategy’s current payoff (fitness) and the 
current average payoff (fitness) in the population” (Weibull 1997, 73). A state 
is stationary under the replicator dynamics precisely if and only if all present 
strategies earn exactly the same payoff. If this is the case, then the according 
factor in the replicator dynamics is zero and no changes happen from the 
current to the next state.  

A more advanced notion of stability is the evolutionary stability of strate-
gies. A strategy is called evolutionarily stable if and only if it is immune to any 
sufficiently small mutant strategy invading a population state. Following 
Weibull’s (1997) notation and taking the set of all mixed strategies to be Δ, ESS 
are defined as in Definition 3. 

Definition 3 (Evolutionary Stable Strategy (ESS)) A strategy x∈Δ is evolutionary 

stable, if the inequality  

                      u(x,εy+(1−ε)x) > u(y,εy+(1−ε)x) 
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holds for all mutant states y≠x and all small fractions of invasions 𝜀 ≤ 𝜀𝑦 for some 
𝜀𝑦𝜖(0,1).  

An ESS can be characterized as a symmetric Nash equilibria in which the 
current strategy is doing better as the mutant. Formally this is, the strategy s 
is an ESS if and only if  

1. (s,s) is a NE, i.e., u(s,s) ≥ u(s',s) for all s'  
2. if u(s,s) = u(s',s), then u(s,s') > u(s',s') for all s'≠s  
A weaker notion of stability is that of Neutrally Stable Strategies (NSS) which 

describe that mutants might occur but cannot invade the population. The dif-
ference to the ESS defined in Definition 3 is that the inequality is only re-
quired to be weak. 

Definition 4 (Neutrally Stable Strategy (NSS)) A strategy x∈Δ is neutrally stable, if 

the inequality  

                    u(x,εy+(1−ε)x)≥u(y,εy+(1−ε)x) 
holds for all mutant states y≠x and all small fractions of invasions 𝜀 ≤ 𝜀𝑦 for some 
𝜀𝑦𝜖(0,1).  

Note that any evolutionary stable strategy is also neutrally stable, and any 
neutrally stable strategy is also a symmetric Nash equilibria and as such sta-
ble under the replicator dynamics. For more details on these or further no-
tions of stability, we refer the reader to Weibull (1997). 
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