
www.ssoar.info

The accuracy trap or How to build a phony
classifier
Stoll, Anke

Erstveröffentlichung / Primary Publication
Sammelwerksbeitrag / collection article

Empfohlene Zitierung / Suggested Citation:
Stoll, A. (2023). The accuracy trap or How to build a phony classifier. In C. Strippel, S. Paasch-Colberg, M. Emmer, &
J. Trebbe (Eds.), Challenges and perspectives of hate speech research (pp. 371-381). Berlin https://doi.org/10.48541/
dcr.v12.22

Nutzungsbedingungen:
Dieser Text wird unter einer CC BY Lizenz (Namensnennung) zur
Verfügung gestellt. Nähere Auskünfte zu den CC-Lizenzen finden
Sie hier:
https://creativecommons.org/licenses/by/4.0/deed.de

Terms of use:
This document is made available under a CC BY Licence
(Attribution). For more Information see:
https://creativecommons.org/licenses/by/4.0

http://www.ssoar.info
https://doi.org/10.48541/dcr.v12.22
https://doi.org/10.48541/dcr.v12.22
https://creativecommons.org/licenses/by/4.0/deed.de
https://creativecommons.org/licenses/by/4.0


Digital
Communication
Research.de

Recommended citation: Stoll, A. (2023). The accuracy trap or How to build 
a phony classifier. In C. Strippel, S. Paasch-Colberg, M. Emmer, & J. Trebbe 
(Eds.), Challenges and perspectives of hate speech research (pp. 371–381). Digital 
Communication Research. https://doi.org/10.48541/dcr.v12.22

Abstract: This guide explains, in four steps, how to build a phony text classifier 
using supervised machine learning—a classifier that is absolutely unreliable but 
looks outwardly sophisticated and attractive. You might enjoy this text if one or 
more of the following statements apply to you: You are interested in the automa-
ted identification of hate speech or related content in online discussions, as long 
as it looks good; you want to do something with machine learning to impress 
your peer group, but you do not have the nerve to dig deep into this field as well; 
you are either a somewhat sneaky or a humorous person. Of course, however, if 
you are a good and decent researcher, you might also take hints from this text 
on how not to step into the accuracy trap and how not to fall for the tricks of 
phony classification.

License: Creative Commons Attribution 4.0 (CC-BY 4.0)

http://www.digitalcommunicationresearch.de
http://www.digitalcommunicationresearch.de
http://www.digitalcommunicationresearch.de
http://www.digitalcommunicationresearch.de
http://www.digitalcommunicationresearch.de
https://doi.org/10.48541/dcr.v12.22
https://creativecommons.org/licenses/by/4.0/


Anke Stoll

The Accuracy Trap or  
How to Build a Phony Classifier

1 What is this about?

The approach of Supervised Machine Learning (SML) raises high expectations 
for the automated identification of hate speech and all related concepts. These 
expectations are not surprising, because, after all, machine learning is artificial in-
telligence, right? And artificial intelligence is supposed to be groundbreaking. This 
is already suggested by its very name. And why else would it be so hyped? So, 
if we do machine learning, build a classifier, train a model, can we not expect 
groundbreaking results? Of course, as always, it’s not that simple. But at least, 
there is a safe way to build classifiers that seem to meet all these expectations—
that achieve apparently outstanding results in detecting even the most complex 
concepts from only text information, based on only a few training instances, and 
they perform at least as well as the human annotators whose struggle is mirrored 
in poor values for intercoder agreement.

To build such a phony, hypocritical classification model, we must follow only 
four simple steps. First, we need a complex and rather elusive concept to identify 
from text, such as hate speech. In the second step, we have to ensure that our sam-
ple includes only a few relevant cases. Third, we must stick to the basic estima-
tion functions of SML, including logistic regression or support vector machines. 
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And, in the fourth step, we must finally use only the standard metric accuracy to 
evaluate the model’s performance and avoid any further in-depth performance 
evaluation if possible.

Following these four steps, we can be quite sure that our classifier will learn 
nothing about detecting hate speech at all and that it will be absolutely unre-
liable. But, without a closer look, it will not be noticed since our phony model 
meets all the expectations at first glance. The following chapters will show you in 
more detail how to build such a phony classifier that looks nice from the outside 
but is absolutely useless.

2 Step 1: Choose a contentious concept to classify

Depending on the research area, the SML approach with text data is ap-
plied to different issues of interest, including the all-time classics spam versus 
ham in emails and sentiment in product reviews. The issue of hate speech identi-
fication particularly concerns many areas of research and practice and is mean-
while an established research issue in many different fields. In communication 
studies (and related social sciences), the automated identification of content is 
not exactly a classical research question (yet), but it is rather relevant from a 
pragmatic point of view: as an approach of automated content analysis, SML is sup-
posed to support the costly and elaborate manual measurement of content for 
huge amounts of text (e.g., Boumans & Trilling, 2016; Wilkerson & Casas, 2017; 
Scharkow, 2017; Sommer et al., 2014; Scharkow, 2013). Given its fancy name, the 
SML method itself is quite a bummer since it is actually just predictive modeling. 
Predictive modeling (and SML, too) means that a dependent variable is supposed to 
be predicted by a set of independent variables. In SML, the independent variables 
are called features. If the dependent variable is categorical, it is called a class or 
category—and the approach is called classification. In text classification (or document 
classification), the dependent variable is the content or the meaning of a text—for 
instance, whether a given text includes hate speech. (For a practical introduction 
to SML, see Müller & Guido, 2017; Géron, 2017).

To identify a text’s content or meaning automatically, text characteristics 
are used as features of prediction. The most essential text characteristics are the 
words that a text does or does not include. This might sound trivial at first, but it is 
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hard to deny that sentiments, topics, or hate speech are expressed to a significant 
amount through the use of words. It is therefore reasonable to assume that words 
can cover some variance of content or meaning. Nevertheless, one can also quickly 
think of examples where this assumption falls short, where a significant part of 
the meaning is captured—for example, in the context of the situation or within the 
person who reads and processes a text. It shows that, for hate speech and its relat-
ed concepts, this situation often is the case (e.g., Ross et al., 2017; Waseem, 2016).

Overall, a classifier’s performance will depend on the modeled statistical rela-
tionship between the text features and the text category. When we stick to basic 
SML (instead of deep learning, for example), that is the statistical relationship 
between words and meaning, in many cases. But if words have different meanings 
in different contexts and important variables are missing, that approach starts to 
weaken. Fortunately, a phony classifier does not have to learn an actual, robust 
statistical relationship. Ironically, the exact opposite is the case (see also steps 2 
and 3 in this guide). For the hate speech concept, therefore, one important condi-
tion for a phony classifier is fulfilled: an elusive concept supposed to be predicted 
based on words, even if other important information is probably needed to deter-
mine whether a text is considered hate speech or not. Luckily, this does not only 
apply to hate speech but to many concepts that interest communication scholars 
since they are seemingly impossible to determine without pages of instructions 
and hours of training (Krippendorf, 2018; Früh, 2015).

3 Step 2: Draw an imbalanced sample with few relevant instances

If we were interested in decent text classification, likely, we would fall over 
one of the many obstacles that prevent our finding the hoped-for relationship be-
tween features (here, words) and meaning (such as hate speech). Many of these ob-
stacles come with the sample itself. But to build a phony classifier, we need not deal 
with any of these. The only crucial condition is that the sample for training includes 
just a small portion of relevant cases. Again, hate speech detection is a suitable use 
case for phony classification since hate speech does not appear in a great number of 
instances in a random sample of user comments, Tweets, or related text types (e.g., 
Papacharissi, 2004; Davidson et al., 2017; Coe et al., 2014; Zampieri et al., 2019; Risch 
et al., 2021; Friess et al., 2021). Since any pattern is, obviously, hard to learn from 
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only a few examples, such rare events are quite unpopular in the whole research 
field of machine learning (see Haixiang et al., 2017, for an overview). Text data, 
however, are particularly painful since natural language is a very heterogeneous 
data type, so text data require huge sample sizes, and it takes forever until patterns 
form and can be tracked down by any statistical model (Mandelbrot, 1961; Jurafsky 
& Martin, 2009; Schütze et al., 2008). If we choose a concept such as hate speech, how-
ever, the heterogeneity problem is somewhat unavoidable since words can express 
hate in so many ways. Plus, many of the words in hate speech comments are not 
unambiguously hateful, meaning that they are also used in comments that are not 
hate speech at all. (See Baden in this volume for an overview of such issues.)

Researchers sometimes address the issues of rare relevant instances and high 
data heterogeneity by drawing more narrow samples—for example, debates with 
a certain hashtag, topic, or time span that offer more potential for controversy. 
Thus, the proportion of relevant cases is often higher, and the text data are not 
that heterogeneous. In this way, a classifier becomes more likely to learn an actu-
al relationship between words and meaning, though such a classifier would prob-
ably not be applicable to other contexts. Luckily, all this struggle is not a problem 
for phony classification—rather, the opposite applies. We only need one further 
condition in the sample, which, fortunately, is usually a consequential problem of 
rare events: an imbalanced (unbalanced) derivation of the classes in our sample. 
Imbalanced data here means that comments that include no hate speech are clear-
ly overrepresented (e.g., Stoll, 2020). In conclusion, we are once again blessed 
with the classification of hate speech since it appears infrequently (at least in 
manageable sample sizes) and seems rather infrequent compared to instances 
that do not include hate speech.

4 Step 3: Choose a weak classification function

In SML, the classification function models the relationship between fea-
tures (independent variables) and a category (dependent variable). For text clas-
sification, these functions must be able to handle a huge amount of data and a 
huge number of features at the same time. In SML, a classification function can 
usually be described as a decision boundary between the instances of Category A 
(e.g., hate) and Category B (e.g., no hate). Obviously, the classification approach is 
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promising when documents of Category A can be distinguished from documents 
of Category B, given the words that the text documents (e.g., user comments or 
Tweets) include. For hate speech, as already discussed in this chapter, this dis-
tinction is not always the case since documents of Category A and Category B 
have many words in common. This problem will most often lead to confused clas-
sifiers and unsatisfactory results (Davidson et al., 2017; Waseem & Hovy, 2016).

Luckily, the uncertainty of prediction is a fortune for a phony classifier. In 
addition to the confusion caused by word overlap between the categories, the 
small number of relevant instances causes the classifier to finally quit. As Step 
2 described, training the classifier on an imbalanced sample where the relevant 
category (hate) is underrepresented is a crucial requirement because many clas-
sification functions—including support vector machines, logistic regression, and de-
cision trees—tend to predict the major category in the training data in uncertain 
cases. Indeed, the smaller the data basis, the smaller the chance to find some 
significant word distribution patterns and the higher the chances that a classifier 
gives up (e.g., Haixiang et al., 2017; Denil & Trappenberg, 2010; Stoll, 2020). From 
a statistical perspective, that strategy is straightforward because, in this way, a 
model will predict the right category in most cases—namely, the overrepresented 
category in the training data (no hate). If we have only 10% of instances annotated 
as hate, a classifier would be right in 90% of cases if it always predicted no hate. 
However, that rate does not mean hate speech is predicted correctly in 90% of 
cases. Sometimes, the relevant category hate will not be predicted at all, which 
would be an unsatisfactory result, of course, if we were interested in building 
a model that can actually detect hate speech. During a decent and transparent 
model evaluation, the scam would be noticed quickly unless we rely only on the 
popular accuracy metric, as the next step describes.

5 Step 4: Stick to the accuracy evaluation metric (only!)

Classification models are usually trained on a subset of an annotated sam-
ple, called the training set. Then, they are tested and evaluated on a separate 
sample, called the test set. The model performance is measured by how well the 
predicted values match the true (manually annotated) values on the test set. 
The most obvious measurement for model quality is the accuracy, meaning the 
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percentage agreement between the predicted and the annotated values for the de-
pendent variable—here, hate speech. The higher the agreement between human 
annotation and classification, the better. If, for example, only 10% of comments 
in the sample are hate speech, a classifier could achieve 90% accuracy by only 
predicting the major category no hate without detecting one single hate speech 
comment. Thanks to a long journey through the method of manual content 
analysis, communication scholars are already critical of the percentage agree-
ment and prefer the relentless Krippendorff’s alpha, which also reveals disagree-
ment in rare categories (Krippendorff, 2018; Lombard et al., 2002; Vogelgesang 
& Scharkow, 2012). Luckily, Krippendorff’s paper is yet unknown in the research 
field of machine learning, so we will probably not be obliged to consider it for 
reliability measurement. Nevertheless, other established measurements and 
procedures in the research field of machine learning are quite capable of cir-
cumventing the accuracy trap. But do not worry, these other options still do not 
mean we must give up.

In SML, common measures to evaluate a model are recall, precision, and the 
F1 score, as a balanced average of both measures (e.g., Powers, 2011). In default 
setting, all of these measures are used to evaluate a classifier’s performance in 
one category, meaning hate and no hate each. A high recall value for the hate cat-
egory would actually be nice for a hate speech classifier because it would show 
that many of the instances that have been manually labeled as hate speech could 
have been identified. A phony model, on the contrary, would always have a low 
recall for the relevant category hate since it would not really learn how to detect 
hate speech. Furthermore, acceptable precision in the relevant category would be 
preferable for an actual hate speech classifier since it would show that the model 
is not always wrong when it classifies an instance as hate. A phony model, howev-
er, would not learn how to identify hate speech and would, therefore, make many 
mistakes, which would be reflected in low precision for the category hate (e.g., 
Stoll, 2020). So, just reporting recall and precision for the relevant category would 
be a safe and easy way to expose a phony model. In other words, we certainly 
do not want to do that! However, if we have followed steps 1 to 3, the recall and 
precision values for the no hate class will most often will be quite nice. To make an 
impression, these values should be reported in any case, alongside a remarkable 
accuracy score (how sneaky!).
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Not only the evaluation of the test set, which is part of the sample, can reveal an 
unreliable model. Also, the evaluation on a new data set can be dangerous. Com-
munication studies, meanwhile, have established applying and rechecking a de-
veloped instrument for automated content analysis on a completely new data set 
(e.g., Grimmer & Stewart, 2013). This demand also concerns classifiers—thus, we 
are still not off the hook. Indeed, this demand is very reasonable since phony mod-
els (or models that only learned hate speech from a certain debate) can be exposed 
without much consideration of in-depth model evaluations. Because we do not 
want our classifier to be busted, this demand is—of course—annoying. Fortunately, 
not all data sets considered for external evaluation are actually a cause for con-
cern. If a phony classifier is applied to a new data set, which includes also only a 
few relevant cases (here, hate), it will be accurate to a high percentage again! Since 
the model would not have learned to identify hate speech, it would have learned 
the derivation of hate speech in the training data. If the new data set had a similar-
ly imbalanced derivation, there is nothing to worry about. Good luck!

6 Conclusion

As this guide shows, building a phony classifier that looks outwardly pow-
erful but has learned nothing about hate speech detection at all is fairly simple. 
Many of the important criteria for phony classification and stepping into the ac-
curacy trap come with the hate speech phenomenon itself. First, people can eter-
nally debate whether a statement should be categorized as hate speech—most of 
all because important information is captured in a context or personal perspec-
tive. Second, however, for an ordinary text classifier, none of this information is 
available, only text. Third, in a random sample of user comments, Tweets, or re-
lated data sources, the number of relevant instances from which a machine learn-
ing model could learn hate speech is rather small and—in relation to instances 
that do not include hate speech—rather underrepresented. As a result, classifiers 
often come out poorly equipped from the training process, having learned hardly 
more than the imbalanced class derivation in the training data. If we ignore all 
these flaws, we can still achieve impressive-looking results (see Step 4) that we le-
gitimately expected from something called machine learning instead of boring sta-
tistics. This is because the described circumstances lead to model results, which—
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when measured with the right metrics—look like an amazing performance. And 
at first glance, one could almost think the problem of automated hate speech 
identification has been effectively solved with logistic regression.

The bad news is that, upon a closer look, the machine learning method is just 
statistics. And, consequently, we are still stuck with the same questions and pit-
falls that social scientists already know well enough: Which information do I need 
to explain a phenomenon? versus These are the independent variables that I am capable 
of measuring, or, Which sample would be suitable for my research questions? versus I 
can only afford a student sample. Nevertheless, this realization also shows us that 
machine learning is not far from well-known inferential statistics and, therefore, 
is predestined to be a further comfort zone for social scientists—only without 
p-values and SPSS.

Anke Stoll is a research associate at the Institute for Social Sciences at the Heinrich Heine 
University in Düsseldorf, Germany.
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