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Salla-Maaria Laaksonen

The Datafication of Hate Speech1

1	 Tempting but difficult automated detection of hate speech

Hateful speech online, often targeting and discriminating specific ethnic or 
religious groups and minorities, has become a pressing problem in societies and an 
intriguing problem for social, political, and computational research (e.g., Matam-
oros-Fernández & Farkas, 2021; Gagliardone et al., 2015; Baider et al., 2017). What 
is challenging is that hate speech as a term refers to a variety of discriminating or 
otherwise disturbing speech acts online (e.g., Baider et al., 2017). Further, while 
hate speech can be detected in public text-based social media discussions, it also 
takes more subtle forms through memes, targeted propaganda, hate groups, and 
hate sites (e.g., Brown, 2018; Farkas & Neumeyer, 2018; Roversi, 2008).

Despite the ambiguity of and political debates surrounding the term itself, 
hate speech is frequently framed as a technological problem: on the one hand, it 
is a problem because social media platforms and their algorithms help generate 
and circulate hateful and intolerant content in society (e.g., Udupa & Pohjonen, 
2019; Matamoros-Férnandez, 2017); on the other hand, machine learning devel-
opers and researchers try to tackle the challenge of identifying and monitoring 
hateful online content (e.g., Burnap & Williams, 2015, 2016; Davidson et al., 2017).

1	 This chapter is based on a previous article (Laaksonen et al., 2020).
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Algorithmic solutions for hate speech recognition and prevention are being devel-
oped by platform companies and academic research projects. In public discussions, 
such endeavors are often presented as triumphs of technology: “Facebook pulls 
22.5 million hate speech posts in quarter” (Wagner, 2020), or “YouTube removes 
more than 100,000 videos for violating its hate speech policy” (Binder, 2019).

What actually happens behind these big numbers and success-reporting head-
lines, however, is rarely disclosed. As users of commercial platforms, we live 
only with the deliverables and decisions produced by these systems (e.g., Brown, 
2018). To build an automated system to identify hate speech, hate needs to be 
datafied; that is, it needs to be transformed into something that is identifiable, 
quantifiable, and countable—in essence, understandable for the machine (see van 
Dijck, 2014; Beer, 2019). Hate speech detection systems, particularly the ones in 
industrial use, have been criticized for their inadequacy and inconsistency (e.g., 
Sankin, 2019; Makuch & Lamoureux, 2019), and it is easy to find examples of con-
tent that has gone undetected and yet clearly—when interpreted by a human ex-
pert—should be removed according to existing content policies.

This chapter discusses the underlying, often hidden, choices related to data-
fication and the operationalization of hate speech when building technological 
systems to combat it. The chapter builds on first-hand experiences during action 
research in a collaborative project in which a hate speech detection system was 
developed and implemented to monitor the social media activity of political can-
didates during municipal elections in Finland 2017 (see Laaksonen et al., 2020; 
Haapoja et al., 2020). The monitoring project involved two NGOs: the Non-Dis-
crimination Ombudsman (NDO, a governmental body to prevent and monitor dis-
crimination), a software company, and researchers from two universities. For one 
month, the public social media messages of all candidates were collected from 
social media platform APIs, classified using a machine learning system created 
for the project, and sent to the NDO for manual checking and potential follow-up 
procedures. New, manually assigned scores were used to retrain the algorithmic 
model during the project. The project’s aims reached beyond technical solutions: 
the main goal was to promote campaigning without denigration and hate. There-
fore, all political parties were informed about the monitoring.

This chapter discusses and critically reflects on the process of operational-
ization and datafication of hate speech from contested definitions to quantified 
algorithmic probabilities. The process of datafying hate speech for computational 



303

The Datafication of Hate Speech﻿

purposes emerges as a series of transformations in which the phenomenon that 
is known to be broad, contextual, and complex essentially becomes reduced to 
a simple number. Therefore, it becomes an affective object that is measurable, 
commensurable, and thus seemingly controllable for society that increasingly 
strives for rationality and technological control.

2	 Difficult definitions

To identify an entity, it first needs to be defined. In the case of hate speech, 
this is a daunting task (see also Sponholz and Frischlich in this volume). In the Eu-
ropean context, the debate over hate speech in the past few decades has revolved 
around questions of ethnicity, religion, multiculturalism, and nationalism (e.g., 
Berry et al., 2015; Baider et al., 2017), which also makes it a contested topic. The most 
severe forms of hate speech have been defined in international treaties, the most 
important of which is the Universal Declaration of Human Rights (UDHR, 1948). 
Despite the ongoing heated public debate, legislation in most European countries, 
including Finland, does not contain a definition for any criminal act termed hate 
speech. The Finnish criminal law code defines various offenses that potentially in-
volve hate speech, such as incitement to hatred (Rikoslaki/Criminal Code 11§10), 
defamation (Criminal Code 24§9), or illegal assault (Criminal Code 25§7).

Due to the lack of a legal basis, many projects that engage in hate speech 
recognition use definitions available in various treaties, recommendations, and 
statements (e.g., European Commission, 2018, 2016; OHCHR, 2013). One frequent-
ly used source is the Council of Europe’s Committee of Ministers Recommenda-
tion 97(20) on hate speech, which defines hate speech as covering “all forms of 
expression which spread, incite, promote, or justify racial hatred, xenophobia, 
anti-Semitism or other forms of hatred based on intolerance” (Council of Eu-
rope’s Committee of Ministers, 1997, p. 107).

The situation is further complicated by the colloquial use of the term (Udupa & 
Pohjonen, 2019; Brown, 2017a). Hate speech now refers to a variety of speech acts 
and other ill behavior, both offline and online, ranging from the penal criminal acts 
discussed above to speech and behavior that is uncivil and disturbing, yet tolerated. 
This complicates the everyday understanding of, or chance to reach, a consensus 
on exactly what constitutes hate speech. In its most colloquial and broad-based 
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definition, hate speech can refer to, for example, verbal discrimination or attacks 
against various non-ethnic minorities, political hate speech, misogyny, violent por-
nography, online bullying and harassment, trolling, or doxing—and it has also been 
referred to as, for example, cyberhate (Brown, 2018), cyber violence (UN Broadband 
Commission, 2015), or toxic speech (e.g., Perspective API).

Some researchers have suggested separating cases of hard or overt hate speech 
from soft or covert hate speech (e.g., Baider et al.,2017). Soft forms of hate speech 
are not illegal but still raise concerns regarding discrimination. Indeed, one ongo-
ing debate has to do with what can potentially be regarded as a speech act severe 
enough to constitute illegal hate speech, which groups should be protected from 
hate speech, and whether the harms caused by hate speech should be considered 
actual and direct or societal and indirect (e.g., Article 19, 2015; Calvert, 1997; Udu-
pa & Pohjonen, 2019). These debates are reflected in the theoretical discussion on 
hate speech as discourse, a form of othering that does not necessitate that actual 
or overt hatred be expressed in words—a speech act or discourse can contain 
a covert expression of hatred embedded in the context of the speech act (e.g., 
Brown, 2017a, 2017b; Baider, 2019, 2020). Such discourses do not necessarily have 
concrete, real-life consequences; instead, they contribute to the overall atmo-
sphere regarding, for example, minorities.

In our project, we chose to build on a broader definition of hate speech than 
the one allowed for by Finnish legislation and aimed to cover the forms of speech 
that can be considered either illegal or “legal” hate speech while leaving the final 
judgment to the NDO lawyers. We grounded our definition in the Council of Eu-
rope’s Committee of Ministers Recommendation (1997). Further, we used the ma-
terials compiled by the NGO Article 19 (2015) for their six-part test for hate speech 
identification as well as materials produced by the Ethical Journalism Network for 
journalists to identify hate speech (EJN, n.d). As a result, we generated a list of more 
fine-grained features of a message to be categorized as hate speech. Such a message 
contains any of the following: 1) a call to violent action; 2) a call to discriminate or 
to promote discrimination; 3) an attempt to degrade human dignity based on their 
characteristics; 4) a threat of violence or the promotion of violent action; or 5) con-
tempt, solicitation, name calling, or slandering. Obviously, the presence of these 
features in a given message might still be a question of interpretation, and there 
might be messages in which the feature is indirectly present. However, a formal 
definition was required to initiate our automated recognition project.
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3	 Beyond words

Hate speech or online hate is considered a complicated set of practices that 
are not easily reduced to mere content features of the speech act itself (Brown, 
2017a; 2017b; Baider et al., 2017). Materials that instruct humans to identify hate-
ful speech—such as the Article19 test we used—often advise taking wide consid-
erations into account, such as issues related to the context of the speech act, the 
position of the speaker, and the possible reach of the post. Most automated text 
mining methods, however, typically start with the words only. They often rely 
on word lists, bag-of-word approaches, or ngrams (e.g., Greevy & Smeaton, 2004; 
Pendar, 2007; Dadvar et al., 2013; Munger, 2016). Some more recent detectors uti-
lize bag-of-word vectors combined with word dependencies to identify syntac-
tic grammatical relationships in a sentence (Burnap & Williams, 2015), semantic 
word embeddings (Badjatiya et al., 2017), or neural networks (Al-Makhadmeh & 
Tolba, 2019; Relia et al., 2019).

Many of the studies referenced above highlight the difficulties inherent in 
hate speech detection, particularly the problem of separating hate speech from 
other types of offensive language (e.g., Davidson et al., 2017). Hate speech can-
not be reduced to words or lists of words, even though they can be indicative of 
hate (Burnap & Williams, 2015; Udupa & Pohjonen, 2019). The actual sentiment 
or affective tone of a particular message relies immensely on the final form of the 
expression. Therefore, context-aware systems, such as word embeddings, should 
enable a fine-grained understanding of word contexts and semantics. Consider, 
for example, the sentence “Send them all back home” in the context of immigra-
tion discussion. It indicates a covert form of hate speech: none of the words as 
such are indicative of hate, but the combination of words generates a call to ac-
tion, and the context specifies the meaning of the word “home.” To identify this 
dependency, we need to know what “them all” refers to in the sentence.

The word-centered approach becomes even more problematic when working 
with social media data, which is quite specific by nature. It is characterized by 
vernacular expressions and contains mundane words and grammatical variance—
which is particularly the case with the Finnish language, where the spoken and 
written language differ considerably. Further, many forms of social media increas-
ingly support audiovisual forms of communication. Not only are several platforms 
built around images and videos, but also the use of visual elements, such as emojis 
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and gifs, is becoming more common on every platform. When treating social me-
dia data as text, these visual messages merely appear as empty spaces. Taking the 
visual forms of communication adequately into account would require more so-
phisticated data collection methods and, in practice, separate algorithms to identi-
fy any content from the visual messages. Furthermore, identifying the sentiments 
underlying images or multimodal data is a task that is far more difficult than text-
based sentiment analysis (e.g., Soleymania et al., 2017).

Some contextual elements are easier to consider; for example, in our project, 
the larger context was marked by elections. All monitored accounts were political 
candidates speaking from a political position legitimized by the party, which in-
dicated a clear status. The questions related to the thematic context of a specific 
utterance and the potential harm incited by it are much more complex. We con-
sidered different ways to examine the context of the messages, including, for ex-
ample, downloading the message thread in which the original message was posted 
to identify the topic, or running some analyses on the posters’ accounts, as sug-
gested by ElSherief et al. (2018). Existing technologies also make it possible to, for 
example, extract numerical data on a message’s reach to evaluate its popularity 
and visibility, which are considered to affect the potential dangerousness of a post 
(e.g., EJN, n.d). However, implementation of such methods would have introduced 
new considerations to our work: expanding the data collection to include mes-
sages from non-political actors, such as ordinary citizens, always requires solid 
justifications—particularly if done by a project that includes a governmental actor.

4	 Datafication starts with training data

Automated models to identify hate speech depend on training data an-
notated by humans. This means human annotators first need to agree on the 
criteria of hate speech, and then produce a training data set of preferably thou-
sands of messages. This data is then fed to the model as the datafied definition of 
hate speech. The production of training data is a laborious process that involves 
potential biases.

It is well known that the quality and content of training data highly affects the 
performance of machine learning algorithms (e.g., Friedman et al., 2001; Macken-
zie, 2017). When choosing the dataset, we provide additional cues to the machine 
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learning model regarding the kind of content we are looking for. These cues are 
dependent on, first, the availability of data and, second, on our ability to select 
reliable, representative data. The biases potentially caused by the training data 
are sometimes rather obvious in existing systems. For example, Google Jigsaw 
Conversation AI, a state-of-the-art model for toxic language detection, has been 
accused of giving higher toxicity scores to sentences that include female/wom-
en than male/men (Jigsaw, 2018). Such differences are due to the over-represen-
tation of certain classes in the training data that the system is built on. Unless 
carefully balanced, any collected real-life dataset contains more toxic comments 
concerning women, so the evaluation of toxicity becomes attached to those spe-
cific words that should only be the “neutral context.” It is important to note that 
such biases are difficult to anticipate before being exposed by audits or scandals.

Being aware of these issues, in our project, we tried to create a training data-
set that was as balanced as possible. We used a combination of data collected for 
another racism-related research project and from a large open Finnish language 
social media dataset containing more general discussions (Lagus et al., 2016). Us-
ing keyword searches of common target groups for hate speech as well as com-
mon slur words, we aimed to build a dataset that covered hate speech targeted at 
ethnic and religious minorities. After running some first tests with this dataset, it 
seemed that our model emphasized words that describe certain minorities. How-
ever, a hate speech recognition system that identifies, for example, all Muslim-re-
lated speech as potential hate speech is biased and hardly useful. Therefore, we 
decided to expand our training dataset by including data that targeted other mi-
norities, such as the disabled or the Swedish-speaking minority, or representa-
tives of certain political parties.

Unfortunately, all of these efforts have little temporal persistence. Another 
known issue of context associated with machine learning models is that devel-
oped models rarely perform well if used in another, even slightly different, set-
ting (Yu et al., 2008; Grimmer & Stewart, 2013). Thus, as language develops, poli-
ticians change, and new political issues emerge, the detection algorithms trained 
with old training data might not be accurate anymore. In our project, another 
disadvantage was that the training dataset did not consist of messages written 
by politicians but those written by regular citizens, which might imply a differ-
ent language style altogether. However, datafication also forces us to work with 
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those data that are available; collecting enough (thousands of) genuine examples 
of hate speech made by politicians in Finnish is probably not even possible.

As noted, hate speech is an evolving linguistic phenomenon, and its character-
istics follow discussions and trends in a given cultural and technological context. 
Users on social media platforms are aware of the quantification and monitoring 
of specific keywords used by social media platforms (e.g., Gerrard, 2018). Hence, 
they constantly develop new ways of expressing emotions such as hate and in-
tolerance more covertly by, for example, misspelling words on purpose or gen-
erating new pejoratives or creative metaphors (Brown, 2018; Baider et al., 2017). 
Think of, for instance, a rather offensive but cunningly masked statement made 
by a Finnish politician: “An immigrant is a blemish on the street.” No training dataset 
could have enough reminiscent messages to grasp the connotation of the immi-
grant-blemish metaphor.

5	 The hidden interpretation

The training data must be annotated by humans, which brings a compo-
nent of interpretation into the detection process. As in any content analysis, the 
reliability and stability of the analysis are controlled by generating shared guide-
lines for coding and calculating inter-coder reliability. In our project, we used a 
scale from 0 to 3 to annotate the severity of hate speech (with 3 clearly indicating 
hate speech, 2 indicating disturbing angry speech, 1 indicating normal discussion 
with a critical tone, and 0 being neutral). Working with the spreadsheets of data 
with this scale was a blunt moment of quantification—turning message content 
and meaning into a single digit, a figure of anticipation (Mackenzie, 2013) – which 
strips off all the nuances in the verbal expression.

Indeed, annotating the training data taught us that identifying hate speech 
is not unambiguous, even for humans. We were forced to revisit the definitions 
and refine the codebook several times before reaching a common understand-
ing. With four coders, we spent almost six hours coding subsets of 100 messages 
before reaching an acceptable level of agreement, as measured by Cohen’s kap-
pa (>.70), while discussing our classification principles after each failed round. 
It became clear that the coder’s own knowledge of the issue and related expres-
sions affected their judgements. For example, a person easily recognizes only slur 
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words familiar to them. During our classification, we discussed, for instance, the 
expression “Tim of the night” (“yön Timo” in Finnish), a pejorative expression 
used to refer to colored people in Finnish. One of our annotators had never en-
countered the term before, and the hateful content of the message was not ob-
vious without this prior knowledge. The message seemed to be about a specific 
person instead of referring to an entire group of people with a group noun.

Thus, the labeling is dependent on the previous knowledge of the annotators, 
both concerning hate speech definitions and national discourses and online cul-
ture. In this vein, Waseem and Hovy (2016) showed that amateur annotators are 
more eager to label messages as hate speech than trained experts. Similarly, Da-
vidson et al. (2017) highlighted the underlying cultural connotations, finding that 
messages with racist or homophobic content were more likely to be classified 
as hate speech than sexist messages, which were generally classified only as of-
fensive. Trained annotators thus need good knowledge of both the phenomenon 
being classified and related cultural connotations; it is essential to be aware of 
local slur words and other expressions, as well as any juridical definitions that 
the system may be based on. This means that crowdsourced annotations should 
be used only with great caution.

After the level of agreement was met, the rest of the training set was coded by 
the researchers individually, accompanied by a nagging feeling that the variety 
of messages was so broad that we could probably still find messages on which we 
disagreed in our individual slots. While categorizing any linguistic phenomenon 
is a process of reduction, datafication forces us to think even further about prob-
abilities and live with uncertainties.

6	 Binary commensurable hate

While some recent advances in natural language processing might help over-
come translation issues (e.g., BERT, Devlin et al., 2019; Waseem et al., 2018), hate 
speech recognition models are language and context sensitive due to their reliance 
on the training data. Therefore, in our own project, we could not use any existing 
industry solutions or open libraries typically built and trained for English-language 
data. Instead, we had to develop a custom text classification model from concept 
definition to training data composition and model selection. Using standard libraries, 
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we tested several combinations of feature extraction and machine learning models 
to identify those that would perform best with our training data. Thus, the model 
was trained using 90% of the data, and its performance was then tested with the re-
maining 10%. Based on the performance metrics (Laaksonen et al., 2020), we chose 
to use a combination of a bag-of-words feature extraction model and support vector 
machines. Thus, while we acknowledged that hate speech is more than words, the 
standard machine learning evaluation procedures led us to pick a combination of 
algorithms that, ironically, emphasized words.

To train the model, our original four-level scale was reduced to a binary clas-
sification of clearly denoted hate speech versus other types of speech. This was 
done because it was a simpler task for the algorithms and because we did not have 
enough data for each of the categories for the model to perform reliably. The data-
set was skewed even with the four-level scale, with non-hate speech dominating 
the dataset. Here, our somewhat forced numeric evaluation of hate was thus re-
duced to a binary variable, which was further simplified for the datafied process.

After it was run, our machine learning system assigned a probability score 
for each message. These scores were then used to sort messages based on how 
likely they were to contain hate speech. Hence, by following the necessities of the 
selected approach, the textual training data were quantified and abstracted to a 
format that allowed for the transformation of hate into probabilities (Mackenzie, 
2013). This transformation makes hate commensurable, an element that can be 
measured against a standard, and allows manual or automated ordering of the 
messages being investigated.

In the training phase, the system reached a precision of 0.79 and recall of 
0.98, and thus indeed was able to identify hateful messages to some extent if we 
accepted our training data as the standard. However, during the actual project, 
when compared with the manual screening performed by the NDO representa-
tives, it became clear that the model was too sensitive. In the end, only 205 out 
of a total dataset of 26,618 posts were classified as hate speech by the machine 
learning system, and after manual screening, only five posts were determined to 
contain illegal hate speech.
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7	 Lessons learned

As highlighted in hate speech literature (e.g., Brown, 2017a, 2018b; Baider et 
al., 2017; Udupa & Pohjonen, 2019), hate speech is a concept with varying defini-
tions, juridical interpretations, and cultural connotations, which makes the auto-
mated recognition of it a challenging technical endeavor—but precisely because of 
that, it represents a type of societal issue many actors are hoping to solve with tech-
nology. As discussed in this chapter, these solutions require the datafication and 
quantification of emotions and affective language, which is not straightforward.

While an adequately well-working machine-learning solution was developed 
in our project, the automated approach required heavy simplification, such as 
using rudimentary scales for classifying hate speech, which in reality has several 
tones and varieties. The main goal of the project essentially turned out to be the 
quantification of hate. This occurred, first, when classifying the training data, 
and second, when vectorizing the textual data for the machine learning method 
(Mackenzie, 2017). In the process of conducting quantification and vectorization, 
we inevitably flattened the data and lost some of the variety in expressions. This, 
however, is precisely what makes algorithms powerful through their ability to 
perform abstraction (Pasquinelli, 2015, cited in Mackenzie, 2017, p. 9).

Experiences in our project showed that recognizing hate speech is not an 
unambiguous task, even for humans, which makes it a complicated task for ma-
chines that rely on specific, quantified features. It is a task that can be achieved 
in the sense that probabilities are produced, but their validity should be critically 
evaluated by a human. Algorithmic systems rarely perform their tasks perfectly 
when dealing with complex language data (Grimmer & Stewart, 2013).

Based on our monitoring project, a system that works to monitor hate speech 
or other forms of toxic language online should be a long-term, constant proj-
ect with an iterative and context-aware approach to its development. This requires 
first, reliably annotated training data and a continuous flow of updated, hu-
man-annotated data for retraining the model. Such an implementation would, 
for example, better account for the shifting nuances in the forms of soft hate 
speech and the periphrases and euphemisms being used. The retraining loop in 
our system showed that the prediction scores became more accurate during the 
one-month project period.
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Second, hate speech recognition models should not focus only on the content 
of the message but should also consider the contextual factors related to hate 
speech, as emphasized by various studies, recommendations, and definitions (e.g., 
Gagliardone et al., 2015; Article19, 2015; OHCHR, 2013). These aspects include the 
broader discussion context of the message, the status and position of the poster 
of the message, and an evaluation of the publicity attracted by the message (see 
Rabat Action Plan, OHCHR, 2013, section 29). With the current experiences from 
both research projects and platform actions, it seems unlikely that such systems 
could be fully automated in the near future.

Salla-Maaria Laaksonen is a researcher in the Centre for Consumer Society Research at the 
University of Helsinki, Finland. https://orcid.org/0000-0003-3532-2387
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