
www.ssoar.info

Hate speech
Sponholz, Liriam

Erstveröffentlichung / Primary Publication
Sammelwerksbeitrag / collection article

Empfohlene Zitierung / Suggested Citation:
Sponholz, L. (2023). Hate speech. In C. Strippel, S. Paasch-Colberg, M. Emmer, & J. Trebbe (Eds.), Challenges and
perspectives of hate speech research (pp. 143-163). Berlin https://doi.org/10.48541/dcr.v12.9

Nutzungsbedingungen:
Dieser Text wird unter einer CC BY Lizenz (Namensnennung) zur
Verfügung gestellt. Nähere Auskünfte zu den CC-Lizenzen finden
Sie hier:
https://creativecommons.org/licenses/by/4.0/deed.de

Terms of use:
This document is made available under a CC BY Licence
(Attribution). For more Information see:
https://creativecommons.org/licenses/by/4.0

http://www.ssoar.info
https://doi.org/10.48541/dcr.v12.9
https://creativecommons.org/licenses/by/4.0/deed.de
https://creativecommons.org/licenses/by/4.0


Digital
Communication
Research.de

Recommended citation: Sponholz, L. (2023). Hate speech. In C. Strippel, S. 
Paasch-Colberg, M. Emmer, & J. Trebbe (Eds.), Challenges and perspectives of hate 
speech research (pp. 143–163). Digital Communication Research. 
https://doi.org/10.48541/dcr.v12.9

Abstract: Hate speech—communication that attacks a person or a group on the 
basis of identity factors, such as gender, race, or religion—is one of the main digi-
tal threats to democracy. Hate speech has manifold, empirically evidenced conse-
quences for targeted individuals and groups experiencing systematic discrimina-
tion and for social cohesion as a whole. Yet, while the upheaval of social media has 
put the concept in the spotlight, such attention has also structurally transformed 
its meaning, turning hate speech from a concept with clear defining properties 
into a family resemblance comprising all kinds of online abuse. This process is 
far from causing only academic issues. It also sidesteps historical oppression as 
a defining property and as the reason for which one is targeted by hate speech. 
Thus, the process has been belittling public animosity against historically op-
pressed groups, reducing hate speech merely to a matter of offensive language on 
social media. This chapter shows how and why this conceptual change has taken 
place and the consequences it unleashes. It specifically addresses the problems 
of concept stretching, concept shrinking, and the inflation of concepts. Finally, it 
concludes that such conceptual issues jeopardize the potential that digital media 
research on hate speech has to provide guidance to a broad range of social actors.

License: Creative Commons Attribution 4.0 (CC-BY 4.0)

http://www.digitalcommunicationresearch.de
http://www.digitalcommunicationresearch.de
http://www.digitalcommunicationresearch.de
http://www.digitalcommunicationresearch.de
http://www.digitalcommunicationresearch.de
https://doi.org/10.48541/dcr.v12.9
https://creativecommons.org/licenses/by/4.0/


Liriam Sponholz

Hate Speech

1 Hate speech: What is the concept actually for?

Berlin, 2021: The artist Prince Ofori goes to a supermarket and is called the 
N-word. Customers, workers, security guards—none of them defends him. To the 
contrary, they start to collectively disparage Ofori, a Black man. Eventually, even 
the supermarket manager accuses him of being a security risk and throws him 
out of the store (Amjahid, 2021). Vienna, 2019: A woman wearing a headscarf is 
spat on in a train station. The woman is called a w***re, pig, and dog and told to 
go back to the place where she is supposed to belong. “The FPÖ [Austrian far right 
“Freedom Party,” L.S.] will take you all,” shouts her harasser (“Alltagsrassismus. 
Angespuckt und beschimpft,” 2019).

In the 1980s, law scholars associated with historically oppressed groups sought 
to tackle this kind of situation by coining the concept of hate speech to describe 
the communication of animosity against, or disparagement of people of a histor-
ically oppressed group on the basis of identity factors (cf. Matsuda, 1989; Stone, 
2000; Delgado & Stefancic, 2004, among others). These scholars were involved 
with critical race theory and had similar experiences on US-American campuses. 
To tackle the problem, they proposed that severe cases of hate speech (cf. Matsu-
da, 1989), such as those in Berlin and Vienna, should be outlawed.
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At that time, the concept raised concerns about freedom of speech and was highly 
criticized. Thirty years later, the debate changed (cf. Tontodimamma et al., 2021). 
People from historically oppressed groups continue to experience the same expe-
riences, but the concept of hate speech, instead of being rejected, has now been 
stretched and made ambiguous, leading to a downplaying of the problem.

Nowadays, digital communication enables everyone to gain insight into what it 
means to be publicly disparaged. By doing so, the digital transformation of the pub-
lic sphere put the concept of hate speech in the spotlight but has also led to con-
cept stretching (Collier & Mahon, 1993), that is, to the application of the term “hate 
speech” to cases that do not match its defining properties (cf. Sponholz, 2020).

Researchers on digital communication have been particularly guilty of damag-
ing the clarity of the concept, often without realizing that they are doing so. For 
instance, they mention the original concept of hate speech in the theoretical part 
of their studies and then apply the term to cases of online harassment against 
journalists, online incivility, online abuse, and other forms of conflict that do not 
match the defining properties of the concept they have just mentioned (cf. Ton-
todimamma et al., 2021).

However, incidents such as those in Berlin and Vienna have been framed as 
other than hate speech, with a resultant downplaying of their severity. There-
fore, the concept was appropriated by the same patterns of power asymmetry 
that it was intended to counter.

This chapter sheds light on the problem by analyzing how a concept coined 
by critical race theory came to be equated with online harassment, what role 
academic research has played in this development, and why this equation is a 
problem. As will be shown, hate speech is not a catch-all term for all conflict-re-
lated issues involving online communication, nor can it be replaced by catch-all 
terms such as “online hate.” While on the one hand there are serious conceptual 
issues, such as concept stretching and shrinking, on the other hand, there is a 
broad consensus among different social actors about what hate speech is. Thus, 
communication and media scholars should play a significant role in overcoming 
these issues since hate speech is the key to understanding, explaining, empirical-
ly assessing, and tackling extreme forms of symbolic discrimination, one of the 
most severe digital threats to democracy and social cohesion.
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2 Why do concepts matter?

Concepts are not merely a matter of abstract discussion among academics. 
They constitute a symbolical resource. They are deployed not only to determine 
how a research subject is assessed empirically but also to evaluate a situation, to 
define a problem (Thielmann 2004, p. 292, p. 310), to examine the way in which 
that problem should be tackled, which policies should be employed to tackle it 
(Palonen, 1999), which statistics should be used to underpin those policies, and—
in the case of conflict regulation—who and what should be outlawed and how. 
When so many rides on a concept, the process of defining the concept becomes a 
struggle over a resource (Cobb & Elder, 1972), with politicians, governments, and 
digital platform companies fighting for a definition that best suits their political 
or economic interests.

“Hate speech” paradigmatically illustrates the struggle over concepts as sym-
bolic resources. Far right actors build their media capital by making disparaging 
statements against Black people, Indigenous people, Jewish people, LGBTQ peo-
ple, women, and Muslims and present themselves as victims of hate speech when 
they face offensive language in response to these statements. This is the case, for 
instance, when the Austrian far-right leader Heinz Christian Strache complained 
of hate against his party (Strache sieht in FPÖ-Hass, 2015).

In the sociotechnical realm, digital platform companies, whose economic mod-
el is based on interactions, have managed to establish the idea that “the best reme-
dy against bad speech is more speech” (Brändlin, 2016). In line with this principle, 
Facebook launched the Online Civil Courage Initiative, a project encouraging peo-
ple to speak up against hate speech. Its CEO, Mark Zuckerberg, also defended the 
right of Holocaust deniers “to be wrong” (Levin & Solon, 2018). The company only 
agreed to ban Holocaust denial content under pressure in 2020 (Bickert, 2020). In 
this context, hate speech has been treated as a matter of uncivil comments (see 
Coe et al., 2014, and Bormann & Ziegele in this collection for a discussion of the 
incivility concept), although incivility is not necessarily linked to identity factors, 
and hate speech, whether online or not, is not restricted to comments or content. 
However, by turning hate speech into a matter of incivility, digital platform com-
panies a) veil their own role in triggering hate speech (for instance, through scor-
ing or recommendation algorithms); b) enable haters to continue generating inter-
actions and building networks around discriminatory content; c) induce individual 
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users and collective actors such as high-profile, well-intentioned organizations 
from civil society to work for them by producing content against hate speech; 
d) increase interactions not only through hate speech but also through counter 
speech; and e) polish their images by promoting such initiatives while tolerating 
hate speech. In taking this course, they fail to tackle the problems that individuals 
and societies have been suffering as a consequence of group-targeting, offensive, 
and inflammatory speech on social media, as the genocide in Myanmar, the riots 
in Chemnitz in Germany, and the online mobilization that led to the storming of 
the Capitol in the US illustrate.

3 What actually is hate speech?

Defining hate speech pose a particular challenge for research on digital 
communication, specifically with regard to online content moderation and au-
tomated detection of hate speech. On the one hand, researchers complain that 
there is no “universally accepted” concept of hate speech (MacAvaney et al., 2019, 
p. 2). On the other hand, they not only fail to make contributions that tackle this 
problem but even create more ambiguity by associating the term with different 
classes of objects, such as:

Abusive messages, hostile messages, or flames. More recently, many authors have 
shifted to employing the term cyberbullying (Xu et al., 2012; Hosseinmardi et al., 
2015; Zhong et al., 2016; Van Hee et al., 2015; Dadvar et al., 2013; Dinakar et al., 
2012). The actual term hate speech is used by Warner and Hirschberg (2012), Burnap 
and Williams (2015), Silva et al. (2016), Djuric et al. (2015), Gitari et al. (2015), Wil-
liams and Burnap (2015), and Kwok and Wang (2013). Further, Sood et al. (2012a) 
worked on detecting (personal) insults, profanity, and user posts that are charac-
terized by malicious intent, while Razavi et al. (2010) referred to offensive language. 
Xiang et al. (2012) focused on vulgar language and profanity-related offensive content. 
(Schmidt & Wiegand, 2017, p. 2-3)

However, the question remains: What is the problem with the concept of hate 
speech? Answering this question requires an understanding of what a concept is 
and what it is made up of.

Concepts are basically a matter of word and meaning (intension) and meaning 
and things (extension) (Sartori, 1984). This is the classical structure of a concept 
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(Marsteintredet & Malamud, 2020, p. 1025). In the academic context, concepts are 
applied by researchers to identify, describe, classify, understand, or explain what 
they observe (Sellars, 2016, p. 4). The intension of a concept consists of defining 
properties, that is, criteria that delimitate the scope of the term. The extension, in 
turn, determines the class of objects to which this meaning applies. Intension and 
extension are indirectly proportional: the fewer defining properties a concept 
has, the more abstract it is. The more abstract it is, the greater the number of 
objects that match it (Sartori 1984, p. 45).

Deficiencies in the intension and extension of a concept create different is-
sues. Problems with intension create ambiguity. This is the case when the mean-
ing of a term is not anchored in defining properties. Problems with the extension 
of a concept create vagueness. This is the case when a concept is too abstract, 
which makes the class of objects it applies unclear (Sartori, 1984, p. 27).

Hence, the question of what the problem with the concept of hate speech 
actually is can be answered. First of all, the problem does not lie in the intension 
of the concept.

The term “hate speech” is drawn by the following defining properties (DP): 
attacks (DP1) based on an identity factor (DP2), which are symbolic in nature 
(DP3) (Matsuda, 1989; Stone, 2000; Delgado & Stefancic, 2004; among others). Hate 
speech—whether online or not—is also a matter of communication in places of 
public space (cf. Sellars, 2016; Delgado & Stefancic, 2004). Nonetheless, this is not 
a classical defining property, as it may also apply to other cases of communication 
of disparagement, such as online incivility (cf. Sponholz, 2020).

There is a broad consensus, from international organizations to digital plat-
form companies, about the linkage of the term hate speech with these defining 
properties, as follows:

• United Nations: Any kind of communication in speech, writing or behavior 
[DP3] that attacks or uses pejorative or discriminatory language [DP1] with 
reference to a person or a group on the basis of who they are, in other words, 
based on their religion, ethnicity, nationality, race, color, descent, gender or 
other identity factor [DP2]. (United Nations, 2020, p. 8)

• Facebook Company: We define hate speech as a direct attack [DP1] against 
people on the basis of what we call protected characteristics: race, ethnicity, 
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national origin, disability, religious affiliation, caste, sexual orientation, sex, 
gender identity and serious disease [DP2]. We define attacks as violent or dehu-
manizing speech, harmful stereotypes, statements of inferiority, expressions 
of contempt, disgust or dismissal, cursing, and calls for exclusion or segrega-
tion [DP3]. (Facebook, 2021)

• Twitter: You may not promote violence against or directly attack or threat- 
en other people [DP1, DP3] on the basis of race, ethnicity, national ori-
gin, sexual orientation, gender, gender identity, religious affiliation, age, 
disability, or serious disease [DP2]. We also do not allow accounts whose 
primary purpose is inciting harm towards others on the basis of these 
categories. (Twitter, 2020)

• Council of Europe: The term “hate speech” shall be understood as covering 
all forms of expression [DP3] which spread, incite, promote or justify [DP1] 
racial hatred, xenophobia, anti-Semitism or other forms of hatred based 
on intolerance, including: intolerance expressed by aggressive nationalism 
and ethnocentrism, discrimination and hostility against minorities, mi-
grants and people of immigrant origin [DP2]. (Weber, 2009, p. 3)

These definitions are not identical. Nevertheless, as Sartori (1984, p. 29) 
asserts, a single concept can yield several conceptualizations. The same concept 
may, for instance, yield both denotative and operational definitions, but as long 
as different definitions possess the same defining properties, they still constitute 
the same concept.

4 What is not hate speech?

The intension of the concept of hate speech not only enables a determina-
tion of what hate speech is but also what it is not.

First, hate speech is not negative stereotypes or misrepresentation but a mat-
ter of attacks. Defining hate speech as “negative speech that targets individuals 
or groups” or even as “statements of disagreement, such as indications that the 
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group is wrong, what they claim is false or what they believe is incorrect” (Baha-
dor & Kerchner, 2019, pp. 4–6) downplays the severity of the problem.

Negative stereotypes may be used by hate speakers, but they alone are not 
enough to constitute an attack. To be considered hate speech, it should be ap-
plied consciously or intentionally (Delgado & Stefancic, 2004). What precisely 
constitutes an attack is delineated in, for instance, General Recommendation Nr. 
35 of the Committee on the Elimination of Racial Discrimination (2013): incite-
ment of hatred, contempt, exclusion, or violence; threats or expressions of in-
sults, ridicule, or slander (for an overview, see Table 1).

In this context, “conscious” means that the speaker is aware of the disparag-
ing potential of the content, as in the case of identity-targeting offensive speech. 
“Intentional,” in turn, means that symbolic disparagement is a way of achieving 
a goal. This goal may be hurting someone or derogating a group due to the ideo-
logical convictions of the speaker (prior intention), or it may be something other, 
such as gaining media attention or attracting voters in an election (subsidiary 
intention) (cf. Searle, 1980; Sponholz, 2018).

Second, not all disparagements of groups qualify as hate speech (cf. Sellars, 
2016), only those based on identity factors in correlation with historical oppres-
sion (Matsuda, 1989) or systematic discrimination (Gelber, 2021). Hate speech 
represents the communicative ring on a chain of manufacturing human infe-
riority (Sponholz, 2018, p. 48), in which antinomies (Marková, 2003) on collec-
tive features such as race, gender, origin, religion, and sexual orientation are 
intentionally activated through communication. It works as another layer in the 
long-standing process of subordination (Matsuda, 1989). This is why “not every-
one has known the experience of being victimized by racist, misogynist, or ho-
mophobic speech, and we do not share equally the burden of the societal harm it 
inflicts” (Lawrence III, 1993, p.  56).

A definition that takes a broader view of groups, contending that theoreti-
cally any group can become the target of hate speech, is exactly what critical 
race theorists were fighting against. It means erasing the power asymmetry that 
Lawrence III (1993) referred to. This does not mean that people can be attacked 
symbolically only if they possess one of the designated identity factors, but it 
clearly means that if there is not an identity factor involved, this kind of abuse or 
harassment should not be classified as hate speech.
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Table 1: Defining properties of hate speech

Who What Where

Collective feature 
corresponding to 
an identity factor 
(e.g., gender/
race) related to 
an unprivileged 
position (e.g., 
Women/Black 
people)

Dissemination of Discriminatory ideas Places of public 
life (workplace, 
school, univer-
sity campus, 
media)

Incitement of • Hatred
• Contempt
• Exclusion
• Violence

Incitement 
through

• Public denial of ge-
nocide and crimes 
against humanity

Threat

Justification of • Genocides and 
crimes against 
humanity

Expression of • Insults
• Ridicule
• Slander

Source: Own illustration, based on Committee on the Elimination of Racial Discrimination (2013), 
Delgado and Stefancic (2004), and Matsuda (1989), among others

Third, hate speech is not necessarily a matter of (offensive) language but of commu-
nication (Stone, 2000; United Nations, 2020). This is particularly important when 
it comes to social media, where the media logic is not based on content—as with 
the mass media—but on interactions (van Dijck & Poell, 2013). As a result, digital 
communication is not only a matter of media objects (such as online comments) 
but also of other digital objects (Langlois & Elmer, 2013): network objects, such as 
hashtags (Poole et al., 2021); and phatic objects, that is, the networks generated 
by interactions on social networking digital platforms (Chaudhry, 2015). For this 
reason, hate speech cannot be detected solely by content analysis but also requires 
social network analysis and social media metrics analysis (Sponholz, 2021). As a 
consequence, countering the problem should not be limited to content modera-
tion, but should include debates on de-platforming (Ali et al., 2021), cross-platform 
approaches (Johnson et al., 2019), and broader concepts of platform governance.
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It is worth noting that neither hate (as an emotion) nor illegality are defining 
properties of the concept of hate speech. Brown (2017a) labels this first misunder-
standing “the myth of hate,” that is, the idea that emotions, feelings, or attitudes 
of hate or hatred are part of the essential nature of hate speech (cf. also Tetrault, 
2019). The roots of hate speech are ideologies of inequality, such as racism, sex-
ism, homophobia, and Islamophobia, not affective action. These ideologies gather 
enough empirical evidence that they can be expressed “rationally”; that is, they 
are underpinned by arguments (Sponholz, 2018; Meddaugh & Kay, 2009). To put it 
briefly, David Irving’s denying the Holocaust is not an emotional response.

With regard to legality, although law scholars coined the concept, they also 
made it clear from the beginning that only a very strict range of cases could be 
regulated (Matsuda, 1989). Further, the upsurge of the concept in public and aca-
demic debate has not been triggered by legal issues but by the rise of social media 
(Paz et al., 2020; Sponholz, 2019b). Media and communication researchers have 
dominated this research agenda since the 2010s and apply the concept first to 
observe conflict dynamics, and not to matters of conflict regulation.

As seen above, the concept of hate speech has a clear definition (intension), 
with broad consensus on the application of the term anchored in the same de-
fining properties. However, in spite of a clear intension, the concept is highly 
abstract and does not provide a clear extension, that is, an explicit scope for the 
class of objects to which it applies to (Sartori, 1984). Such vagueness lends it flex-
ibility, but it also poses a challenge for empirical research.

However, it should be highlighted that flexibility in this context does not 
mean that the concept of hate speech can be applied to all kinds of wrongdo-
ing in online communication, as often happens in digital media research. It 
actually means that the concept can be applied to a broad range of empirical 
manifestations, such as online firestorms or hashtag activism, as long as they 
match the defining properties.

By applying the term “hate speech” to offensive language in general, research 
on digital communication not only fails to tackle the concept’s vagueness but also 
generates new conceptual issues. This is concept stretching—that is, the applica-
tion of a concept to cases that do not fit its defining properties. In other instances, 
researchers on digital communication, particularly those working in automat-
ed detection, are shrinking the concept by applying it only to identity-targeting 
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group derogatory labels, such as racial slurs. In the third scenario, an inflation of 
concepts has taken place, failing to solve old concerns and generate new ones.

5 Conceptual issues within academic research

Epistemologically, definitions are pivotal to increasing and even enabling 
the efficiency of science (Potthof, 2017). They allow social scientists to avoid 
talking at cross-purposes when addressing a research subject, which means that 
empirical findings can be compared and knowledge can be accumulated. This, in 
turn, allows for the development of theories. Theorizing is imperative to under-
standing and explaining the puzzle of social reality.

However, when scholars expand the comparative perspective among research 
areas, they also tend to broaden the meaning of the concepts to incorporate a 
larger realm of observations under expanded rubrics (Sartori, 1984). The result 
is a conceptual travelling. This happened to hate speech, a concept coined by law 
scholars in the 1980s, when the rise of social media in the early 2000s turned the 
term into an interdisciplinary research subject (Paz et al., 2020; Sponholz, 2019b).

Although conceptual traveling may result in a concept being more relevant, it 
may also feed a conceptual stretching (Collier & Mahon, 1993). By not considering 
the intension of hate speech, researchers on media and communication have been 
applying the concept to a class of objects that do not possess the same defining 
properties, such as online harassment against journalists (Obermaier et al., 2018).

Different concepts might have the same, contingent, or accidental charac-
teristics, but if they do not possess all the defining properties, they are not the 
same (Sartori, 1984). By applying the concept to classes of objects that do not 
belong under the same umbrella, conceptual stretching creates ambiguity and 
hinders the comparability of empirical evidence, which harms the accumulation 
of knowledge and makes it harder to provide qualified guidance when policies are 
formulated to tackle the problem.

Concept stretching jeopardizes hate speech research by erasing not only a 
defining property of the concept but also the concept’s very reason for being: 
catching disparaging communication that is based on a collective feature linked 
to historical oppression or systematic discrimination.
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6 Concept shrinking

When attempting to identify hate speech by automated means, research-
ers on digital media often try to solve the problem of vagueness by reducing the 
concept to a matter of racial slurs or symbols or open threats (“kill,” “rape”) (cf. 
Schmidt & Wiegand, 2017). By defining a hate speech message as a message that 
contains “hate words” (Silva et al., 2016), lexicon- and keyword-based approaches 
cannot identify cases that do not contain any “hateful” words (e.g., cases that use 
figurative or nuanced language) but that still deliberately discriminate symboli-
cally against a group (MacAvaney et al., 2019).

Reducing hate speech to a matter of insults, for instance, would mean com-
ing to the conclusion that racist groups are not libeling or inciting discrim-
ination against historically oppressed groups in instances where they target 
people due to race, origin, or religion but refrain from writing the N-word or 
displaying a swastika.

Furthermore, lexicon-based approaches, including those based on offensive 
language, such as group derogatory labels, are capable of empirically assessing 
only a small proportion of cases. In the case of group libels, they are also consid-
ered a less severe form of hate speech (United Nations, 2020). Such approaches 
also fail to make visible those collective actors and public figures who apply hate 
speech as a kind of strategic communication, because such actors tend to avoid 
blatantly discriminatory language (Gerstenfeld et al., 2003; Kleinberg et al., 
2021). Even in the case of hate speech during genocides, overt messages, such as 
open threats (“Go out and kill!”), constitute an exception (Benesch, 2004, p. 67; 
Straus, 2007, p. 612).

For this reason, several stakeholders have underlined that hate speech is not 
a matter of language but of communication (Stone, 2000; United Nations, 2020). 
While language refers to a system of codes (Lewandowski, 1994), communication 
involves speakers, messages, means of dissemination, audience, and historical, 
social, and political context. This is particularly relevant for research into hate 
speech on social media, as reducing the problem to content does not fit the media 
logic of such digital platforms, as analyzed earlier.
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7 Inflation of concepts

Researchers have also tried to sidestep conceptual issues with hate speech by 
replacing it with, for instance, the concepts of “online hate” and “extreme speech.”

“Online hate” is one of the catch-all terms that scholars have been using in 
their attempts to capture empirical developments in digital communication. 
“Online hate” incorporates issues such as “online toxicity,” “online abusive lan-
guage,” “cyberbullying,” “online harassment,” and “online firestorms.” That is, it 
comprises much more than online hate speech (Waqas et al., 2019). Hence, “on-
line hate” is a family resemblance rather than a classical concept:

One distinctive feature of family resemblance concepts is the fact that every-
thing that falls under the concept shares at least one similar quality, feature, or 
descriptive property with at least one other thing that falls under the concept, even 
if there is no single quality, feature, or descriptive property that is common to all 
things that fall under the concept. (Brown, 2017b, p. 596)

Changing the concept structure from classical to family resemblances has 
been a successful strategy to capture empirical developments. Nonetheless, at 
least three problems can be caused by such conceptual change. First, it inhibits 
the recognition of hate speech. Second, it creates the danger of causal and con-
ceptual confusion. Third, it may have serious political consequences.

Transforming hate speech into a matter of family resemblance means apply-
ing the same term based on different criteria depending on the context (Wenner-
berg, 1998, p. 64), opening the door to all kinds of political instrumentalization. 
Such adaptions entail many risks, including freedom of speech. The concept may 
even be turned against historically oppressed groups seeking to speak out about 
their situations of oppression (cf. Benesch, 2014; Gagliardone et al., 2015).

Applying “hate speech” and “online hate” interchangeably also means erasing 
discrimination and power asymmetries as the roots of the problem (cf. also Mata- 
moros-Fernández & Farkas, 2021). By doing so, researchers, instead of investigating, 
assume that insults, threats, or incitement against Black people, women, Jewish peo-
ple, Muslims, or other groups are the same as any other kind of disparaging commu-
nication, such as individual insults and slanders. In assuming that, they fail to look 
for empirical evidence that would, in the case of hate speech, prove its true nature.
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This failure on the part of researchers is particularly problematic, given that it 
is often hate speech—and not other forms of online abuse—that plays a pivotal 
role in political developments, such as the rise of the far right and its linkage 
to digital communication (Art, 2020; Froio & Ganesh, 2019; Sponholz, 2019a). In 
a nutshell, family resemblance concepts such as “online hate” are successful at 
capturing empirical developments in digital communication but cannot replace 
the concept of hate speech.

Relabeling hate speech, in turn, might raise new issues, as is the case with the 
concept of “extreme speech,” as applied within digital communication research 
(the term was applied before, at the end of the 2000s, by law scholars such as Hare 
and Weinstein (2009) in another context).

In digital communication research, “extreme speech” aims to provide an al-
ternative, non-regulatory approach to hate speech since:

The use of hate speech (…) embodies the colonial logic of “yet-to-be modern” soci-
eties prone to “emotions,” manipulation, and public frenzy, which have to be tested 
against the high values of calm rationality of Western liberal democracy. (Udupa & 
Pohjonen, 2019, p. 3055)

To overcome the “Western bias” of the concept of hate speech, the authors 
propose the concept of “extreme speech,” a framework to “capture digital cul-
tures that push and provoke the limits of legitimate speech along the twin axes of 
truth-falsity and civility-incivility” (Udupa & Pohjonen, 2019, p. 3051).

This is particularly striking because, in the case of political incivility, the con-
cept is deeply ingrained in the US legal and political debate on civil discourse. 
Moreover, as it is defined in the framework of deliberative theories, political in-
civility also relies heavily on values such as rationality (Massaro & Stryker, 2012, 
p. 379, p. 414). Regarding civility in general, it acts even as a further mechanism 
of discrimination, such as when the language used by members of historically op-
pressed groups use is classified as offensive language (Sap et al., 2019). This hap-
pens because the concept is supposed to be a high value of Western societies and 
intimately connected to social rank, class status, political hierarchy, and relations 
of power (cf. Harcourt, 2012). Hate speech, in turn, requires neither incivility nor 
irrationality, as it constitutes a matter of discrimination.
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8 Why working on the concept of hate speech?

This chapter sheds light on the conceptual change the term “hate speech” 
has experienced, what role academic research has played in this, and what prob-
lems the change causes.

Hate speech is a theoretically sound scientific concept with a clear intention: 
it is anchored in three defining properties (DP), which work as criteria to disam-
biguate it: attacks (DP1) based on an identity factor (DP2) and that are symbolic 
in nature (DP3). Further, hate speech is a matter of communication in public life.

The clear intension of the concept provides a first approach to determining 
what is not hate speech. Yet, the concept is also highly abstract, which makes it 
difficult to identify to which class of objects it applies. Not having a clear exten-
sion lends it flexibility but also poses a challenge to empirical research.

However, by trying to overcome conceptual challenges in empirical research, 
digital media research has been creating new conceptual issues, such as: a) con-
cept stretching—applying the concept to cases that do not match the defining 
properties of hate speech; b) concept shrinking—reducing the problem to a mat-
ter of content, as in the case of lexicon-based approaches; and c) an inflation of 
concepts—using the term interchangeably with “online hate” or replacing it with 
new terms, which creates its own conceptual issues.

This is problematic because concepts are not merely a matter of abstract dis-
cussions among academics. Concepts constitute a symbolic resource for defining 
problems and determining how they are going to be tackled. As a consequence, 
erasing the defining properties of hate speech creates many political issues. Trans-
forming hate speech into a matter of family resemblance means that the concept 
can be “adapted” to any context, opening the door to all kinds of political instru-
mentalization. Applying the term “hate speech” and other forms of online abuse 
interchangeably downplays the problem as merely a matter of bad behavior among 
users in online conversations.

Replacing the concept of hate speech with that of online hate erases discrim-
ination and power asymmetry from digital media research as the roots of this 
specific but highly harmful kind of communication.

So, what is the purpose of the concept of hate speech? Why should digital media 
researchers work on a concept that raises so many conceptual issues? First, of all 
the concepts applied to analyze threats in digital communication, hate speech is 
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probably the one with the longest research tradition. Many issues being discussed 
in the field of platform governance, for instance, have been analyzed for decades 
in hate speech research. Second, in spite of vagueness with regard to which cases 
the concept can be applied to, the concept is unambiguous: there is a broad con-
sensus among different social actors about what hate speech means. Third, hate 
speech is a much more severe digital threat than insulting people on social media.

By abandoning, making ambiguous, or shrinking the concept, digital media 
research is jeopardizing its potential to tackle one of the most socially relevant 
problems in its field.

Liriam Sponholz is a postdoctoral researcher at the German Centre for Integration and 
Migration Research (DeZIM) in Berlin, Germany. https://orcid.org/0000-0001-7875-4273
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