
www.ssoar.info

Combining behavioral insights with artificial
intelligence: New perspectives for technology
assessment
Horvath, Lilla; Renz, Erich; Rohwer, Christian; Schury, Daniel

Veröffentlichungsversion / Published Version
Zeitschriftenartikel / journal article

Empfohlene Zitierung / Suggested Citation:
Horvath, L., Renz, E., Rohwer, C., & Schury, D. (2023). Combining behavioral insights with artificial intelligence: New
perspectives for technology assessment. TATuP - Zeitschrift für Technikfolgenabschätzung in Theorie und Praxis /
Journal for Technology Assessment in Theory and Practice, 32(1), 43-48. https://doi.org/10.14512/tatup.32.1.43

Nutzungsbedingungen:
Dieser Text wird unter einer CC BY Lizenz (Namensnennung) zur
Verfügung gestellt. Nähere Auskünfte zu den CC-Lizenzen finden
Sie hier:
https://creativecommons.org/licenses/by/4.0/deed.de

Terms of use:
This document is made available under a CC BY Licence
(Attribution). For more Information see:
https://creativecommons.org/licenses/by/4.0

http://www.ssoar.info
https://doi.org/10.14512/tatup.32.1.43
https://creativecommons.org/licenses/by/4.0/deed.de
https://creativecommons.org/licenses/by/4.0


örtern, wie dieses von KI‑Methoden wie der dynamischen Programmie‑
rung, verstärkendem Lernen und der automatischen Verarbeitung na‑
türlicher Sprache profitiert. Anhand eines Beispiels zur Errichtung eines 
Windparks in einer Kommune veranschaulichen wir unseren Ansatz und 
zeigen kritische Aspekte auf, bei denen besondere Vorsicht geboten ist.

Keywords •  artificial intelligence, behavioral economics, human bias, 
policy decisions, uncertainty

This article is part of the Special topic “Modeling for policy: Challen-
ges for technology assessment from new prognostic methods,” edited 
by A. Kaminski, G. Gramelsberger and D. Scheer. https://doi.org/10.14512/
tatup.32.1.10

Abstract •   Policy decisions concerning technology applications can 
have far-reaching societal consequences. Rationality-enhancing proce-
dures are thus essential to ensure that such decisions are in the best 
interest of society. We propose a novel framework addressing this chal-
lenge. It combines a structured approach to decision-making, the medi-
ating assessments protocol (MAP), with artificial intelligence (AI) meth-
ods to mitigate human bias and handle uncertainty in a normative 
manner. We introduce the steps for implementing MAP and discuss 
how it can be complemented and improved by AI methods such as dy-
namic programming, reinforcement learning and natural language pro-
cessing. As a potential practical application, we consider the construc-
tion of a new wind park in a community and highlight critical aspects 
warranting special caution.

Über die Verbindung von Erkenntnissen der Verhaltensforschung 
mit Methoden künstlicher Intelligenz: Neue Perspektiven für die 
Technikfolgenabschätzung

Zusammenfassung •  Politische Entscheidungen in Bezug auf Technik‑
anwendungen können weitreichende gesellschaftliche Folgen haben. 
Rationalitätsfördernde Verfahren sind daher unerlässlich, um sicherzu‑
stellen, dass die Entscheidungen im Interesse der Gesellschaft getroffen 
werden. Wir stellen hier eine neue Methode für ein solches Verfahren 
vor. Unser Ansatz kombiniert ein strukturiertes Verfahren zur Entschei‑
dungsfindung, das sogenannte Mediating Assessments Protocol (MAP), 
mit Methoden der künstlichen Intelligenz (KI), um den Einfluss mensch‑
licher Voreingenommenheit zu reduzieren und Unsicherheiten normativ 
zu handhaben. Wir beschreiben die Implementierung von MAP und er‑

RESEARCH ARTICLE

Combining behavioral insights with 
artificial intelligence: New perspectives 

for technology assessment

Lilla Horvath 1 , Erich Renz 1 , Christian Rohwer *, 1 , Daniel Schury 1 

Introduction

The future of a state and its citizens can be impacted signifi-
cantly by the introduction of new technologies as well as the ter-
mination or change of existing technologies. Therefore, the asso-
ciated political decision-making processes are crucial: To ben-
efit society, policy measures must be informed by a thorough 
assessment of the possible consequences of a technology appli-
cation. We address two key factors that, in our view, complicate 
this undertaking. First, the consequences of a technology ap-
plication are, in general, of a probabilistic nature: Various out-
comes could occur with different probabilities. These probabil-
ities and the outcomes are often subject to imprecision, either 
because they are inherently only partially accessible or because 
relevant data are missing. Therefore, most policy decisions are 
imbued with uncertainty. Second, while technology assessment 
can be carried out by independent experts, policy measures are 
implemented by political decision-makers who might be bound 
by the agendas of their parties, constrained by their own cogni-
tive biases (e.g., herd mentality, which means that people tend to 
copy the behavior of those with whom they feel connected, even 
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a)	 introduce a new technology application,
b)	 terminate an existing technology application, or
c)	 change an existing technology application.

All three of these prototypical decisions have societal implica-
tions concerning opportunities and risks. We propose the intro-
duction of the mediating assessments protocol (MAP) (Kahne-
man et al. 2019, 2021) for technology assessments. MAP is a 
structured approach to strategic decisions developed by Kahne-
man et al. (2019). They describe strategic decisions as ‘evalua-
tive judgments’ in which decision-makers break down multi-lay-
ered information to choose among options based on rankings or 
to embark on a new initiative based on a binary yes-no decision.

We argue that the MAP-methodology for technology assess-
ments should be supplemented by methods from the field of AI 
in order to formally deal with uncertainty in the above-men-
tioned decisions. The purpose of MAP is to reduce human de-
cision errors such as those resulting from cognitive biases (Kah-
neman 2011), from noise due to a variation in judgments that 
should be similar, or from noise due to attention to seemingly 
irrelevant factors.

Political decision-making at the municipal level differs from 
that at the state or federal level. One reason for this is that at the 
municipal level, the ruling majority is often heterogeneous be-
cause different local interests are represented directly and cen-
tral party positions tend to be of lower importance. Therefore, to 
make majority decisions, different political interests in the mu-
nicipal council have to be aligned. However, reaching consen-
sus can be complicated because people tend to misinterpret da-
ta-based facts (Stolwijk and Vis 2020) or bias these towards their 
political beliefs (Alesina et al. 2020). To overcome these pitfalls, 
we propose the MAP-framework as detailed below.

In the kick-off meeting, the decision-making body (e.g., the 
municipal council) defines specific evaluation dimensions of the 
technology to be assessed. For example, if the decision is related 
to constructing community wind parks in order to increase the 
share of local green energy, evaluation dimensions such as so-
cial acceptance, switching and acquisition costs for the commu-
nity or overall impact on sustainable community goals could 
be included. Next, experts (either internal employees or exter-
nal consultants) prepare an objective and independent report on 
each evaluation dimension, also using AI methods (see next sec-
tion). For each evaluation dimension experts should aim to an-
swer the question ‘Do the findings in the evaluation dimension 
(e.g., social acceptance, switching costs, overall impact on sus-
tainable community goals etc.) support or oppose the construc-
tion of wind parks?’

though they would act differently if they were to decide on their 
own) or limited through time and available resources.

We propose a framework addressing both factors uncertainty 
and human bias and constraints in order to facilitate better pol-
icy decisions.

Our framework combines structured decision-making pro-
tocols (Kahneman et al. 2021) with quantitative methods from 
the field of artificial intelligence (AI) (Russell and Norvig 2021). 
The decision-making protocol employs the Delphi method (Bei-
derbeck et al. 2021): Political decision-makers are provided with 
reports as a basis for all policy-related discussions. This step 
is followed by discussions of individual assessments that feed 
into the final decision, and a consultative process culminating in 

consensus-based, independent and transparent policy decisions. 
While this decision-making protocol helps to minimize human 
bias and constraints, in order to improve its result from a nor-
mative standpoint, reports provided to political decision-mak-
ers should include action plans that account for uncertainty in 
a systematic manner. To this end, we propose that qualified ex-
perts employ AI methods such as reinforcement learning, dy-
namic programming, Bayesian modeling and natural language 
processing in order to enhance the quality of reports being pro-
vided to decision-makers. These tools offer a formal basis for 
handling uncertainty from a normative perspective and promote 
the processing of growing amounts of data by pre-filtering in-
formation.

The Office of Technology Assessment at the German Bun-
destag (TAB) is responsible for technology assessment in Ger-
many at the federal level. Its tasks include analyzing the impact 
of scientific and technological developments as well as the as-
sociated opportunities and risks from social, economic and eco-
logical standpoints. Based on these analyses, committees and 
members of parliament receive recommendations for actions by 
TAB. However, on the municipal level, city councils cannot rely 
on analyses by TAB. Furthermore, on the municipal level, ac-
tion plans regarding new technologies have to accommodate spe-
cific local conditions. With our framework, we address munici-
pal political decision-making.

Framework part 1: 
mediating assessments protocol  
(MAP)
In this section, we make the following assumption: Technology 
assessment in the public sector spans from policy recommenda-
tions to specific decisions which either

Our framework accounts for uncertainty and human bias 
to improve policy decisions.
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ing will be greater than in the first round of voting. This pro-
cedure is repeated for each evaluation dimension until a final 
decision is reached. All mean values for the individual evalu-
ation dimensions are presented. Percentile scales provide a suit-
able basis for voting (e.g., ‘In your opinion, how likely is it that 
the target wind energy percentage is reached within 1 year on a 
scale from 0 to 100 %? Within 5 years?’). Based on transparent 
and data-based evaluations, the committee finally discusses the 
technology case and votes on how to deal with it. Figure 1 sum-
marizes the flow of MAP.

Framework part 2: AI methods

In this section, we consider methods from the field of AI that 
could help to guide policy measures pertaining to technological 
change in the face of uncertainty. These methods can be added 
to the experts’ toolbox for creating reports and should be imple-
mented by AI practitioners. Specifically, we outline two classes 
of algorithms that have been employed to tackle problems im-
bued with uncertainty that require step-by-step decisions: dy-
namic programming and reinforcement learning. To highlight 
that dynamic programming was developed within the field of op-
erations research (Bellman 2010) we avoid here the term mod-
el-based reinforcement learning (Sutton and Barto 2018) which 
often is used in AI research to refer to dynamic programming. 
We conclude this section by discussing how natural language 
processing algorithms could offer further support for this under-
taking by extracting relevant information from large text-based 
datasets.

For each evaluation dimension, it is 
important to work out a ‘base rate’. Re-
turning to our wind park construction ex-
ample, for the evaluation dimension ‘like-
lihood of achieving local communal sus-
tainability goals’ the base rate is given by 
the percentage of wind energy in those 
communities that have already reached 
similar sustainability goals. In addition, 
a ‘reference class’ has to be determined 
for each evaluation dimension. In our ex-
ample, this refers to a group of compa-
rable communities in terms of, e.g., size 
and demographics. Both base rate and 
reference class for a given dimension are 
used to generate ‘relative judgements’, 
e.g., ‘within 100 comparable communi-
ties our community ranks no. 30 based on 
how close it is to reaching the target wind 
energy percentage, i.e., the base rate’.

Experts for an evaluation dimen-
sion should assess their dimension inde-
pendently to minimize the risk of being in-
fluenced by other experts. In the event of 
staff shortages, individual employees could be assigned multiple 
assessment tasks. In this case, the evaluation dimensions must be 
clearly delineated so that the quality and objectivity of the anal-
ysis does not suffer from possible influence by a previous eval-
uation dimension that has similar characteristics. When experts 
report, it is important to include statements on information defi-
cits, but also noteworthy risks for a possible failure of the project, 
so that they can be taken into account by the decision-making 
body in a final assessment. Upon completion of the experts’ re-
ports for each evaluation dimension, these are forwarded to the 
decision-making body ahead of the scheduled meeting.

In the decision-making meeting, the decision-making body 
is likely to be confronted with both positive and negative eval-
uation outcomes. The body should consider each evaluation di-
mension independently as a separate discussion item. At this 
point – or at the very beginning, when evaluation dimensions 
are defined – the body should agree on a weighting of individ-
ual dimensions (e.g., acquisition costs have more weight in the 
overall evaluation than another dimension).

On the day of the decision meeting, experts summarize key 
points of each evaluation dimension. Then, each member from 
the decision-making body votes individually per dimension. The 
evaluation outcome is used as a guideline, which the member of 
the decision-making body can agree with or deviate from. Vot-
ing takes place anonymously to secure independent individual 
decisions. While there may be quick agreement on some points, 
other issues are discussed more vigorously and different posi-
tions are put forward. The decision-making body votes again 
at the end of the debate on an evaluation dimension. It can be 
assumed that the level of agreement in a second round of vot-

Break down decision 
into evaluation 
dimensions

Individual 
decisions

Merge
decisions

Final
decision

Individual 
decisions

(AI-based)
Report

(AI-based)
Report

(AI-based)
Report

Individual 
decisions

Evaluation Dimension 2

Evaluation Dimension 1

Evaluation Dimension 3

Fig. 1: Schematic flow chart of MAP. Rectangles represent actions; diamonds represent input. The dashed 
lines illustrate an (optional) repetition of the individual decisions phase. � Source: authors’ own compilation
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edge about the partially observable components of the problem 
environment, and exploitation, i.e., reward gathering by harness-
ing the accumulated knowledge. It goes beyond the scope of the 
present work to discuss the utilization of Bayesian methods in 
detail (for a standard reference on these methods see Bertsekas 
2019; Wiering and Otterlo 2012). Therefore, below, we will give 
an example for a problem structure in which it is assumed that 
all components can fully be observed.

Dynamic programming and reinforcement learning have 
found a host of applications including finance, robotics, gam-
ing and autonomous driving. However, to the best of our knowl-
edge, they have not been used in aiding technology assessment. 
Incorporating these methods to facilitate better policy deci-
sions for technology applications would require that the build-
ing blocks of relevant problems can readily be mapped onto 
the terminology of states, actions, rewards, state transitions 
and reward emissions. As in most application areas, this un-
dertaking necessitates substantial domain knowledge and man-
ual fine-tuning. To illustrate this, let us return to our example 
of the wind park construction, where a relevant problem is to 
find measures that seek to positively influence social accept-
ance. In this problem, a first step is to consider main concerns 
regarding the construction of wind parks, such as the visual im-
pact on the landscape, noise or the impact on the local ecosys-
tem (Leiren et al. 2020). Choosing to prioritize a particular con-
cern can be viewed as a possible action following from the in-
itial state. Each such action yields a certain reward, which in 
this problem corresponds to a public reaction, and leads to a 
new state where a new set of actions becomes available. Fig-
ure 2 shows a schematic of the problem structure with hypothet-
ical reward and state transition dynamics for this particular ex-
ample. To make this concrete, a rigorous mapping of states and 
parameters could be developed from a careful statistical analy-
sis of public opinion. As an example, open access survey data 

such as the ‘Wind Power Survey for Helsinki 2015’ (Kaupun-
kiympäristön and Yleissuunnittelu 2016) combined with expert 
knowledge can guide the further extraction of the problem struc-
ture including the dynamics of reward emissions and state transi- 
tions.

Additionally, AI methods can help practitioners and report-
ing teams to formally represent a problem. Specifically, natural 
language processing tools can be employed not only to gauge the 
sentiment of publicly accessible forums (e.g., social media or 
discussion boards) but also to identify key concepts and seman-
tic correlations in large volumes of text. Therefore, these tools 
provide additional support in setting up a problem’s state, action 
and reward spaces as well as its reward emission and state transi-

Both dynamic programming and reinforcement learning seek 
to identify the action that promises the highest cumulative re-
ward in the long run for each possible situation that might be 
encountered for a given problem. These algorithms thus offer 
normative tools for inferring optimal courses of action in se-
quential decision-making problems under uncertainty and there-
fore provide potentially valuable tools for enhanced decisions 
regarding the introduction, termination or change of technol-
ogy applications. Given that these algorithms optimize action 
sequences, they can also be used to guide the step-by-step im-
plementation of policy measures. We provide here a brief over-
view of dynamic programming and reinforcement learning; for 
detailed discussions of the topics we encourage interested read-
ers to consult Bertsekas and Tsitsiklis 1996; Sutton and Barto 
2018; Wiering and Otterlo 2012.

To find an optimal action sequence, both dynamic program-
ming and reinforcement learning algorithms rely on a recursive 
definition: The best action in a given situation – formally de-
noted by ‘state’ – is the action for which the sum of the immedi-
ate reward perspective and the maximum longterm reward per-
spective as captured by the optimal value of the expected next 
state is maximal. The optimal value of the expected next state is 
given by the maximum overall reward perspective from that ex-
pected state. Dynamic programming algorithms put this recur-
sive definition to use by computing the best action. This, how-
ever, requires that the decision-maker – formally referred to as 

‘agent’ – has full knowledge about the probabilistic dynamics 
of the problem environment, i.e., a probabilistic representation 
of the consequences of a given action in a particular state for 
rewards and new states. Standard dynamic programming algo-
rithms employ this knowledge to work their way back from ter-
minal to initial states and can thus deliver optimal solutions be-
forehand. In contrast, reinforcement learning algorithms require 
no knowledge about the probabilistic dynamics of the problem 

environment; instead, the best action is identified by repeatedly 
interacting with a (simulated) instance of the problem environ-
ment and thereby gathering experience with the reward perspec-
tive of state-action pairs.

Both dynamic programming and reinforcement learning al-
gorithms have many variants; a particularly important class of 
these complements the standard schemes with Bayesian meth-
ods. Such approaches are indeed essential if the optimal solution 
is sought for a problem environment where certain components 
such as the state or the probabilities governing the state transi-
tions and reward emissions are only partially observable. In such 
problem environments the best course of action must strike an 
optimal balance between exploration, i.e., expanding the knowl-

We propose that AI methods are incorporated 
into mediating assessment protocols.
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ticipated reduction of these factors due to the incorporation of 
AI methods should become visible.

We conclude by addressing the limitations of our approach. 
It is possible that the MAP protocol cannot fully compensate 
for human bias in the decision-making process. Additionally, 
while reinforcement learning and dynamic programming algo-
rithms adhere to a normative perspective, they are bounded by 
the formal representation of a problem, which, as noted above, 
is susceptible to bias. This poses an additional risk since hu-
mans may have particularly high levels of trust in machine-as-
sisted decision-making processes. Furthermore, aspects of the 
protocols discussed here (e.g., the choice of advising experts 
or of the AI tools employed) could introduce path dependen-
cies into the decision-making process that may affect decision 
outcomes. It is therefore important that our protocol be tested 
with regard to these or similar limitations (Katzenbach and Ul-
bricht 2019) in real applications or test setups in order to frame 
it within the larger debate of algorithmic policy making (Lenk 
2018). Whether a comprehensive formal mapping of relevant 
technology assessment scenarios can be achieved is still to be 
explored; this is a pertinent question for future research.
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tal organization to sway the action towards a planning 
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Fig. 2: Schematic showing the problem structure pertaining to our example of the social acceptance of 
wind park construction. � Source: authors’ own compilation
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