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Abstract
The ubiquity of digital devices and the increasing intensity of users’ interactions with 
them create vast amounts of digital trace data. Companies use these data to optimize 
their services or products, but these data are also of interest to researchers studying 
human behavior. As most of these data are owned by private companies and their 
collection requires adherence to their terms of service, research with digital trace data 
often entails some form of public-private partnership. Private companies and academic 
researchers each have their own interests, some of which are shared, while others 
may conflict. In this article, we explore different types of private-public partnerships 
for research with digital trace data. Based on general considerations and particular 
experiences from a research project with linked digital trace data, we propose strategies 
for identifying and productively negotiating both shared and conflicting interests in 
these relationships.

Keywords
Data economy, data sharing, digital trace data, ethics, public-private partnerships, 
social media, web tracking

Introduction

Social scientists have used a variety of methods to study online behavior, including sur-
veys, participant observation, online ethnography, and interviews. In recent years, 
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however, there has been increasing use of digital trace or tracking data. Two types of 
digital trace data that are often used for research are web tracking and comprehensive 
social media datasets. Data from web tracking and social media have been used to study 
diverse topics in social scientific research, including news consumption (Flaxman et al., 
2016; Guess, 2015), political discussion (Vaccari et al., 2016), the effectiveness of adver-
tising (Matz et al., 2017), and methodological questions, for example, about the accuracy 
of self-reported Internet use (Araujo et al., 2017; Scharkow, 2016).

Essentially, there are three ways that researchers can obtain web tracking or social 
media data: They can (1) collect the data themselves, typically either through web scrap-
ing, the use of application programming interfaces (APIs) provided by the platforms/
services or the creation of their own dedicated tools, (2) cooperate with companies that 
produce or hold these data (e.g. social media platforms) to gain privileged access, or (3) 
purchase the data from market research companies or data resellers. Each of these options 
has specific benefits and limitations. Importantly, these benefits and limitations extend 
beyond data collection and affect all phases of the research data lifecycle, including 
analysis, publication, and archiving or sharing the data.

The three options constitute different forms of public-private partnerships between 
academic researchers and private companies. In this article, we explore types of private-
public partnerships and their implications for research that uses tracking data from the 
web in general and social media platforms in particular. We specifically focus on the 
practical and ethical challenges in the following two phases of the research data lifecy-
cle: (1) data collection and acquisition and (2) data publication and sharing. From the 
perspective of researchers, these two phases are crucial as data access is one of the main 
challenges in research with digital trace data (see for example, boyd and Crawford, 2012; 
Thomson and Kilbride, 2015; Weller and Kinder-Kurlanda, 2015). Overall, this article 
has the following three aims: (1) develop a typology of public-private partnerships for 
research with tracking data from the web and social media, (2) discuss potential conflicts 
in these relationships as well as some resolutions, and (3) outline and compare new mod-
els for public-private partnerships in this domain. To illustrate some of the arguments we 
present in this article, we use experiences we have made in a recently completed research 
project with digital trace data.

Types of public-private partnerships for research with 
digital trace data

There is a significant amount of literature on the subject of partnerships between univer-
sities (or similar academic institutions) and private enterprises. However, it mostly 
focuses on innovation and knowledge transfer, rather than data access (see for example, 
Perkmann and Walsh, 2007; Poyago-Theotoky et al., 2002). While some themes are rel-
evant in both contexts (e.g., who controls resources), this article explores the specific 
challenges that arise over data access, sharing and archiving. We look in detail at differ-
ent types of data access for research with digital trace data and the types of public-private 
partnerships they entail. After presenting each of the access options, we compare their 
major strengths and weaknesses and provide some guidance on how researchers can find 
the best option for their research.
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APIs, web scraping, and self-made tools

Existing literature indicates that collecting data through APIs or web scraping have been 
the most widespread options for researchers working with digital trace data. Although 
collecting the data themselves—through APIs, web scraping or bespoke self-made tools—
gives researchers the most control over the process, this approach has several downsides 
that make it unattractive or unsuitable for many researchers and scenarios. Apart from the 
required programming expertise, a full do-it-yourself solution also means that the soft-
ware and—depending on the size and scope of the project—the hardware infrastructure 
behind it (e.g., a proxy server) have to be maintained by the researchers. In the case of web 
tracking, this approach also usually requires that researchers directly recruit, manage, and 
incentivize participants. In sum, full research independence (in the sense of not needing to 
rely on the services provided by commercial companies for collecting digital trace data) 
comes at a high cost. While it may be feasible for smaller (or pilot) studies, for larger 
projects this solution requires substantial resources and sustained effort.

When researchers collect the data through APIs, web scraping or self-made tools, the 
interactions between business and academic partners are typically minimal, and one might 
even argue that these do not constitute partnerships. However, whether researchers collect 
data through an API of or scrape data from websites, they have to agree and adhere to the 
terms of service (ToS) of the platform (and/or its API), and respect company interests with 
regard to copyright or intellectual property in general. As Halavais (2019) notes, “research-
ers are bound to follow these terms of service in three ways: state enforcement, enforce-
ment by institutional ethics panels, and embodiment of these rules in the technical 
infrastructure of the platforms themselves” (p. 4). While the need for ToS-compliance 
places constraints on what researchers can do with the data, they are largely independent 
and free to pursue their chosen research questions. Importantly, however, this way of 
acquiring data is limited to public data, which are often restricted in both volume and 
variety. Another disadvantage of using public APIs is that they are subject to change and 
can be unreliable.1 For many requests, APIs draw samples and—in most cases—it is not 
known to researchers how sampling is designed or modified (for a more comprehensive 
critical discussion of using APIs for research see Lomborg and Bechmann, 2014). As the 
reactions of Facebook in the wake of the Cambridge Analytica scandal2 show, there is a 
sizable risk for research that “companies can restrict or eliminate API access at any time, 
for any reason, and without any recourse” (Freelon, 2018: 665). This risk clearly illus-
trates that relying on APIs for collecting digital trace data means that the possibility of 
answering specific research questions depends on decisions made by commercial compa-
nies (who generally have different interests than the researchers).

Direct cooperation with data-generating companies

The second option, direct collaboration with private companies, has the advantage that it 
can potentially provide the richest data in terms of both variety (many different attributes 
and actions are tracked) and number of cases (as the companies have data from all of 
their users). These collaborations come in many forms. Two of the most common are 
contractual agreements between a research institution and a company regarding the 
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provision of or access to data, and the model of the embedded researcher. In the latter, a 
researcher becomes a consultant, intern or part-time employee of the company and, thus, 
gets access to internal data. Of course, the details of these arrangements can differ widely, 
so being an embedded researcher can mean very different things in terms of data access 
and beyond. A prominent example of direct collaborations between companies and aca-
demic researchers is the work by Burke (who is a research scientist at Facebook) and 
Kraut (e.g. Burke and Kraut, 2016).

A common criticism of this model from researchers, however, is that contractual 
agreements typically place specific restrictions on researchers’ access to and use of data. 
In addition, the companies might want to have a say in what is and can be done with the 
data which can, essentially, limit the independence of the researchers. Of course, how 
independent research in these collaborations can be strongly depends on the individual 
agreements between the partners. As these agreements are often confidential the inde-
pendence of research resulting from such partnerships can be difficult to assess. With 
regard to the specific model of the embedded researcher, Ruths and Pfeffer (2014) also 
note that “the rise of ‘embedded researchers’ (researchers who have special relationships 
with providers that give them elevated access to platform-specific data, algorithms and 
resources) is creating a divided social media research community” (p. 1063) by prolifer-
ating disparities in data access.

Purchasing data

The option of purchasing data from resellers or market research companies incurs sub-
stantial monetary costs. When purchasing data, researchers do not need to set up a data 
collection infrastructure or to recruit participants. However, they typically have limited 
control over the data collection process, and complete information about this process 
may not be available. Hence, some researchers are reluctant to work with data that they 
have not collected themselves as this is the only way they can control its quality (see 
Weller and Kinder-Kurlanda, 2015). Nevertheless, purchasing data from a market 
research company or reseller can be a suitable option for many research purposes, espe-
cially if data were not otherwise accessible. Examples of studies that bought data from 
market research companies include the work with web tracking data by Scharkow (2016) 
and Araujo et al. (2017) or the analysis of large-scale Twitter data by Pasek et al. (2019).

Example case

In a recently completed research project, we opted to pay a market research institute to 
access data from their web tracking panel for a fixed time period. The reasons for choos-
ing this option were mainly practical. It was the cheapest and quickest way to get indi-
vidual-level web tracking data for a small project with limited funds and time. Moreover, 
we assumed that starting from a sample of people who had already agreed to their brows-
ing behavior being tracked would also lead to higher consent rates for linking additional 
social media data. This hope was, in fact, confirmed as we found much higher consent 
rates for the linking of social media data than other studies (such as, for example, Al 
Baghal et al., 2019). The research interest of our project is both methodological and 
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substantive. The methodological focus is on informed consent, data privacy, and data 
sharing, specifically, the circumstances under which people are willing to share parts of 
their social media data and to have it linked with web tracking and survey data. We want 
to develop best practices and recommendations for handling these data, including solu-
tions for sharing it with other researchers, with the goal of finding a good balance 
between (re)usability and privacy. The substantive focus of the project lies in the explo-
ration of the predictors and effects of different types of online news consumption.

The structure of the web tracking data that we collected in this project, as well as the 
ways in which we can use these data, are the result of a negotiation process between the 
researchers and the company.3 A very positive outcome of some of the early negotiations 
is that we as researchers have access to the individual-level data. While the company 
usually delivers these data in an aggregated format (through an interactive online dash-
board) to its industry clients, they understood our need for individual-level data and 
granted us access to it. However, an important restriction of these data is that we get 
information about only the domains that panel participants visited and not the full URLs. 
As the substantive focus of the project is the use of online news media (especially for 
political news), having access to the full URL would have provided us with valuable 
information, such as which article people read on a particular site. In addition, the full 
URL would have allowed us to perform a web scraping that allows for a more detailed 
content analysis of the news articles (or at least of a sample of those). With data available 
only about the domains that people visited, we can study online news diets or create 
typologies of users based on the news sources they seek out, but our ability to assess 
interest in particular topics is limited. The market research company that we work with 
collects the full URLs but does not make them available as part of their standard data 
access package.4 We could have bought them on top of our access to the domain-level 
URLs. However, as the price for full URLs was quite high and would have exceeded our 
project budget, we refrained from this option. As mentioned earlier, we also conducted 
online surveys in the project. Since the market research company took care of inviting 
the tracking participants to these surveys and incentivizing them for their participation, 
they also had the opportunity to review each survey. In one of these surveys, we con-
ducted an experiment that was meant to influence the browsing behavior of a subset of 
participants for several weeks. When we presented this idea to the market research com-
pany, they were somewhat skeptical as they sell the data to various industry customers 
and influencing the browsing behavior of tracking participants might also affect the 
insights that these other customers could glean from the data. However, after some dis-
cussion (both, with us and internally), the company agreed to the experiment. The exper-
iment only involved a small subset of participants, but the main reason the company gave 
for their decision is that they are also interested in the findings and want to support aca-
demic research as they build on results as well as methods generated by basic research in 
academia to develop and improve their products and services. This was not only fortu-
nate for us but also provides a good example of the ways in which the interests of aca-
demic researchers and private data-owning companies be aligned.

In addition to using the data for scholarly publications, we want to share the data from 
the project through a public repository to enable replications of our analyses as well as 
other new uses of the data. Since it is difficult and costly to obtain such data, making data 



Breuer et al. 2063

available to the research community may also contribute to the reduction of inequalities 
in data access. Moreover, finding and documenting a solution for sharing this type of 
data can aid other researchers in sharing their digital trace data. However, we will not be 
able to share the full raw data. There are the following two reasons for this: (1) Data 
protection (especially protection of the participants’ privacy as, for example, full URLs 
can contain personal identifiers, such as e-mail addresses or user names/IDs) and (2) 
business interests (as the market research company sells the data and other companies 
could use the data shared by us for commercial purposes without paying them). While 
the business interest is exclusive to the market research company, data privacy is a con-
cern that we as researchers also share.

In a combined dataset including web browsing and mobile app use, sociodemographic 
information (and other answers) from an online survey, and social media activities, it is 
potentially possible to identify individual participants even after some common anonymi-
zation measures for survey data have been taken. In addition, these data also may include 
information on “special categories” as defined by the GDPR, as the survey includes 
questions about political opinions and religion. In general, online content is very difficult 
to anonymize as it is generated in “increasingly public, archivable, searchable, and trace-
able spaces” (Markham, 2012: 334). For these reasons, these data will have to be pro-
cessed before they can be shared. Nevertheless, even after such processing, access to 
these data will have to be controlled to some degree. Re-use of these data will have to be 
limited to non-commercial academic purposes, which means that access to these data has 
to be restricted (an option that many data repositories/archives offer). While the specific 
solution for reducing the identification risk and controlling access to the data has to be 
worked out after a thorough exploration of the final linked dataset, both we as research-
ers and the market company agree that these data would need modifications before they 
can be shared as both parties value and respect the participants’ privacy.

Choosing the appropriate model

All of the types of public-private partnerships for research with digital trace data described 
earlier differ with regard to the dimensions of control over data collection and quality, the 
associated monetary costs and effort as well as the required skills, the comprehensiveness 
and depth of the data, the possibility of making the data available (to other researchers or 
the general public), and overall independence of the research. Table 1 summarizes bene-
fits and limitations of the three types of partnerships for each of these dimensions from the 
perspective of academic researchers. The evaluations of the different models presented in 
Table 1 (as well as the new models listed in Table 2 later on) are derived from the literature 
cited in this article, one author’s experience as an “embedded researcher” doing corporate 
ethnographies, and the recently completed project with linked digital trace data described 
above. In addition, we consulted with colleagues from our own institution who are 
involved in one of the projects that have been granted access to Facebook data through the 
Social Science One model (see the section on “New models for public-private partner-
ships for research with digital trace data” for some details on this model).

In practice, it can be difficult for researchers to carefully and systematically weigh the 
particular strengths and weaknesses of the different types of partnerships. The suitability 
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of the options heavily depends on the specific research interest. However, answering a 
set of relevant questions can aid researchers in finding the best solution for their pur-
poses. The most important question is, “What kind of data do I need for my research?.” 
If, for example, researchers need historical Twitter data, using the public REST API is 
not a good option because it only allows the collection of a maximum of the 3200 most 
recent Tweets from an account. In such a scenario, the better option for researchers would 
be to buy data from a reseller. Generally, it is always a useful first step to assess which 
options can provide the data you need.

The second question is, “What resources do I have for my research?” Resources 
include time, money, and skills. The answers to these questions have to be benchmarked 
against the requirements or costs of the available options. For the example of Twitter data, 
researchers would have to assess if they (or somebody from their team or group of col-
laborators) have the necessary skills to collect the data through the API or if they have 
sufficient funds for buying data from a reseller. If the answer to both of these questions is 
“no,” researchers could investigate whether they could use data from publicly available 

Table 1. Benefits and limitations of different types of public-private partnerships for research 
with digital trace data from the perspective of academic researchers.

API/web scraping/own 
tools

Direct cooperation 
(e.g. embedded 
researcher)

Purchase data from 
market research or 
data reseller

Monetary costs potential costs for 
recruitment/incentives 
or hardware

normally no 
additional costs

high costs

Required effort and 
skills

substantial amount of 
time and technical skills 
required

depends on the 
agreement, but 
typically less than in a 
full DIY approach

recruitment and/or data 
collection are taken 
care of

Control over data 
collection

depends on 
available options or 
documentation

depends on the 
agreement, but 
possible conflicts of 
interest

researchers have to 
buy data “as is” but 
many data resellers, for 
example, offer options 
for creating bespoke 
data collections

Comprehensiveness 
and depth of the 
data

depends on sample and/
or API limitations

potentially richest 
source of data

depends on how data 
are collected

Data sharing subject to ToS subject to 
contractual 
agreements, but 
typically restricted

subject to contractual 
agreements, but 
typically restricted

Independence only limited by options 
of the API or tool

companies might 
want to have a say 
in what is/can be 
studied

researchers can choose 
what data to purchase 
based on their research 
interests

API: application programming interface; DIY: do it yourself; ToS: terms of service.
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archived Twitter data from collections like TweetsKB (Fafalios et al., 2018), the Tweet ID 
Datasets from Documenting the Now (see https://www.docnow.io/catalog/) or large data-
sets stored in data archives (see, for example, Kinder-Kurlanda et al., 2017).

A third question to consider is “Do I want to, or have to, share my data and with 
whom?” Unless researchers reuse data that is already publicly available, it may be worth-
while or even necessary that they make the data they collect available for other research-
ers. For example, there may be requirements from funders or the researchers’ institutions 

Table 2. Key benefits and limitations of the three new models for public-private partnerships 
for research with digital trace data.

Model Benefits Limitations

King and Persily (2018) •• Comprehensive and direct 
access to data through the 
company

•• Companies themselves provide 
solutions for restricted/safe 
data access

•• Data access associated with 
funding for the research

•• Research topics defined by 
calls issued by the consortium 
(this also determines what 
data are accessible)

•• Composition of commission 
can influence selection of 
topics and applicants

•• Data access only for 
selected researchers

•• Companies might want to 
have a say in the selection of 
topics, researchers who are 
granted access or selection 
committee members

Bruns (2018) •• Research not limited by 
scope of specific calls (≠ 
Social Science One model) 
or collection policies/foci (if 
archives collect/acquire data)

•• Data can be accessed by all 
researchers (given they have 
the necessary skills to work 
with the APIs)

•• APIs might be restricted or 
shutdown altogether

•• Researchers are responsible 
for data protection as well 
as archiving and sharing the 
date responsibly

Data archives as 
trusted 3rd parties/
intermediaries

•• Archives have expertise and 
experience in the area of data 
protection

•• Solutions for restricted/safe data 
access already in place at most 
archives

•• Archives as representatives of 
specific academic disciplines 
means more leverage in 
negotiations with companies 
than individual researchers

•• Data in archives potentially 
available to all academic 
researchers

•• Unlikely that archives can 
collect or acquire all of the 
data from a platform (esp. 
if the platform has a huge 
number of users and collects 
large and complex data); 
focus (e.g., on platforms or 
topics) could be decided on 
based on consultations with 
researchers

https://www.docnow.io/catalog/
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regarding data sharing, or from journal publishers who are increasingly requiring data to 
be made available. However, researchers also have to abide by the contractual agree-
ments with companies or the ToS of an API. So one important task is to figure out if or 
how sharing requirements and agreements with companies are or can be compatible. 
Finally, even if these obligations can be reconciled, the researchers have to evaluate the 
reuse value of the data to be able to make an informed decision about the right way to 
share the data (the topic of choosing an appropriate solution for sharing research data is 
beyond the scope of this article, but interested readers can consult Klein et al., 2018 for 
some general guidance).

Shared and potentially conflicting interests in public-
private partnerships for research with digital trace data

Public-private partnerships of the kind described in the previous sections are common in 
the area of research with digital trace data, and without such partnerships, much research 
would be impossible or at least substantially more difficult to conduct. It is important to 
note, however, that researchers and companies each have their own interests. Some of 
them may be aligned, while others may diverge. In the following, we will discuss three 
areas in which the interests of researchers and companies in public-private partnerships 
for research with digital trace data may overlap or conflict: (1) data protection and pri-
vacy, (2) data quality, and (3) data sharing.

Data protection and privacy

From the point of view of research ethics, there are various challenges to using data that 
originate out of user interactions with interconnected social media platforms, devices, and 
services. Ethical decision-making in Internet research is challenged by systems’ complex-
ity and changeability, making it hard to define general rules or standards. Rather, the vari-
ety of scenarios requires researchers to find solutions inductively and contextually, taking 
into consideration the specific level of vulnerability of a community or user, and to reevalu-
ate decisions at various steps of a research project (Markham and Buchanan, 2012).

Several common challenges to working with digital trace data may be exacerbated 
depending on the mode of access chosen. Foremost, researchers need to contend with the 
fact that while users may have formally agreed to their data being used as stated in the 
platform’s ToS, they may not actually be aware of being observed by researchers, and 
have not given informed consent to participate in the specific research project at hand (e.g. 
Hutton and Henderson, 2015; Williams et al., 2017). Absent explicit consent, researchers 
are obliged to assess how public or private is the original source, the extent of interaction 
with participants, topic sensitivity, and subject vulnerability (McKee and Porter, 2009). In 
response to the rapid growth in use of digital trace data, new guidance for how to process 
and share such data ethically is being published (Van den Eynden et al., 2019).

An approach that entails involving users in making decisions about which data to 
include in a research project (also see the section on “Data donation by users”), has its 
own challenges as Lomborg’s (2013) research shows. For example, users’ understanding 
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of what constitutes sensitive content may be highly idiosyncratic and the researcher, who 
has an overview of the project, may be better equipped for making sound ethical and 
analytical judgments about privacy protection. Protecting users’ privacy per se is also not 
easy as traditional anonymization measures, such as deleting profile names and pictures, 
still allow identifying authors through content using search engines or through linking 
the datasets with data from other sources.

Various literature has described the way in which Internet companies seek to make 
data profitable by extending data collection to previously inaccessible domains within 
private and public life and increasing the scope and detail of user profiles (e.g. Alaimo 
and Kallinikos, 2017; Couldry and Yu, 2018; Van Dijck, 2014; Zuboff, 2015). However, 
generally, data protection and privacy are shared interests of academic researchers and 
the private companies they work with, for both legal and ethical reasons. For example, 
both academic associations (see, for example, Markham and Buchanan, 2012) and mar-
ket research companies (ICC/ESOMAR, 2016) have guidelines for ethical research prac-
tices and are subject to the same legal regulations (at least if they operate in the same 
jurisdiction). However, many countries have special laws for scientific (non-commer-
cial) research. Hence, legal compliance tends to be more important for private compa-
nies, whereas ethical duties and obligations are more intensely discussed and laid out in 
formal review procedures in academic research (e.g. through Institutional Review Boards 
or peer review for scholarly publications).

As stated before, apart from ethical issues, there is also the need for legal compliance 
with data protection law. For researchers based in Europe, the recent introduction of the 
General Data Protection Regulation (GDPR) affects how digital trace data can be used. 
Importantly, the GDPR is also of relevance for researchers outside Europe as many coun-
tries have started to introduce similar new data protection laws and companies (including 
social media platforms) have updated their privacy policies for all users to be GDPR-
compliant. What researchers should keep in mind is that GDPR applies only to personal 
data, that is, data that identify living individuals, and not to anonymized data. If personal 
data are processed, the following six principles must be respected: (1) lawfulness, fair-
ness, and transparency; (2) purpose limitation; (3) data minimization; (4) accuracy; (5) 
storage limitation; (6) integrity and confidentiality (for an introduction to GDPR, see 
https://gdpr.eu/). Moreover, there must be a legal basis for processing. For academic 
research, this is usually consent of the data subject or public interest of the research.5 
Commercial entities often use “legitimate interest” as their basis for processing. As most 
types of digital trace data used for research constitute personal data, it is important for 
researchers to at least have some basic knowledge of the GDPR regulations to be able to 
assess if or how they apply to the data they collect/use.

Data quality

Another interest that research institutions and data-holding private companies generally 
share is the quality of the data, as they both want to maximize the information richness 
of the data. Both want data that are high in resolution, cover a broad range of behaviors, 
and are representative of the user population. On an abstract level, both academic 
researchers and private companies are interested in gaining or producing insights from 

https://gdpr.eu/
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digital trace data. The important difference, however, is that the production of new 
knowledge is an interest in and of itself for academic researchers, whereas for private 
companies it is a means to an end to increase profit.6 In general, companies are more 
interested in prediction and less in finding and explaining underlying causal or explana-
tory mechanisms. While the rise of machine learning approaches in the social sciences 
and psychology have also led to an increased interest in prediction, these disciplines are 
still predominantly interested in explaining human behavior and its causes (Yarkoni and 
Westfall, 2017). Also, on a more concrete level, data quality can mean different things 
for the parties in a public-private partnership. For example, they might have different 
views on what constitutes the population from which they should/want to sample or if 
high compliance and fast response rates are a good thing or a sign of potential (selec-
tion) bias. Although this is beyond the scope of this article, it might help for the study 
of public-private partnerships for research to conduct some qualitative/ethnographic 
research. Such research might help in uncovering potential differences in the under-
standing and prioritization of different aspects of data quality.

Data sharing

An area where the interests of academic researchers and private companies may conflict 
is the publication and sharing of research data. While the sharing of research data varies 
across academic disciplines (including the social sciences, see Zenk-Möltgen et al., 
2018), standards such as reproducibility, reusability, and transparency are becoming 
increasingly important with the spread of the open science movement. To make research 
findings reproducible, replicable, and robust (LeBel et al., 2018), the underlying data 
should be made available for other researchers, ideally in the least-processed form pos-
sible (Ellis and Leek, 2018). Apart from reproducibility, in the case of (large) digital trace 
data, there are several other reasons why the data should be shared. The data may, for 
example, be used as training data for statistical models or algorithms, to build linguistic 
corpora (in the case of textual data) or for future historical research. Of course, even if 
they want to be open and share their data, researchers have to balance openness with 
data/privacy protection (Lundberg et al., 2018).

In the end, there is always a tradeoff between the availability of and access to data on 
the one side and privacy and data protection on the other side. Concerns regarding pri-
vacy and data protection are, in fact, among the most common reasons why researchers 
are hesitant to share their data (Borgman, 2012; Dehnhard et al., 2013; Fecher et al., 
2015; Houtkoop et al., 2018; Vanpaemel et al., 2015). In addition, there are several chal-
lenges for data sharing that are unique or at least more pronounced for digital trace data, 
such as their personal and often sensitive nature or the size of typical datasets (Bishop 
and Gray, 2017; Kinder-Kurlanda et al., 2017; Van Atteveldt and Peng, 2018; Weller and 
Kinder-Kurlanda, 2015, 2017).7 In the case of public-private partnerships, the opportuni-
ties for data sharing might be further reduced if the company does not allow the data to 
be shared or permits sharing only in a specific way (e.g. highly aggregated and/or only 
on request). Issues of data protection and privacy certainly play a role in these restric-
tions. However, the companies also want to protect their business assets, and making 
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data publicly and freely available may be a risk as competitors could make use of it or 
potential customers could use it without paying the company that collected it.

Limitations of current models of public-private partnerships for research 
with digital trace data

All types of public-private partnerships strike a different balance between independence, 
required resources, and access to information for the researcher. What is distinctive for 
these partnerships in the area of digital trace data is that there is an imbalance of power 
as it is private companies who hold and control the data. This is what causes an ironic 
situation in which “social scientists have access to more data than they ever had before 
to study human society, but a far smaller proportion than at any time in history” (King 
and Persily, 2018: 3). While the volume of potentially available data is continuously 
increasing, the key question is not only whether or how researchers can access it, but also 
how useful it is for answering societally relevant questions. In general, data quality is 
more important for academic research than data quantity. Nevertheless, the current situ-
ation, as described in the quote by King and Persily, increases the importance of public-
private partnerships for academic research as large parts of the digital trace data that is of 
interest to researchers is otherwise unavailable.

Up to now, most direct collaborations for research with digital trace data have been 
based on individual, customized agreements between companies and researchers or insti-
tutions. This model, however, has limitations. Companies are more likely to enter part-
nerships with larger and more prominent institutions that typically have more funds and 
are more likely to generate publicity.8 This creates the risk of a division of researchers 
and institutions into “the Big Data rich and the Big Data poor” (boyd and Crawford, 
2012: 674). Importantly, even for the same company, different researchers/institutions 
might reach different agreements with them, resulting in inequalities in data access or 
rights of use.

Another limitation has arisen in the post-Cambridge Analytica era as a result of com-
panies’ fears about risks they incur when sharing data, even with presumably responsible 
researchers. Providing largely uncontrolled access to sensitive personal data without 
making a clear distinction between commercial and academic research was at the core of 
the Cambridge Analytica scandal that prompted what is essentially a lockdown of the 
Facebook API for academic research (Bruns, 2018). And recently, Twitter has also 
announced that it will regulate API access more strictly (see https://developer.twitter.
com/en/developer-terms/more-on-restricted-use-cases.html). The consequences of these 
changes for academic research on these platforms are quite substantial, to such an extent 
that Freelon (2018) speaks of a “post-API age” for computational research. Such restric-
tions have an impact on the type of academic research that can be done on the use and 
effects of social media. The curtailment or closing of APIs further adds to the imbalance 
in data access, with access to large collections of digital trace data limited to those 
researchers and institutions that have the financial means to acquire data from resellers 
or the prestige (and necessary contacts) to enter into direct collaborations with the data-
holding companies. However, as Halavais (2019) aptly puts it “a reduction in the range 

https://developer.twitter.com/en/developer-terms/more-on-restricted-use-cases.html
https://developer.twitter.com/en/developer-terms/more-on-restricted-use-cases.html
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of perspectives, approaches, and backgrounds of those engaged in such work reduces the 
opportunity for innovative work and establishes the platforms themselves as more sub-
stantial gatekeepers of social research” (p. 2).9 In light of these developments, Freelon 
(2018) argues for the increased importance of web scraping for computational research 
as it makes researchers independent from the decisions of commercial companies regard-
ing the availability and scope of APIs. Notably, web scraping is not only more difficult 
(as typically requires at least some coding skills) but may also violate the ToS of a plat-
form (or website). Although Freelon lays out the benefits of web scraping and suggests 
that it is more flexible and future-proof than access through APIs, he also notes that 
researchers should always try to use authorized (ToS-compliant) methods and be aware 
of the risks associated with violating ToS. At the same time, he points out the difference 
between compliance with ToS and the protection of participants’ privacy. While web 
scraping is one specific method that can be employed as an alternative to access through 
APIs, there are several new models for public-private partnerships for research with digi-
tal trace data that have been developed or (further) promoted in response to the restric-
tions imposed on various platform APIs.

New models for public-private partnerships for research 
with digital trace data

Overall, the tensions inherent public-private partnerships for research with digital trace 
data have led to calls for new models that avoid, or at least better manage these tensions. 
In this section, we discuss and compare three new models for public-private partnerships 
and introduce a potential alternative.

King and Persily (2018)

One of the most detailed suggestions for a new model for public-private partnerships for 
academic research comes from King and Persily (2018). In their working paper, they first 
outline a general “new model for industry academic partnerships” and then present an 
implementation of this model for research using data from Facebook. They propose that 
a group of academics form a commission that acts as a trusted third party to mediate 
between the company and researchers. Together with the company, the commission 
defines topic areas or specific research questions to solicit proposals from academic 
researchers. A subcommittee of the commission (potentially together with additional 
external experts) reviews and selects the proposals. The researchers whose proposals are 
selected receive access to the company’s data as well as funding from independent non-
profit foundations. Other than in the choice of commission members and topic areas, the 
company is supposed to have no influence on the research process and its outcomes. The 
model has first been applied to Facebook (now put into practice as Social Science One: 
https://socialscience.one/) as its formulation is a direct consequence of the Cambridge 
Analytica scandal and the following shutdown of most functionalities of the Facebook 
Graph API. However, King and Persily (2018: 10) present it as a general model that 
“would still work, with few modifications and without any added difficulties” for “other 

https://socialscience.one/
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industry-academic partnerships—such as with smaller companies, in less politicized 
environments, or in substantive areas where funding from nonprofit foundations is una-
vailable”. The only change they suggest for such scenarios is that the company could 
directly fund the commission and researchers.

The model proposed by King and Persily (2018) is noteworthy as an alternative to 
individual agreements between companies and single institutions. While the solution 
they propose for academic access to Facebook data may be better than no access at all, 
some of the suggestions are debatable. Although the authors provide a good explanation 
why the commission should be composed of senior researchers (they cannot apply for 
data access and funding themselves) and explicitly state that “diversity in methodologi-
cal approach, substantive area, geographic region, race, ethnicity, gender, ideology, and 
political party” (King and Persily, 2018: 10) is important for the selection of commission 
members and research proposals, a key question is how the commission members and 
the topics or specific research questions are chosen. Depending on the composition of the 
commission and the (direct or indirect) influence of the company and the nonprofit foun-
dations, there may be biases in the choice of topics and research questions. With regard 
to the generalizability of the mode, the effort it requires may not be feasible for smaller 
companies.

Bruns (2018)

A comprehensive critique of Facebook’s reaction of essentially closing its Graph API 
for academic research as well as the model suggested by King and Persily (2018) 
comes from Bruns (2018). He argues that the platform providers should not “be 
allowed to position themselves as the gatekeepers for the research that investigates 
how their platforms are used” (Bruns, 2018: online). The article makes four sugges-
tions how to improve public-private partnerships for research with digital trace data: 
“1) Straightforward scholarly data access policies; 2) Custom APIs for research pur-
poses; 3) Accept the use of research data repositories; 4) Open and transparent engage-
ment with the research community” (Bruns, 2018: online). With regard to data access, 
Bruns (2018) argues that it should not be limited to select researchers as this can 
exacerbate the divide between what boyd and Crawford (2012) have called the Big 
Data rich and the Big Data poor. An open and transparent engagement with the aca-
demic community also means that research with data from social media sites and 
other online platforms should be open to a variety of disciplines and topics. The point 
about the use of research repositories is a response to the restrictions that many com-
panies pose on the sharing of data, even when this is done exclusively for the purpose 
of academic research. Given what happened with the Cambridge Analytica data, the 
data sharing solution that King and Persily (2018) propose for Facebook is more 
restrictive. They suggest that researchers can “access minimally necessary data on 
company infrastructure with specialized, locked-down systems with continuous 
auditing” (King and Persily, 2018: 9). While this means that the raw data cannot be 
stored elsewhere or shared, they state that one requirement for funding will be that 
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researchers produce “replication data files” (King and Persily, 2018: 9) and make 
them publicly available through the Dataverse repository.10

Data archives as trusted third parties

As an extension of the arguments presented by Bruns (2018), we suggest that research 
repositories are ideally suited for the role of a trusted third party in public-private part-
nerships for research with digital trace data. They have experience with and technical 
solutions for storing and controlling access to personal and sensitive data (typically 
called safe havens or secure data centers), and their goal is to maximize the use of 
research data while also protecting the privacy of individual participants. Specifically, 
many archives have gradations of access, from open (public and free) to highly restricted 
(e.g., a physical or virtual safe room where data are only accessed, but not downloaded, 
and research outputs are inspected for disclosure risk).

Over the last few years, several archives have begun to develop solutions for archiv-
ing digital trace data and making it available to researchers. Many archives targeted 
(mainly) at researchers from the social sciences which have previously focused on sur-
vey data are engaged in various efforts to extend their portfolio to include digital trace 
data. The ICPSR is, for example, developing a separate Social Media Archive (SOMAR; 
see Hemphill et al., 2018). Other curated archives for the social sciences, such as GESIS 
in Germany (see Kinder-Kurlanda et al., 2017), have started to integrate datasets contain-
ing digital traces into their regular catalogs. Importantly, archives not only work on solu-
tions for storing and documenting digital trace data, but also for dealing with the specific 
legal and ethical concerns related to working with this type of data (with regard to both 
user/participant privacy as well as platform ToS). A good example of these efforts is the 
work package that deals with legal, ethical and quality issues of new forms of data in the 
SERISS project (see https://seriss.eu/about-seriss/work-packages/wp6-new-forms-
of-data-legal-ethical-and-quality-issues/) in which the Consortium of European Social 
Science Data Archives (CESSDA) is involved.

In additional to the distinctive benefits described earlier, data archives may have more 
leverage in negotiations with companies than individual researchers (and potentially also 
more than individual universities, especially if the archives cooperate with scholarly 
associations to represent the interests of one or several disciplines). Their capabilities in 
managing, documenting, and storing data can also be attractive to smaller companies that 
do not have a technical infrastructure for storing/archiving data like Facebook, Twitter or 
Google. A central institution like a data archive might also be able to better shoulder the 
weight of creating purpose-built panels for the collection of digital trace data, whether 
this be through APIs (potentially/ideally with extended access), data donation by the 
users (see the following section on this) or some other mode of data collection. Similar 
to the types of public-private partnerships for research with digital trace data that we 
compared in Table 1, the new models described in this section also have specific strengths 
and limitations. Table 2 provides an overview of the key benefits and limitations of the 
three new models.

https://seriss.eu/about-seriss/work-packages/wp6-new-forms-of-data-legal-ethical-and-quality-issues/
https://seriss.eu/about-seriss/work-packages/wp6-new-forms-of-data-legal-ethical-and-quality-issues/
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Data donation by users

Another way of avoiding potential conflicts of interest in public-private partnerships for 
research with digital trace data in addition to new cooperation models is to find alterna-
tive sources of the data, for example, by asking users to donate data. Halavais (2019) 
describes this as one of the ways of “partnering with users to collect big data” (p. 8). As 
the phrasing chosen by Halavais (2019) indicates, the partners of the researchers in this 
model are not the companies that own the platforms and services but the people who use 
them. Many of the major online services, including Facebook, Twitter, and Google, 
allow their users to export their data (usually called an archive) with just a few clicks. In 
many cases, this feature was implemented in response to new legislation, such as the 
GDPR in the EU. The popularity of the technology and (online) services related to the 
concept of the quantified self (Ruckenstein and Pantzar, 2017; Sharon and Zandbergen, 
2017) can be used to promote research projects that employ such a data donation model 
and recruit participants.11 Provided they offer a safe solution for the upload and pseu-
donymization of the data, researchers can ask users to share their data with them, thus, 
donating it for scientific research.12 This approach solves the ethical issue of data being 
collected without users being aware of it. Instead of being a research “subject,” partici-
pants become an active part of the research process, which is in the spirit of the popular 
idea of “citizen science.” Of course, this approach necessitates that researchers obtain 
informed consent from participants and inform them in detail about how their data will 
be used. This consent still needs to be handled with care as users may not be aware of the 
full implications of what they are consenting to. Data donation does not free researchers 
of the ethical obligation to protect users’ privacy, especially as they are the ones who 
have a more comprehensive understanding of the projects and analysis tools used 
(Lomborg, 2013). Also, while data donation can circumvent data sharing restrictions 
imposed by companies, it is a novel approach, and methodological research is needed to 
assess how to best recruit and incentivize participants.

One drawback of this approach is that having people donate their own digital trace 
data for academic research introduces self-selection bias. As downloading one’s per-
sonal data is often not that straightforward, relying on data donation from the users 
might introduce a further bias as tech-savvy participants will be less likely to face 
problems in accessing their own data.13 A third source of potential bias is that users 
might manipulate their data, provided they have the necessary knowledge. However, 
data acquired through any of the three types of public-private partnerships outlined in 
the first parts of this article is typically also biased. For example, public APIs normally 
limit the amount of data that can be accessed and, in most cases, it is not fully transpar-
ent to the user how the data are sampled. And although the samples that market research 
companies provide tend to be larger and more diverse than those recruited by research-
ers themselves, they are equally affected by self-selection bias, and the recruitment 
strategy and panel management measures of the company might introduce additional 
biases. Finally, even if researchers have full access to the complete data of a platform, 
these data are still biased in the sense that all platforms have different user populations 
which makes generalizations to Internet users as a whole (or even to other platforms) 
problematic.
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As stated before, downloading one’s own data from a social media platform is not 
always self-explanatory and can take some time (as the files containing one’s data typi-
cally have to be generated and are not directly available for download). Hence, the data 
donation model requires that participants are appropriately instructed and, ideally, also 
offered support. On the positive side, such measures increase the transparency of the 
research process as participants can see (and control) what data the researchers use 
(Halavais, 2019). Ideally, this also bolsters trust in the researchers. Nevertheless, given 
the personal nature of the data and the effort it can take to share them with researchers, it 
may be necessary to offer participants substantial incentives (that are higher than those 
typically paid for participation in a survey).14 Another important point with regard to the 
data donation model is that it requires solutions for the anonymization of data (e.g., the 
removal of names from social media posts). Ideally, this should be done automatically, 
so that the researchers never see the personal data. Of course, this is not trivial and 
manual work might still be necessary, even if technical solutions are developed that auto-
matically take care of parts of the anonymization process.

Conclusion

Research with digital trace data has become increasingly popular in the social sciences 
over the last few years. There are different ways researchers can access these data. All of 
these options have their own benefits and limitations that researchers need to take into 
account when deciding how to collect data. Notably, the choices made with regard to 
data collection will have downstream effects on later stages of the research process, such 
as data publication and sharing. Of course, another important aspect that researchers 
need to factor in when choosing a data access model is their own situation—most impor-
tantly, their particular research interest and their resources (time, money, and skills).

All of the usual access options for digital trace data require some form of public-pri-
vate partnership between academic researchers and private companies. What character-
izes these relationships is that both sides have their own interests, some of which are 
shared while others may conflict. Our own experiences in negotiating with a market 
research company show that the differences in interest can be more pronounced when 
data sharing is discussed, while there is a large overlap in interests regarding data collec-
tion (quality and privacy). In order for these partnerships to be productive, it is important 
that both parties are aware of their own interests and make them explicit to each other as 
early as possible. Developing solutions for avoiding, minimizing or dealing with poten-
tial conflicts of interest can not only increase the efficiency of these partnerships, but, 
ultimately, also help to improve the ethical standards and quality of research with digital 
trace data.

The limitations of types of public-private partnerships for research with digital trace 
data that have been most common so far as well as the restrictions imposed on public 
APIs by some major social media companies have led to suggestions for new models. 
While we see that the new models for public-private partnerships proposed by King and 
Persily (2018) and Bruns (2018) both have merit and present interesting options for 
ensuring access to digital trace data, we believe that the model of data archives as inter-
mediaries and trusted third parties has unique advantages that make it particularly 
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interesting from the perspective of academic researchers. Another option that might 
prove useful for future research is direct cooperation with the users in the form of a data 
donation instead of partnerships with private companies.

The models for and alternatives to public-private partnerships for research with digi-
tal trace data we discuss in this article are by no means completely exhaustive, and new 
ideas are likely to emerge in the coming years. Moreover, in order to validate our typol-
ogy and test some of its assumptions, we believe it may be worthwhile for future research 
to answer some of the questions we raise here through empirical work on the methodo-
logical practices of researchers working with digital trace data. Given the increase of 
research interest as well as recent developments on the side of social media and other 
Internet companies, we believe that public-private partnerships will remain an important 
issue for research with digital trace data and hope that our typology and the framework 
for identifying and dealing with potential conflicts of interests can aid researchers in 
finding the best solutions for their work with digital trace data.
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Notes

 1. What is also important to note in this context is that data change as users change (e.g., because 
they are deleted, amended, or shared further). This applies to all social media data regardless 
of how they are collected. In addition, if there are platform changes, this also affects the data 
that the company running it have.

 2. An app called “thisisyourdigitallife,” was developed by researcher Alexander Kogan. Users 
were paid to use the app and agreed to have the data used for academic research. However, 
the app also collected data about the users’ friends, resulting in data on 87 million users. These 
data, according to the Facebook ToS, could not be sold. Details are disputed, but Kogan trans-
ferred the data to the company Cambridge Analytica, where it was used for targeted political 
advertising (Metcalf and Fiesler, 2018).

 3. It should be noted that the experiences described here are not the result of a systematic (auto-) 
ethnographic study. One researcher took notes at all the meetings and the status and results of 
the collaboration were discussed at regular intervals among all authors of this article. Hence, the 
descriptions here are anecdotal and should be interpreted as such. Their main purpose is to provide 
some concrete examples for the opportunities and challenges that such collaborations can hold.

 4. We also only get data about which mobile apps were used and not what participants did within 
those apps. However, unlike in the case of the URL tracking, the reasons for this are primarily 
technical as the apps do not allow the extraction of detailed tracking data.

 5. One common misperception about GDPR is that consent is mandatory, but this is not the 
case. Another is that data archiving is prohibited. This is also false as Article 89 of GDPR per-
mits processing of personal data for historical, statistical, and archiving purposes (UK Data 
Service, 2019).
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 6. Of course, one may argue that the end goal for individual researchers is to produce publica-
tions in order to further their careers. However, what we refer to here are the structures and 
ideals of science and economy as systems.

 7. Because of these unique ethical challenges, several recent publications provide some guid-
ance for researchers who want to collect and/or share (specific types of) digital trace data (e.g. 
Bishop, 2017; Kinder-Kurlanda et al., 2017; Mannheimer and Hull, 2017; Thomson, 2016; 
Weller and Kinder-Kurlanda, 2016; Williams et al., 2017).

 8. The expected quality of the research output may also play a role here, although—unlike quan-
tity—the quality of research is notoriously difficult to define and measure.

 9. Following what essentially constitutes a lockdown of the Facebook API for researchers, Anja 
Bechmann invited researchers to contribute to a list of publications that would not have been 
possible without API access (see https://docs.google.com/document/d/15YKeZFSUc1j03b4l
W9YXxGmhYEnFx3TSy68qCrX9BEI/edit) to illustrate how important this mode of access 
is for academic research.

10. Although the paper itself does not specify what these replication files should look like exactly, 
they are typically anonymized and aggregated data that are sufficient to reproduce the analy-
ses in associated publications (see King, 1995).

11. A platform that completely relies on the donation of users’ data is Open Humans (https://
www.openhumans.org/).

12. Another option that Halavais (2019) mentions is to recruit participants and ask them to install 
browser plugins (or other pieces of software) that collect some of their digital traces and make 
them available to the researchers (for an example, see Haim and Nienierza, 2019).

13. On the contrary, these people might also be less likely to share their data with researchers as 
they are more aware of what the data contain (and what can be done with them) and/or have 
higher privacy concerns.

14. One way of motivating people to participate could be to offer them direct (and possibly also 
interactive) feedback about their data. This can also serve an educational purpose by making 
people aware of the digital traces the leave and what can be done with them.
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