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A B S T R A C T   

Although previous studies have explored how satisfied people are with their travel, the link with the built 
environment and available travel options is unclear. This research investigates whether travel options influence 
how commute time satisfaction relates to the built environment. First, profiles among commuters in terms of 
commute time satisfaction (CTS) and residential built environment (RBE) were identified by performing a cluster 
analysis using a large European sample with the European Union Statistics on Income and Living Conditions (EU- 
SILC) 2013 survey. Following, whether travel options (mode availability) could inform differences among CTS- 
RBE profiles was investigated, while accounting for neighborhood characteristics and satisfaction with life and 
life domains, by performing logistic regression analyses. Travel options were found to indicate CTS-RBE profiles. 
This research supports the idea that travel options can affect the CTS-RBE relationship, and can therefore be 
useful to measuring and correcting travel option unavailability or travel captivity. The contributions of this study 
to the travel behavior field, in addition to being the first study to examine CTS, is important to urban planning 
and policy to not only identify the places in which travel options can be improved, but for whom.   

1. Introduction 

This paper aims to examine how commuter satisfaction is related to 
the residential built environment (RBE), and how travel options (mode 
availability) affect this relationship. Since the RBE has an important 
effect on how people travel, it is likely that commute satisfaction differs 
according to where people live. Travel mode choice, travel distance, and 
travel duration, for instance, are all affected by the built environment, 
but also have proven to influence travel satisfaction. This study explores 
these links by using commuter profiles determined by commute time 
satisfaction (CTS) and residential built environment (RBE) variables. 
Travel option variables are then analyzed for their ability to inform CTS- 
RBE profiles. The CTS-RBE profiles provide an opportunity to investigate 
travel option differences between, for example, high- and low-satisfied 
rural residents, and can therefore inform circumstances or definitions 
of travel captivity. This is important to urban planning and policy to not 
only identify the places where travel options can be improved, but for 
whom. What is known thus far about the relationship between travel and 
commute satisfaction, the built environment, and travel options will be 

discussed through literature review, and subsequently this paper will 
investigate travel options among individuals of varying categories of 
CTS and RBE. 

There is extensive existing literature examining individuals’ travel 
satisfaction (see Friman et al., 2018 for a review). Active versus 
motorized modes, time and distance to destination, the impact of 
destination-specific activities, and attitudes toward travel are all well- 
researched topics in relation with travel satisfaction. However, satis-
faction with travel time, specifically commute time, has thus-far been 
neglected. It is important to investigate satisfaction with travel time 
because though trip time typically has a negative relationship with 
travel satisfaction, individuals do not report a desire to eliminate their 
commutes completely (Redmond and Mokhtarian, 2001). This indicates 
that CTS is more complex than analyses using a single variable can 
investigate, providing justification for its combination with the RBE 
variable for this analysis. 

The built environment has a substantial relationship with and in-
fluence on commuting time (Ewing and Cervero, 2001; Ewing et al., 
1994; Khattak and Rodriguez, 2005; Schwanen et al., 2005), but this 
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relationship is far from straightforward (Ewing and Cervero, 2010). 
RBE, walkability, and regional accessibility directly affect active travel 
mode options and distance traveled, while residential self-selection, the 
choice to live in a certain neighborhood, has an indirect effect on travel 
attitudes and travel satisfaction, making the causes of observed patterns 
of travel behavior less discernable (Cao et al., 2009). For example, 
someone preferring to commute by car may choose to live in a rural 
neighborhood with more space and infrastructure for their vehicle but 
fewer transit connections, low active travel options, and a long commute 
time, though still have high travel satisfaction. Many empirical travel 
behavior studies try to disentangle these influences, finding that the 
built environment itself remains significant to travel behavior after self- 
selection is accounted for (see Cao et al., 2009, for a review). This is now 
also being explored in travel satisfaction literature (e.g. Cao and Ettema, 
2014). The CTS and RBE profiles created in this analysis provide more 
information about different types of respondents and allow for investi-
gation of the complex relationship between the built environment and 
travel satisfaction. 

Though neighborhood choice or preference can partially inform 
these profiles, not all individuals are able to self-select into their 
preferred residential neighborhood and consequently not everyone is 
able to travel in their preferred way. This refers to ‘travel captivity’, 
which remains relatively less studied, also in travel satisfaction litera-
ture. Traditional definitions of travel captivity have assumed that it is 
reliant on private car access or not (though there are exceptions, e.g. 
Beimborn et al., 2003; Jacques et al., 2013), but this research uses the 
definition of travel options in general. Therefore, this paper will explore 
the relationship of travel captivity (Jacques et al., 2013), a circumstance 
wherein individuals are forced to travel in a way that they do not prefer, 
to the CTS-RBE profiles by means of travel options (private car and 
public transportation) variables. 

This paper aims to investigate whether travel options influence how 
CTS relates to the RBE. By using a large European sample instead of a 
city- or country-specific model, the European Union Statistics on Income 
and Living Conditions (EU-SILC) 2013 survey offers an opportunity to 
explore this connection. This study will identify which profiles exist 
among commuters in terms of CTS and RBE by performing a cluster 
analysis. Then, it will examine how these profiles are informed by dif-
ferences in travel options, neighborhood characteristics, and satisfaction 
with life and life domains by performing logistic regression analyses. 
The main goal of this study is to investigate whether travel options can 
inform differences in CTS and RBE. By investigating the options among 
[un]happy commuters in different urban areas, policy initiatives can 
attempt to improve travel equity and satisfaction. 

2. Literature review 

The literature review section is organized as follows: First, what is 
known about travel satisfaction and its complex relationships to trip 
characteristics, travel attitudes, and satisfaction with life and life do-
mains is discussed. Specifically, the relationship between travel time 
(particularly commuting time) and travel satisfaction is elaborated, 
clarifying the value of the CTS variable. Following, an explanation of the 
complex relationship between the built environment and travel satis-
faction, as well as overall life and domain satisfaction, illuminates the 
importance of creating commuter profiles for analysis in lieu of simply 
analyzing the relationship between them. Next, travel options and 
captivity research is linked to the built environment and travel satis-
faction. Further, justification for additional explanatory neighborhood 
characteristics of pollution and crime is provided. Finally, the general 
aims of this research are discussed and the dataset used is introduced. 

2.1. Travel behavior, travel satisfaction, and well-being 

The literature on travel satisfaction accelerated with the develop-
ment of a standardized measurement scale, the ‘Satisfaction with Travel 

Scale’ (STS; Ettema et al., 2011), inspired by measurements of experi-
enced utility (i.e. Ettema et al., 2010; Kahneman and Krueger, 2006; 
Kahneman et al., 1997) and psychological scales to measure subjective 
well-being (i.e. Diener et al., 1985; Diener et al., 2010; Västfjäll et al., 
2002; Watson et al., 1988). Following this, travel satisfaction has been 
extensively examined over the past decade in relation to trip charac-
teristics, e.g. mode, duration, distance, and travel attitudes. Active 
modes consistently present greater satisfaction while motorized and 
public modes present lower satisfaction, with evidence that active 
travelers are comparatively unaffected by traffic congestion (e.g. De Vos 
et al., 2016; De Vos et al., 2019; Friman et al., 2013; Gatersleben and 
Uzzell, 2007; Mouratidis et al., 2019; Morris and Guerra, 2015b; Paez 
and Whalen, 2010; Smith, 2017). Trip time negatively affects satisfac-
tion (De Vos et al., 2019; Higgins et al., 2018; Morris and Guerra, 2015a) 
and trip distance affects satisfaction both positively or negatively, 
depending on factors like the built environment (Handy and Thigpen, 
2018) or travel attitudes (De Vos et al., 2016; De Vos et al., 2019; 
Mokhtarian et al., 2015). Other trip characteristics such as accessibility, 
service quality, socialization and entertainment opportunity, and 
perception of value positively affect satisfaction (Cao, 2013; Ettema 
et al., 2012; Olsson et al., 2013; Paez and Whalen, 2010; St-Louis et al., 
2014). Attitudes toward travel regarding environmentalism, physical 
activity, or past travel experiences also have an effect on satisfaction 
(Manaugh and El-Geneidy, 2013; St-Louis et al., 2014). Commute- 
specific (as opposed to non-work or undirected travel) satisfaction 
research agrees with the aforementioned studies (Gatersleben and 
Uzzell, 2007; Singer et al., 1978; Smith, 2017; Anable and Carreno, 
2007; Wener et al., 2003), and is important to measure as there is unique 
stress experienced during travel to work that does not exist in other 
travel purposes (see Novaco and Gonzales, 2009, for review). 

Travel satisfaction and commuting satisfaction have further impor-
tant relationships with satisfaction with life domains and life in general. 
The cost of commuting can negatively affect satisfaction with domains 
and in general due to missing time that cannot be spent on other ac-
tivities (Clark et al., 2019; Stutzer and Frey, 2008; Ye et al., 2020). 
However, Mouratidis (2020) found that commuting satisfaction may 
only have indirect effects on life satisfaction and subjective well-being, 
mainly through neighborhood and job satisfaction. Finally, relationships 
between travel satisfaction and life satisfaction are bidirectional: from a 
bottom-up perspective, the perceived quality of travel could influence 
the level of life satisfaction, while from a top-down perspective, the level 
of life satisfaction could cause a level of satisfaction with travel (Diener, 
1984). De Vos (2019) found effects of the latter stronger than the former. 

Although studies have indicated that trip duration mostly has a 
negative effect on travel satisfaction, no studies have explored satis-
faction with travel time. While the positive utility of commuting cannot 
be ignored (i.e. benefits associated with the destination, activities con-
ducted while traveling, and enjoyment of travel itself), most people 
desire a shorter commuting time than their current situation (Redmond 
and Mokhtarian, 2001). In a recent study, Ye et al. (2020) found that 
over 80% of people are not traveling with their ideal commute time, and 
that this has a significant effect on their satisfaction with travel. How-
ever, due to the aforementioned positive aspects of travel, most people 
desire some sort of commute and would not, if given the choice, 
instantaneously arrive at their workplace (Mokhtarian and Salomon, 
2001; Redmond and Mokhtarian, 2001; Russell and Mokhtarian, 2015). 
Examining satisfaction with the time characteristic of commuting trips 
can create more specific commuter profiles. 

2.2. The built environment, travel satisfaction, and well-being 

The residential built environment and spatial structure have a direct 
effect on commuting distance, but the link of the built environment to 
commuting time is not as straightforward. High density, mixed-use areas 
reduce distance to destinations (Cervero and Kockelman, 1997; Frank 
and Pivo, 1994), and studies have shown that indeed those living in 
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suburban areas have longer travel times (Ewing and Cervero, 2001; 
Ewing et al., 1994; Khattak and Rodriguez, 2005; Schwanen et al., 
2005). However, this can be affected by regional accessibility, i.e. the 
amount of major employment centers, city size, dispersion, and mono- 
or polycentricity (Gordon et al., 1989). Individuals living in areas that 
are not urban and highly dense often must travel a distance too far for 
active modes to accommodate, and therefore turn to faster, motorized 
modes, possibly resulting in a travel time that is comparable to those 
using active travel in urban areas (De Vos and Witlox, 2016). 

The residential built environment therefore has a further important 
link to travel satisfaction. Mouratidis et al. (2019) found that travel 
satisfaction is higher for those in compact urban areas, specifically for 
commuters due to shorter trips and more active travel. Alternatively, 
there is evidence (using built environment and travel attitude explana-
tory variables) that, though their trips are longer, suburban residents are 
the most positive about travel, possibly reflecting residential self- 
selection and travel preferences (De Vos et al., 2016; De Vos and 
Witlox, 2016). Friman et al. (2013) found that travel satisfaction was 
lower among residents in large urban areas than those in medium-large 
or small urban areas. Additional research states that residential location 
and distance to workplace/school are characteristics important to 
commute quality and satisfaction (Handy and Thigpen, 2018; Schneider 
and Willman, 2019), though Ye and Titheridge (2017) found only in-
direct effects of the built environment. It is clear that the relationship 
between the built environment and travel satisfaction is complex, and 
therefore requires a more complex analyses than a simple investigation 
of the directional relationship between these two variables. 

Other than travel satisfaction, the effect of the built environment on 
satisfaction with life domains and life in general has been well- 
documented. Urban planners tend to find that several aspects of the 
built environment related to walkability (e.g. land use mix, street 
network connectivity, and density) have a significant relationship to 
satisfaction, though whether positive or negative is domain-dependent. 
Cao (2016) found that increased land use mix positively affects life 
satisfaction, and increased population density negatively affects it. More 
dense built environment factors have been found to have a positive ef-
fect on personal relationship, job, and family satisfaction (Bernini and 
Tampieri, 2017; Mouratidis, 2019). Conversely, though dense urban 
areas are often considered to be more socially and environmentally 
sustainable, density has been found to negatively affect residential, 
leisure, health, friendship, spare time, and environment satisfaction 
(Bernini and Tampieri, 2017; Hand, 2017; Rodgers, 1982). Though 
Bernini and Tampieri (2017) found that urban density was negatively 
related to subjective well-being, Mouratidis (2019) found that by 
improving problems of fear of crime, noise, and litter in urban areas, life 
satisfaction can be higher and moderate- to high-density areas can 
actually promote subjective well-being. The complicated relationship 
between the built environment and life and domain satisfaction justifies 
the use of these measures as exploratory variables, and the creation of 
commuter profiles in order to analyze complex relationships therein. 

2.3. The built environment, mode availability, and travel captivity 

Finally, the built environment (particularly residential urban den-
sity) has a substantial effect on access to different transport modes, e.g. 
increase of active and public modes as density and land use mix increase, 
and decrease of private vehicles (Frank and Pivo, 1994; Millward and 
Spinney, 2011). Though no studies have yet evaluated the effect of the 
RBE on travel captivity, transportation literature overwhelmingly as-
sumes that private car accessibility is the determining factor between 
captive and choice users, (e.g. de Ona et al., 2016; Garrett and Taylor, 
1999; Polzin et al., 2000; van Lierop and El-Geneidy, 2017), although 
notable exceptions exist (Beimborn et al., 2003; Jacques et al., 2013). 
This would mean that the majority of literature assumes that captive 
travelers can be found in urban areas where there is less car access, but 
this research argues that travel captivity consists of more than just car- 

access factors and therefore employs both private vehicle and public 
transport access to explain urban density and travel satisfaction. Access 
to modes affects factors influencing commuting satisfaction (e.g. 
freedom) (Anable and Gatersleben, 2005), though applications of Fes-
tinger’s (1957) cognitive dissonance theory within the scope of travel 
satisfaction (see De Vos and Singleton (2020) for review) more aptly 
theorize travel captivity. Instead of using car-access alone, redefining 
captive travelers as those whose preferences and behavior do not match 
(travel mode dissonance) – either for economic, circumstantial, or other 
reasons – and who can or will not change their behavior or attitudes, not 
only provides a more appropriate and complex definition but also allows 
for various captivity situations to be found within any RBE. While 
certainly there are, for example, individuals captive to public transit 
because they cannot afford a private vehicle, definitions of the past fail 
to recognize additional captivity situations. Individuals preferring to 
cycle to work but who must take a car due to distance are also captive 
commuters, as are those preferring to use public transit due to en route 
activity opportunities or expensive parking, but who do not have a 
station available to them. Investigating the extent to which travel op-
tions are an explanatory variable for individuals in different CTS-RBE 
profiles is valuable to address the gap in literature regarding where 
and for whom a lack of public or private availability contributes to travel 
captivity. 

Of further importance to satisfaction, well-being, and quality of life, 
and intrinsically linked to the built environment, urban density, and 
travel behavior, are neighborhood characteristics of pollution and 
crime. Besides the obvious direct effect of auto emissions from car use 
increasing in heavily congested traffic (urban) areas, pollution can affect 
commuting behavior in that individuals may choose (or prefer to 
choose) less pollutive modes so as to decrease the levels of CO2 in their 
neighborhoods, also known as the value-belief-norm theory of envi-
ronmentalism (Lind et al., 2015; Stern and Dietz, 1994). High levels of 
neighborhood crime (found with higher urban density) may deter in-
dividuals from using public transportation or active travel modes 
because of the threats posed by exposure when using non-automotive 
modes (Ferrell and Mathur, 2012). An inability to choose sustainable 
or safe modes can cause transit unavailability, therefore neighborhood 
characteristics have an important link to this research. 

Since the RBE has an important effect on commute options and time, 
it is likely that it has a complex relationship to CTS. However, studies 
focusing on the link between the built environment and travel satis-
faction are limited and often focus on causality, while studies on satis-
faction with travel time are non-existent. The general aim of this study is 
to explore whether the RBE affects how travel options influence CTS. 
This will be accomplished by first identifying CTS-RBE profiles, allowing 
for an investigation of their complex relationships, and second exploring 
the relationship of travel options to these profiles within a large Euro-
pean population. Secondary exploratory variables include life and 
domain satisfaction (using a top-down approach) and neighborhood 
characteristics because of their strong relationships to the RBE and 
(short-term) CTS found in previous research. The EU-SILC (European 
Union Statistics on Income and Living Conditions) provides an oppor-
tunity to explore multinational data and an opportunity to explore this 
relationship at a European scale for the first time. This research hy-
pothesizes that vehicle and transit options can inform CTS-RBE profiles. 

3. Data 

The source of data for this study is the 2013 European Commission 
wave of EU-SILC (European Union Statistics on Income and Living 
Conditions) conducted by EUROSTAT(Eurostat, 2013), and the re-
sponsibility for all conclusions drawn from the data lies entirely with the 
authors. This annual questionnaire provides both cross-sectional data 
regarding income, poverty, social exclusion, and other living conditions 
and longitudinal data from individuals and households. The 2013 survey 
covered information from 32 European countries. In total, more than 
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600,000 individuals (from almost 250,000 households) were inter-
viewed. The individual questionnaire of the 2013 responses included 
secondary target variables over quality of life and subjective well-being. 
Responses for nine items (5- or 11-point Likert scales, i.e. very good to 
very bad) about overall life and domain satisfaction in the last four 
weeks, referred to later as the ‘satisfaction module’ were collected. 

Legislation for the EU-SILC survey states that sampling must be na-
tionally representative of all private households and individuals aged 16 
and over, irrespective of nationality, residence status, and language. The 
sample design is country-specific and undertaken at their own discre-
tion, depending on the population structure, existing census informa-
tion, and budgetary constraints. Most commonly, stratified multistage 
sampling is used, though there are exceptions: Luxembourg, Germany, 
Cyprus, Slovakia, Switzerland, Austria, and Lithuania used stratified 
simple random sampling; Estonia used a systematic stratified sample; 
Malta, Denmark, Iceland, and Norway used simple random sampling; 
Sweden used a systematic sample; Hungary used a unique stratified 
design by rotational group (Eurostat, 2016). 

The main advantage of this dataset is that it is perhaps a first study of 
its kind at a European scale. Most studies focus on a single study area, 
and the opportunity to identify profiles using CTS and RBE and further 
explore the link to travel options among a geographically diverse sample 
can detect patterns that are indistinguishable in a single-city or country 
study. Another advantage offered by this dataset is the ability to control 
for the interaction of CTS with satisfaction with other life domains, as 
well as with satisfaction with life in general. However, the survey re-
sponses are limited to strictly satisfaction with commute time which 

does not allow for a more robust evaluation of travel satisfaction (i.e. 
mode, distance, non-work travel, etc.). 

Non-working (unemployed, retired, unable to work, other inactive) 
respondents were not included in this sample, as those respondents 
would not have a daily commute and would therefore be unable to 
report on CTS. Countries for which only country-level data instead of 
NUTS1-level (major socio-economic regions, population 3–7 million) 
data was provided (Germany, Portugal, the Netherlands, and Slovenia) 
were also omitted because RBE was not be included. The geographic 
boundaries for NUTS1-level regions can be seen in Fig. 1, along with the 
average participant RBE per EU-SILC definitions (an in-depth explana-
tion is provided in the following paragraph). Using NUTS1-level data 
instead of country-level data allows for more distinct analysis regarding 
participant RBE because areas with different socio-economic profiles are 
separated. Remaining respondents (n = 157,615) included in this study 
were 49.7% female, aged 15–80 (μ = 43.72), and 39.1% university 
educated, with a mean household annual disposable (equivalized by 
EUROSTAT) income of €20,000, 85% of whom worked full-time. 

Key dependent variables for this study included CTS (‘Overall, how 
satisfied are you with your commute time?’; 11-point Likert scale: not at 
all satisfied to completely satisfied) and RBE (3-level scale - Level 1 
(urban): 1500 inhabitants per km2, minimum population 150,000; Level 
2 (suburban): 300 inhabitants per km2, minimum population 5000; 
Level 3 (rural): those found outside Levels 1 and 2). ‘Commute time’ was 
one of the nine variables from the satisfaction module, though it has 
been extracted and use as a dependent variable (while the other eight 
will be discussed as independent variables below). Interview 

Fig. 1. Average participant RBE (Urban-1, Rural-3) per NUTS1 region.  
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coordinators reported that 33.9% of respondents lived in rural areas, 
27.4% in suburban areas, and 38.7% in urban areas. Respondents had an 
average CTS of 7.45 (0–10 scale). It was hypothesized that RBE could be 
the most important factor in determining CTS, therefore in order to 
maximize inter-cluster differences and intra-cluster similarities a cluster 
analysis was performed. A cluster analysis was chosen over using CTS 
alone as a dependent variable in a regression analysis because it pro-
vides more information over different types of respondents and poten-
tially analyzes more complex relationships as, for example, rural 
residents can be both satisfied and dissatisfied. 

Using the EU-SILC 2013 data, a first objective of this study is to 
determine CTS-RBE profiles by means of cluster analysis. To find the 
optimal cluster number, options for 2 to 8 clusters were attempted. A k- 
means cluster analysis was selected over a hierarchical cluster analysis 
as, required by the size of the dataset, it is less computationally 
demanding (Mooi and Sarstedt, 2010). Due to high significant (p = .000) 
ratios of variance (CTS F = 61,717.303; RBE F = 1,178,253.512), a five- 
cluster analysis was the optimal choice. This was confirmed with both 
the Elbow Method (calculating the within cluster sum of squares for each 
attempt) and by creating a dendrogram from a hierarchical cluster 
analysis with a 1% random sample (5 being the approximate level at 
which clusters evened). Further evidence confirming the choice is a lack 
of variance (F = 0) among urban density characteristics within the 6-, 7-, 
and 8-cluster attempts. The final cluster centers can be seen in Table 1, 
showing their CTS and RBE levels on − 1 to 1 scales, having normalized 
both distributions over 0. CTS scores closer to 1 meant higher satisfac-
tion, and scores closer to − 1 meant lower satisfaction; a RBE score closer 
to 1 meant higher urban density and a score closer to − 1 meant lower 
urban density. The RBE score of the final cluster fell at 0.45, almost 
evenly between 0 and 1 (unlike all other clusters falling exactly at whole 
numbers), indicating that this cluster was comprised of both urban and 
suburban residents. 

Table 2 shows demographic information over the five clusters. The 
urban mid-satisfied cluster was the largest (34.4%), and the (sub)urban 
dissatisfied cluster was the smallest (9.5%). Most clusters were 
approximately half-female, with the rural-low satisfied cluster having 
the greatest gender difference (45.4% female). Average age for all 
clusters was around 43 or 44 years old. The urban mid-satisfied group 
reported the lowest car access (81.9%), and the suburban mid-satisfied 
group reported the most car access (90.4%). Alternatively, the urban 
mid-satisfied group reported the most regular public transit use (44.7%), 
and the rural high-satisfied group reported the least regular public 
transit use (20.9%). 

A second objective of this paper was to determine the role of travel 
options in informing these five CTS-RBE clusters by means of logistic 
regression. The key independent variables explored in this study were 
car access and public transit use (Table 3). In the EU-SILC questionnaire, 
Public Transit Use was determined by the question, ‘Could you please 
tell me if you use regularly public transport?’, with answers including, 
‘Yes’, ‘No, ticket expensive’, ‘No, station far’, ‘No, access difficult’, ‘No, 
private transport’, and ‘No, other reason’. ‘No, station far’ and ‘No, 

access difficult’ differed in that the former refers to the lack of a station 
nearby and the latter refers to difficulties getting to the station. The 
variables ‘No, private transport’ and ‘No, other reason’ are vague catch- 
all statements. The former means a personal choice in using private 
transport, such as car, motorcycle, bicycle, etc., and the latter refers to 
both active modes of transit (i.e. walking, jogging, or community bi-
cycles) and completely different circumstances such as an unsuitable 
timetable making public transport inconvenient. Car Access was deter-
mined by the question, ‘Does your household have a car/van for private 
use?’ and answer options were ‘Yes’, ‘No, cannot afford’, and ‘No, other 
reason’. 

The results of the logistic regressions were controlled for two addi-
tional independent variables, satisfaction with life domains and neigh-
borhood characteristics. Satisfaction (‘Overall, how satisfied are you 
with…?; 11-point Likert scale, not at all satisfied to completely satisfied) 
was averaged (0− 10) based on the following factors:  

1. Your life these days.  
2. The financial situation of your household.  
3. Your accommodation.  
4. Your present work.  
5. The amount of time you have to do things you like doing.  
6. Your personal relationships.  
7. The recreational or green areas in the place where you live.  
8. The quality of your living environment. 

Neighborhood characteristics were assessed based on participants 
perceptions of ‘pollution, grime, or other environmental problems’ and 
‘crime, violence, or vandalism in the area’ with dichotomized yes/no 
answer options. Average scores for satisfaction and neighborhood 
characteristics can be seen in Table 4 (Results) with inter-cluster com-
parisons. The demographic variables this study controlled for included 
age, gender, income, and education level. 

4. Results 

4.1. Inter-cluster comparisons 

Following the cluster analysis, inter-cluster comparison tests 
(ANOVA and Chi2) were completed to analyze the following exploratory 
factors: satisfaction module (overall, financial situation, accommoda-
tion, job, time use, personal relationships, green areas, living environ-
ment), neighborhood characteristics (pollution, crime), and travel 
captivity (car access, public transit use). ANOVA tests for the satisfaction 
module and neighborhood characteristics found all factors were signif-
icant (p = .000) with high variances (range from F = 203.581 to F =
3852.023). As the tests did not meet the assumption of homogeneity of 
variances, Games Howell post-hoc tests were selected to investigate 
specific intercluster differences (Table 4). The variables denoting travel 

Table 1 
CTS/RBE cluster centers.   

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 

CTS High- 
Satisfied 

Mid- 
Satisfied 

Mid- 
Satisfied 

Low- 
Satisfied 

Dissatisfied 

RBE Rural Suburban Urban Rural (Sub) 
Urban 

Commute Time 
Satisfaction 
(− 1 to 1) 

0.75 0.69 0.59 − 0.12 − 0.35 

Residential Built 
Environment 
(− 1 to 1) 

− 1.00 0.00 1.00 − 1.00 0.45  

Table 2 
Demographic information by CTS/RBE cluster.   

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 

CTS High- 
Satisfied 

Mid- 
Satisfied 

Mid- 
Satisfied 

Low- 
Satisfied 

Dissatisfied 

RBE Rural Suburban Urban Rural (Sub) 
Urban 

N 37,386 35,014 54,241 16,059 14,915 
%Sample 23.7 22.2 34.4 10.2 9.5 
%Female 49.6 50.6 51.1 45.4 47.7 
μAge 44.4 43.9 43.6 43.2 42.8 
%Car 

Access 
89.0 90.4 81.9 84 82.6 

%Public 
Transit 
Use 

20.9 25.3 44.7 29.4 42.8  
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captivity, car access and regular public transit use, were categorical 
variables and therefore Chi2 tests (Public Transort Use: Pearson Chi2 =

4168.10, p = .000; Car Access: Pearson Chi2 = 2177.65, p = .000) with a 
Bonferroni correction (Table 5) were completed to observe significant 
intercluster differences between categorical answers. Proportions for 
each answer category for car access and regular PT use per cluster can be 
seen in Figs. 2 and 3. Significance at the p > .05 level was found between 
nearly all factors in all clusters in both Tables 4 and 5. 

4.2. Binary logistic regression 

In order to analyze important determinants of belonging to a certain 
cluster, a hierarchical binary logistic regression was performed for each 
cluster. Explanatory variables were added block by block, starting with 
covariates for which the study controlled (gender, age, income, educa-
tion). Differences in neighborhood characteristics (pollution and crime) 
were analyzed in the second block, the satisfaction module in the third 
block, and travel captivity (car access: 3 variables and public transit use: 
6 variables) in the fourth block. Results from the regression analyses can 
be seen in Table 6, and public transport use and car access for the five 

clusters in detail can be visualized in Figs. 4 and 5 as to highlight factors 
of travel captivity. Multicollinearity for all independent variables within 
each cluster were tested, with most VIF values under 2.0 and no VIF 
values found higher than 2.3. 

Cluster 1: High-Satisfied Rural. 
The likelihood of belonging to cluster 1 decreases with more 

neighborhood pollution and crime, and increases with higher satisfac-
tion with life overall and most life domains, but decreases with higher 
satisfaction with living environment. The likelihood of belonging to the 
high-satisfied rural cluster increases with not using public transit regu-
larly due to access being difficult or using private transport, but de-
creases with not using public transit regularly due to tickets being 
expensive, stations being far, or an unlisted reason. Likelihood of 
belonging to cluster 1 did not increase or decrease significantly 
depending on car access. 

4.2.1. Cluster 2: mid-satisfied suburban 
The likelihood of belonging to cluster 2 decreases with more 

neighborhood pollution, but not significantly with more neighborhood 
crime. Likelihood increases with higher satisfaction with all life domains 

Table 3 
Exploratory travel captivity factors: percentages of each cluster with car access, public transit use.    

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5   

High-Satisfied Rural Mid-Satisfied Suburban Mid-Satisfied Urban Low-Satisfied Rural Dissatisfied (Sub)Urban 

%Car Access Yes 89.0 90.4 81.9 84.0 82.6 
No, cannot afford 6.3 5.3 8.9 10.7 10.7 
No, other reason 4.7 4.3 9.3 5.3 6.7 

%Public Transit Use Yes 20.9 25.3 44.7 29.4 42.8 
No, ticket expensive 1.0 1.1 1.0 2.3 2.2 
No, station far 3.2 1.7 0.7 2.0 1.4 
No, access difficult 1.9 1.8 0.7 1.9 1.7 
No, private transport 51.3 54.1 39.9 42.1 37.6 
No, other reason 21.7 16.0 13.0 22.3 14.4  

Table 4 
Average (μ) satistfaction (0–10) and neighborhood characteristics (0–1) by cluster.    

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5   

High-Sat. Rural Mid-Sat. Suburb. Mid-Sat. Urban Low-Sat. Rural Dissat. (Sub) Urban 

μSatisfaction (range 0–10) Overall 7.592,3,4,5 7.551,3,4,5 7.361,2,4,5 6.491,2,3 6.431,2,3 

Financial situation 6.562,3,4,5 6.621,3,4,5 6.431,2,4,5 5.301,2,3 5.261,2,3 

Accommodation 7.942,3,4,5 7.881,3,4,5 7.561,2,4,5 6.911,2,3,5 6.761,2,3,4 

Job 7.702,3,4,5 7.591,3,4,5 7.401,2,4,5 6.111,2,3,5 5.911,2,3,4 

Time Use 6.812,3,4,5 6.621,3,4,5 6.471,2,4,5 5.431,2,3,5 4.921,2,3,4 

Personal relationships 8.242,3,4,5 8.161,3,4,5 8.011,2,4,5 7.341,2,3,5 7.201,2,3,4 

Green areas 7.532,3,4,5 7.461,3,4,5 7.051,2,4,5 6.651,2,3,5 6.181,2,3,4 

Living environment 7.703,4,5 7.523,4,5 7.351,2,4,5 6.451,2,3,5 6.351,2,3,4 

μNeighborhood Characteristics (range 0–1) Pollution 0.082,3,4,5 0.121,3,4,5 0.171,2,4,5 0.101,2,3,5 0.201,2,3,4 

Crime 0.072,3,4,5 0.111,3,4,5 0.161,2,4,5 0.081,2,3,5 0.191,2,3,4 

Note: 1,2,3,4,5 
= signficantly different from groups 1,2,3,4,5 respectively at p < .05 using one-way ANOVAs with post-hoc multiple comparison analysis using the 

Games-Howell method. 

Table 5 
Participant counts (N) for travel captivity measures (car access and public transport use) by cluster.    

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5   

High-Sat. Rural Mid-Sat. Suburb. Mid-Sat. Urban Low-Sat. Rural Dissat. (Sub) Urban 

Regular Public Transport Use Yes 33222,3,4,5 45481,3,4,5 103141,2,4,5 22611,2,3,5 31081,2,3,4 

No - Ticket Expensive 1524,5 1914,5 2264,5 1731,2,3 1631,2,3 

No - Station Far 5082,3,4,5 2981,3 1561,2,4,5 1561,3,5 1021,3,4 

No - Access Difficult 3083 3283 1701,2,4,5 1483 1203 

No - Private Transportation 81742,3,4,5 97151,3,4,5 91911,2,4,5 32311,2,3,5 27291,2,3,4 

No - Other 34562,3,5 28801,3,4,5 29921,2,4,5 17112,3,5 10431,2,3,4 

Car Access Yes 332522,3,4,5 316371,3,4,5 443771,2,4 134821,2,3,5 123091,2,4 

No – Cannot Afford 23632,3,4,5 18571,3,4,5 48161,2,4,5 17241,2,3 15991,2,3 

No – Other Reason 17583,4,5 15083,4,5 50151,2,4,5 8491,2,3,5 9961,2,3,4 

Note: 1,2,3,4,5 = signficantly different from groups 1,2,3,4,5 respectively at p < .05 using Chi2 tests with a Bonferroni correction. 
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(except living environment), but decreases with higher satisfaction with 
life overall. The likelihood of belonging to the mid-satisfied suburban 
cluster increases with not using public transit regularly due to an un-
listed reason, but decreases with not using public transit regularly due to 
tickets being expensive and access being dificult. The likelihood of 
belonging to cluster 2 increases with a lack of car access for both eco-
nomic and non-economic reasons. 

4.2.2. Cluster 3: mid-satisfied urban 
The likelihood of belonging to cluster 3 increases with more neigh-

borhood pollution and crime, and increases with higher satisfaction with 
financial situation, job, time use, and living environment, but decreases 
with higher satisfaction with accommodation and green space. The 
likelihood of belonging to the mid-satisfied urban cluster increases with 
not using public transit regularly due to tickets being expensive and an 
unlisted reason, but decreases with not using public transit regularly due 
to access being difficult or using private transportation. The likelihood 
of belonging to cluster 3 decreases with car access. 

4.2.3. Cluster 4: low-satisfied rural 
The likelihood of belonging to cluster 4 decreases with more 

neighborhood pollution and crime, and increases with lower satisfaction 
in all life domains except green space (though not significantly with 
financial situaion or overall satisfaction). The likelihood of belonging to 
the low-satisfied rural cluster increases with not using public transit 
regularly due to access being difficult, but decreases with finding tickets 
expensive and unlisted reasons. The likelihood of belonging to cluster 2 
increases with a lack of car access for both economic and non-economic 

reasons. 

4.2.4. Cluster 5: dissatisfied (sub)urban 
The likelihood of belonging to cluster 5 increases with more neigh-

borhood pollution and crime, and increases with lower satisfaction all 
life domains (though not with overall satisfaction). The likelihood of 
belonging to the dissatisfied (sub)urban cluster increases with not using 
public transit regularly for all reasons except access being difficult. The 
likelihood of belonging to cluster 2 increases with a lack of car access for 
economic reasons, but not significantly for non-economic reasons. 

5. Discussion 

In this section, travel options (public transport use and car avail-
ability) for the five clusters will be analyzed in detail. This research finds 
that profiles defined by RBE and CTS can indeed be predicted by dif-
ferences in travel options. Though all groups displayed some form of 
travel exclusion, the most ‘captive’ profiles (i.e. those with the fewest 
options) were the low-satisfied rural and dissatisfied (sub)urban groups. 
The former displayed a relationship with car unavailability for all rea-
sons, and using public transport despite finding access difficult (i.e. 
captive transit-users). According to urban literature, this lower-urban- 
density group would normally have greater private vehicle and less 
public transportation use, making a further case for travel captivity/ 
unavailability. The latter were more likely to report private vehicle use 
than public transit use as they found it expensive and stations far, 
despite reporting car unavailability for economic reasons (i.e. captive 
car-users). This category of captive travelers has not been previously 
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No, other reason (N=10126)

Car Access

Cluster 1 High-Sat. Rural Cluster 2 Mid-Sat. Suburb. Cluster 3 Mid-Sat. Urban Cluster 4 Low-Sat. Rural Cluster 5 Dissat. (Sub)Urban

Fig. 2. Proportions of each Car Access answer category by cluster.  
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Cluster 1 High-Sat. Rural Cluster 2 Mid-Sat. Suburb. Cluster 3 Mid-Sat. Urban Cluster 4 Low-Sat. Rural Cluster 5 Dissat. (Sub)Urban

Fig. 3. Proportions of each Regular PT Use answer category by cluster.  
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Table 6 
Exponentiated Beta values and significance from binary logistic regression for each cluster (reference: those not in cluster); significant relationships (p < .05) in bold; R2 refers to Nagelkerke R2.    

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 

High-Sat Mid-Sat Mid-Sat Low-Sat Dissatisfied 

Rural Suburban Urban Rural (Sub)Urban 

R2 Exp(B) p R2 Exp(B) p R2 Exp(B) p R2 Exp(B) p R2 Exp(B) p 

Block 1 0.020   0.032   0.031   0.051   0.003   
Covariates Female  0.977 0.211  0.860 0.000  1.034 0.052  1.206 0.000  1.123 0.000 

Income  1.000 0.000  1.000 0.000  1.000 0.000  1.000 0.000  1.000 0.000 
Age  1.003 0.002  0.996 0.000  1.007 0.000  0.994 0.000  0.991 0.000 
Education  0.827 0.000  0.937 0.000  1.277 0.000  0.834 0.000  1.118 0.000 

Block 2 (+Block 1) 0.042   0.034   0.048   0.060   0.020   
Neighborhood Characteristics Pollution  0.643 0.000  0.902 0.000  1.465 0.000  0.619 0.000  1.272 0.000 

Crime  0.597 0.000  0.986 0.609  1.515 0.000  0.459 0.000  1.335 0.000 
Block 3 (+Blocks 1,2) 0.097   0.059   0.068   0.141   0.149   
Satisfaction Module Overall  1.023 0.002  0.980 0.006  1.012 0.084  0.989 0.247  1.011 0.229 

Financial  1.013 0.033  1.012 0.048  1.026 0.000  0.996 0.635  0.943 0.000 
Accommodation  1.063 0.000  1.032 0.000  0.949 0.000  0.980 0.009  0.982 0.021 
Job  1.107 0.000  1.087 0.000  1.049 0.000  0.829 0.000  0.837 0.000 
Time Use  1.036 0.000  1.044 0.000  1.031 0.000  0.926 0.000  0.857 0.000 
Personal Life  1.062 0.000  1.025 0.000  1.001 0.844  0.945 0.000  0.939 0.000 
Green Space  1.093 0.000  1.043 0.000  0.896 0.000  1.048 0.000  0.976 0.001 
Living Environment  0.974 0.000  0.999 0.852  1.114 0.000  0.903 0.000  0.936 0.000 

Block 4 (+Blocks 1,2,3) 0.125   0.075   0.108   0.144   0.158   
Regular PT Use Yes   0.000   0.000   0.000   0.000   0.000 

N-Ticket Expensive  0.427 0.000  0.685 0.000  2.240 0.000  0.766 0.000  1.818 0.000 
N-Station Far  0.630 0.000  0.987 0.886  1.097 0.269  0.917 0.387  1.608 0.000 
N-Access Difficult  1.883 0.000  0.742 0.000  0.472 0.000  1.261 0.015  1.249 0.051 
N-Private Transportation  1.173 0.032  1.121 0.115  0.614 0.000  1.201 0.066  1.361 0.004 
N-Other  0.811 0.000  1.133 0.000  1.188 0.000  0.809 0.000  1.120 0.007 

Car Access Yes   0.305   0.000   0.000   0.026   0.000 
N-Cannot Afford  1.069 0.125  1.484 0.000  0.660 0.000  1.163 0.009  1.242 0.000 
N-Other Reason  1.066 0.233  1.270 0.000  0.704 0.000  1.172 0.017  1.067 0.343  
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discussed in relevant travel behavior literature. These findings indicate 
that having fewer travel options is a better indication of low CTS than 
RBE. However, perhaps the most interesting finding in this study was 
that, regardless of the RBE, likelihood of belonging to a higher-satisfied 
group did not necessarily increase with car access. Though research on 
captive commuting thus far is limited, assuming that those with higher 
CTS experience actual times closer to their ideal commute time, this 
research suggests that car access may not be an element influencing non- 
captive commuting. In other words, car unavailability likely contributes 
to captive commuting (agreeing with the majority of previous travel 
captivity research), but car access does not necessary bring one out of 
travel captivity. 

Though the groups with higher CTS were not captive travelers, lack 
of travel options nonetheless presented differently among varying RBEs. 
This indicates that though travel options may better indicate CTS, it still 
has a relationship to the RBE. First, the higher-satisfied suburban group 
had a relationship with car unavailability for all reasons and were public 
transport users. This is surprising as suburban residency is normally 
associated with car use. This result argues that travel unavailability/ 
captivity is not necessarily a dichotomization between car users and 
non-car users but instead a more intricate concept relying on access to 

many modes. Second, the higher-satisfied urban group had a relation-
ship to public transport unavailability due to expensive tickets and were 
car users. However, there was a higher likelihood of being in this group 
by public transport unavailability for ‘other’ reasons, which could 
indicate active commuting (e.g. walking) as this is normally more 
common in higher-density areas. This is logical, because within the 
densest RBE many different modal options are accessible. Third, the 
high-satisfied rural group had a relationship with both public transport 
and car unavailability. Though these residents were more likely to use 
private than public transportation, car access could not necessarily be 
assumed, reemphasizing the complicated relationship between travel 
captivity and mode options. 

Surprisingly, finding public transit expensive and stations being too 
far both had a positive effect on belonging to the urban clusters (3 and 
5). Meanwhile, finding access difficult had a positive effect on belonging 
to the rural clusters (1 and 4). As mentioned previously, the distinction 
between far stations and stations that are difficult to access is that the 
former implies actual distance, while the latter implies that the station is 
hard to get to. Urban dwellers perceiving a station as far away may be 
relative to the destination they must access (for example, the station is 
too far so they walk to work instead). Similarly, for this group, the cost of 

Fig. 4. Exponentiated Beta values with 95% confidence intervals for reasons not to use public transit regularly (yes: reference category) for each of the 5 clusters; 
non-significant Beta values are empty bars. 

Fig. 5. Exponentiated Beta values with 95% confidence intervals for reasons not to have access to a car (yes: reference category) for each of the 5 clusters; non- 
significant Beta values are empty bars. 
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the ticket might be expensive compared to a free alternative like walking 
whereas this option is not always available in less-dense areas. Using 
private means of transport was something seen in all clusters, though to 
a lesser extent in the urban cluster (5). 

The additional explanatory variables of neighborhood characteris-
tics, life satisfaction, and domain satisfaction will be discussed here. As 
expected, pollution and crime seem to be typical for urban areas, clusters 
3 and 4, with low coefficients for other non-urban clusters. Satisfaction 
with different life domains generally shared the same direction as CTS, 
though specific domains varied by cluster. The group with high CTS also 
had high overall life satisfaction, though there was not a significant 
relationship to those groups with lower-satisfaction. Whether this is a 
bottom-up (CTS influences life and domain satisfaction) or top-down 
(life and domain satisfaction influences CTS) affect is impossible to 
say, though (in agreement with satisfaction literature) it can be inferred 
that people who are satisfied in more aspects of life, or perhaps happy 
people, will report higher CTS regardless of their RBE. 

It is important to bear in mind the limitations of this study while 
discussing these results. First, the travel satisfaction variable is limited 
specifically to CTS, which does not allow for an analysis of other aspects 
of commuting trips such as length, mode, etc. The only findings this 
study can speak to regards commute time. Second, the NUTS1 
geographic boundaries of the survey generally divide countries into 
sections, which does not allow for a more precise assessment of RBE. For 
example, population-dense spots within a majority-sparsely-populated 
area, or farm areas within areas of high polycentricity, could not be 
specifically identified. Finally, there is no information on active travel or 
leisure trips, limiting the study specifically to commuting, nor a more 
detailed investigation of commuting trips themselves. 

Future research studying the connections between travel options, the 
built environment, and travel satisfaction would ideally incorporate 
other travel modes than were used in this study, public transportation 
and car use. A more robust definition of travel captivity than travel mode 
availability or options is needed in order to investigate its effect, 
particularly on urban density, and this might be accomplished by 
identifying additional situations in which individuals find themselves 
captive. This would ideally include surveyed feelings of captivity, 
instead of relying on car access and public transit use variables, to 
explore the link between travel captivity, travel satisfaction, residential 
urban density, and the built environment. 

Effective policy to improve satisfaction with commute time regard-
less of level of residential urban density would aim to provide in-
dividuals with access to all types of transportation. Two policy 
implications can be identified from these findings. First, because finding 
public transport access difficult had a positive effect on belonging to a 
rural cluster, perhaps integrating mobility-on-demand solutions with 
traditional public transport services could be an opportunity to provide 
easier access to stations. This would mainly include ensuring that public 
transportation stops are proximate and accessible for those in less urban 
areas, as well as ensuring that ticket pricing for public transportation 
systems is affordable as this was an accessibility barrier for those in more 
urban areas. Second, because not having car access could result in very 
low CTS, perhaps further investments into alternatives to private car 
ownership (i.e. car sharing or ride sharing) in urban as well as suburban 
and rural areas could be an opportunity to increase car access and 
alleviate low CTS. Policy to accomplish this would further ensure that 
automobiles are accessible to those with varying RBEs, ideally with an 
affordable car-sharing service as this is more environmentally conscious 
than private vehicle use. Findings suggest that policy implementation to 
improve CTS could, from a bottom-up well-being perspective, in turn 
improve satisfaction with other life domains and satisfaction with life in 
general. 

6. Conclusion 

The aims of this research was to first analyze the link between travel 

satisfaction and the built environment, and second to investigate how 
this link is affected by travel options. Profiles were created instead of 
simply looking at the relationship between RBE and CTS because this 
method provided the opportunity to explore the complex relationships 
between these two variables as individuals within the same RBE could 
have different levels of satisfaction, or those with the same satisfaction 
could live in different areas. Varying travel options (car and public 
transit) among profiles indicates that a more robust study is necessary to 
help define travel captivity. This research aims to address the gap in 
literature regarding where and for whom a lack of public or private 
travel options contributes to travel captivity. 

In sum, transportation mode availability was an indicator of CTS, 
and this was dependent on the RBE. Suburban residents had a higher 
relative satisfaction and were more likely to use public transit and have 
less car access than their rural or urban counterparts. The lower-satisfied 
urban and rural residents were less likely to have car access, but the 
higher-satisfied urban and rural residents were not necessarily more 
likely to have car access. This research supports the idea that travel 
options can predict CTS-RBE profiles, and can therefore be useful to 
measuring and correcting travel captivity. The contribution of this study 
to the travel behavior field, in addition to being the first study to 
examine satisfaction with commute time, are the insights into the link 
between the residential built environment and travel satisfaction as well 
as travel options. The built environment plays an important role when 
determining travel satisfaction because access to modes, distance, speed, 
and traffic congestion are highly variant depending on residential 
circumstance. Measures of travel satisfaction that do not take the resi-
dential built environment into account are incomplete. 
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