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Jonas Recker, Wolfgang Zenk-Möltgen and Reiner Mauer

7 Applications of Research Data
Management at GESIS Data Archive 
for the Social Sciences

Abstract: The chapter “Applications of Research Data Management at GESIS Data Archive for the Social Sciences” explores ways in which an archive -  i.e. an Organization whose work has a strong focus on preservation and dissemina- tion of digital data -  can become involved in research data management (RDM). The Data Archive looks back on a long history of working with researchers to make their data re-usable and accessible since 1960. Today it provides support for Research Data Management across the entire data lifecycle by offering a wide ränge of tools and Services tailored to the needs of different types of stakeholders.The chapter gives an overview of selected tools and Services offered in the areas of metadata and data documentation, data preparation, data publication, and long-term preservation. To illustrate how support for research data management plays out in different settings, three case studies for typical scenarios are presented: 1) The European Values Survey (EVS), a large international longitudinal survey studying basic human values across Europe. 2) The German Longitudinal Election Study (GLES), a national survey program with a compre- hensive approach to gain insights into the German federal elections. 3) A data center in the health sector which decided to make data originally collected to support policy-making available to research.
1 Introduction

Research data management (RDM) can only be successful if its strategies and procedures reflect the research process and the characteristics of the data to be managed. Thus, while there are generic aspects of data management that do not vary greatly across the disciplines (e.g. back-up strategies, versioning rules, data security), there are also discipline-specific elements.In this chapter we will consider RDM strategies for social Science data used’ in empirical social research, a discipline which studies social reality and its phenomena. Typical methods of data collection in social research include surveys, interviews, observations, and experiments. In addition, social Science researchers offen analyze administrative or transactional data that was not
DOI 10.1515/9783110365634-008



120 Jonas Recker, Wolfgang Zenk-Möltgen and Reiner Mauer

generated primarily for research, but originally collected for another purpose (e.g. official statistics, data from public administration, social media data).Commonly we distinguish between two general “styles of research” (King, Keohane and Verba 1996, 3): quantitative and qualitative. Due to the specializa- tion of the GESIS Data Archive for the Social Sciences (DAS) the focus of this chapter will be on quantitative social Science data. Simply put, the latter can be construed as Information captured in alphanumeric codes and analyzahle using Statistical methods, as opposed to textual or audiovisual Information in the case of qualitative data.Among the characteristics of this data relevant to the planning and imple- mentation of RDM measures, the following are of particular importance from our perspective:-  Often the data contains personal Information of participants in the research.Collecting, Processing, and disseminating this information is subject to ethical and legal constraints, particularly data protection legislation.-  The data (here meaning the sheer numbers expressing the measured values) typically does not “speak for itself” . It cannot be understood without “docu- mentation” , i.e. further information about how and why it was collected and prepared.-  The accessibility and re-use potential of the data can be considerably increased through intensive, high-quality preparation (cleaning, Standardization and harmonization of the data; in-depth documentation down to the level of variables; translation into different languages, etc.).
RDM in empirical social research specifically needs to address these aspects to ensure the understandability and usability of the data in and beyond the project. Measures to accomplish this include informed consent, anonymization, strategies for secure data access, study- and variable-level documentation.Designing and implementing suitable data management strategies can be challenging for researchers. Fortunately, a Support infrastructure exists in the social Sciences which provides tools and Services for data management. In this support infrastructure data archives play an important role, a circumstance that contributes to archives taking over new and different tasks compared with their “traditional” role in the research process.Thus, historically archives came into play when the “active life” of an artefact or record ended and it was deemed valuable enough to be preserved. This is true for research data as well. Traditionally, the “research sphere” and the “archival sphere” tended not to overlap, with archives only encountering artefacts after the research ended. However, the digital revolution has conse- quences for research -  among them the so-called “data deluge” (see for example
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Lord et al. 2004; Marcum and Georg 2010), the trend towards open Science, calls for reproducibility and research data management. All these are changing the role that (data) archives play in this context.In this chapter, we will explore this changing role from the perspective of a German social Science data archive. We will do so by focusing on our specific “involvement” with RDM through Services and tools developed for the purpose of supporting different types of stakeholders, ranging from individual researchers to projects and survey programs, to other data-holding organizations. This will be followed by three case studies illustrating the ways in which we support these stakeholders in their RDM activities. In these examples, we will focus on data management measures carried out in the European Values Survey (EVS), the German Longitudinal Election Study (GLES), and for a data center in the health sector.
2 The GESIS Data Archive for the Social Sciences

The GESIS Data Archive for the Social Sciences (DAS) was founded in 1960 as Central Archive for Empirical Social Research (Zentralarchiv für empirische 
Sozialforschung), one of the first social Science data archives. Today it is a department of GESIS -  Leibniz Institute for the Social Sciences, an infrastructure Organization offering research support Services to the social Science community across the entire research data lifecycle (see Figure 7.1).

Data and
information research

Data registration 
and archiving

Survey planning and design
Data analysis Data Collection and 

preparation

Figure 7.1: Research data lifecycle.

Among the Services that GESIS offers to the social Science community are con- sultation and support in study planning, data collection and analysis. The Data
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Archive in particular is tasked with the curation, registration, dissemination and long-term preservation of data. In accordance with GESIS’s Statutes1, the Data Archive collects and disseminates data for social research, with an emphasis on quantitative data that lends itself to the investigation of social change across space and time (see Table 7.1). This includes data sets that were not collected for scientific purposes originally, but are nonetheless of interest for Science (e.g. official statistics or data produced in commercial contexts).While in many ways a “traditional” archive in the sense described above, the GESIS Data Archive is strongly dedicated to partaking in and contributing to the current development towards a more open, reproducible Science. Thus our role is no longer merely that of a “safe deposit box” but we are increasingly engaged in research projects long before they end and the data is archived. This involvement entails providing RDM support and data management planning in the form of consultation and training, the development and provision of tools for collaboration, and the preparation, documentation, persistent identification, and publication of data. Moreover, the Data Archive carries out RDM measures as a Service for research projects.Getting involved in the actual research process in these ways has meant reshaping the archive’s Services (roughly over the course of the past 10 years) and developing new tools and Services so that we can offer the support neces- sary in this changing Situation. These are tailored to the needs of different target audiences, including large national or international survey programs or institu- tional data producers as well as smaller projects using a diversity of methods to generate their data and covering a broad ränge of topics from the social Sciences.In addition to working directly with researchers and research projects as well as funders, GESIS also collaborates with national and international organi- zations contributing to the data infrastructure in the social Sciences, among them the Consortium of European Social Science Data Archives (CESSDA ERIC), the International Federation of Data Organizations for Social Science (IFDO), or the German Data Forum (RatSWD). The main focus of these cooperative activities is to-  facilitate access to data both nationally and internationally;-  promote open Science;-  support and facilitate the development and implementation of policies for data management and sharing (e.g. journal policies, institutional policies, funder policies).
1 https://www.gesis.org/institut/der-verein/satzung/, accessed 09292017

https://www.gesis.org/institut/der-verein/satzung/
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Table 7.1: GESIS Data Archive overview

Holdings

Usage (2016)

•  more than 5,700 published studies
•  -700,000 individual flies amounting to 0.5 TB
•  most common data file formats: SPSS, Stata
•  data types: quantitative survey data, time series data

•  -64,000 datasets downloaded by more than 12,500 distinct users
•  -60% international users from 109 countries worldwide

3 GESIS Services for research data management

Just like research itself, data management is not a one-off activity but a process that spans the entire lifetime of a data set. Typically, this lifetime does not end with the project in which the data was collected, and hence it is commonly con- ceptualized as a “data lifecycle” rather than a finite path (see Figure 7.1). In order not to break this cycle, data has to be curated -  i.e. managed -  continuously, both within and beyond the active project phase, for as long as it is to remain accessible. In this cycle of data collection, use, and re-use for research purposes it is one important task of data archives to take stewardship of this data in between active use phases in research projects (where data is managed by researchers) to keep it accessible, understandable, and hence usable. But, as described above, the Data Archive also offers tools and Services supporting the management of data while the active research is still ongoing. All of these efforts are made with the same fundamental goals in mind: 1) Supporting the trans- parency of research processes and their Outputs and 2) enabling re-use of data for new and innovative research.In the following, we introduce some of our tools and Services for data management and publication, targeting different types of users (ranging from individual researchers to large-scale survey programs), and addressing needs that arise in different phases of the research process.
3.1 Data repository Service for the social and economic 

Sciences: datoriumResearchers in the social Sciences are increasingly faced with funder require- mehts, institutional, and journal policies that require them to manage and share their research data. Accordingly, there is a growing demand for tools that support the easy description and publication of data -  especially in the so-called “long tail” of research. This phrase was coined in 2004 by Chris Anderson to
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describe the rising importance of niche products -  as opposed to economic “hits” -  in the Internet economy (Anderson 2004).In Science, this long tail consists of smaller and medium-sized research projects, often carried out by individual scholars or small groups of researchers producing smaller amounts of data on smaller budgets. It is also data underlying publications, which is often derived from bigger data sets and/or data generated by others.Often, the data generated in the long tail of Science is “dark data” -  data “not carefully indexed and stored so it becomes nearly invisible to scientists and other potential users and therefore is more likely to remain underutilized and eventually lost” (Heidorn 2008, 280). Among its characteristics Heidorn lists heterogeneity, uniqueness of procedures, lack of accessibility and visibility, infrequent re-use, and low retention (see Heidorn 2008, 288).However, there is a general consensus that this data is valuable and that adequately managing and sharing it is beneficial to the overall openness, trans- parency, and replicability of research. There is a long tradition of sharing data in the social Sciences, with the first data archives established in the 1960s. But like other disciplines it lacks infrastructure for long-tail data preservation and sharing. Thus, while institutional repositories exist that also accept datasets, and discipline-independent Solutions have been implemented in recent years by both commercial and non-commercial providers (e.g. Zenodo, figshare2), these Solutions tend not to be particularly well-suited to ingest and effectively dis- seminate social Science research data. Issues exist not only with discoverability, but also with data protection (see Archive and Data Management Training Center 2013).In light of this Situation, the GESIS Data Archive developed datorium (https://datorium.gesis.org/), an online tool for the description and sharing of social Science research data specifically geared towards the needs of individual researchers and smaller projects in the “long tail” of Science, datorium helps to close the gap between data lost on personal hard drives and large datasets from bigger projects that are extensively curated and widely shared (see below). To accomplish this, datorium was built to be rather generic with regard to the diversity of social Science data and to be scalable with respect to the volume of data or usage.Besides guidance concerning data management and tools to manage, pre- pare and document their data, data producers primarily seek opportunities to publish their data, i.e. to make it available, citable and referenceable -  be it to
2 Zenodo: www.zenodo.org; figshare: www.figshare.com, accessed 09292017

https://datorium.gesis.org/
http://www.zenodo.org
http://www.figshare.com
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give their research a higher visibility or to meet requirements of funding agencies and journals, or simply because they believe in the ideas and principles of data sharing and open Science. Datorium supports these objectives by offering-  standardized but flexible documentation of data with metadata;-  increased visibility and persistent, unambiguous identification of data;-  a secure publication process supported by data curators;-  usage statistics;-  flexible licensing options for controlled access.
The datorium metadata Schema has only live mandatory fields to keep the effort involved in Publishing data as low as possible for interested researchers, but comprises of over 20 fields all in all. Thus it öfters Orientation and guidance to those who seek to document their data more comprehensively and in a standardized form.For persistent identification, each uploaded data set is registered with da|ra, the German DOI® registration agency for data in the social and economic Sciences (www.da-ra.de/en/home/), and receives a digital object identifier which can, for example, be resolved through https://doi.org. This also contributes to increasing the visibility of the data shared through datorium as it can be found through the da|ra and the DataCite search (www.datacite.org).As mentioned above, legal and ethical considerations play an important role in the publication of social Science research data. To make sure that data published through datorium does not infringe data protection regulations and is sufficiently anonymized for sharing, all submitted data is reviewed for potential Problems by a data curator. In our experience, anonymization is often an issue that needs to be addressed before publication and frequently causes data to be returned to depositors for revision.Often researchers have misgivings about sharing data due to fearing a loss of control over the data and resulting consequences for future publications or their careers (see for example van Panhuis et al. 2014; Van den Eynden and Bishop 2014). In response to this issue, datorium allows depositors to flexibly determine under which license they would like to share the data and under which conditions it can be accessed by others. The following access options are offered, paired with a recommendation to make data as openly accessible as possible:-  Free Access (without Registration): Unrestricted download of research data 'Tor all users.-  Free Access (with Registration): Unrestricted download of research data for all registered users.

http://www.da-ra.de/en/home/
https://doi.org
http://www.datacite.org
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-  Restricted Access: Access to data only after authorization by the data depositor.-  Embargo: Publication of submitted data will be delayed for a maximum of twelve months.
To facilitate the sharing of data underlying publications, two sociology journals are currently cooperating with GESIS to offer a Service for the publication of replication datasets via datorium3. An expansion of the datorium Service is being developed within the project SowiDataNet4 (Linne and Zenk-Möltgen 2017). This Service contains additional functions for institutions using the reposi- tory for their organizational research data management and the publication of research data.
3.2 Ensuring long-term access to research data: 

digital preservationThe datorium Service is designed as a flexible, fairly generic tool which does not require researchers to invest significant amounts of time and resources if they want to share their data. Offering a low-threshold means for Publishing data is important if we want to foster the change towards more openness in “ data culture” . Yet it should also be clear to us that there is a tradeoff between lowering the threshold -  e.g. by making only minimal demands on documentation and metadata, and by not limiting accepted file formats -  and the long-term availability and usability of the data. As a consequence, the Data Archive currently guarantees that the bitstream of the data deposited to datorium will remain available for at least ten years. This reflects the fact that neither do the resources exist to preserve everything forever, nor that it is desirable to do so (see for example Whyte and Wilson 2010). However, while this enables researchers to comply with funder and journal requirements for transparency and reproducibility, it does not in itself constitute “long-term preservation” .Thus, as stated in the Data Archive’s preservation policy, preserving data for long-term access and reuse “ involves more than physical preservation of the bitstream by means of back-ups. In contrast to traditional (i.e. analog) preservation, digital preservation must address the effects of rapid technological change [ .. .] . Another important issue in digital preservation is ensuring data can be understood now and in the future” (GESIS -  Data Archive for the Social Sciences
3 www.gesis.org/replikationsserver/home/ (in German), accessed 09292017
4 https://sowidatanet.de/ (in German), accessed 09292017

http://www.gesis.org/replikationsserver/home/
https://sowidatanet.de/
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2015, 4). To address these challenges, the DAS has established standardized and transparent procedures and workflows subject to regulär internal and external review5. This includes a set of criteria to determine which data should be curated more extensively, procedures for intensive data checks and basic data prepara- tion, the documentation of data with structured and unstructured metadata by Professional data curators (see 3.3), and long-term preservation measures. In the following we describe these measures in more detail.After Submission, data and documentation received undergo extensive (intellectual) checks relating to both technical, structural, and content aspects. This entails control of formats, readability and checks for malware as well as an assessment of the completeness and consistency of the data and documentation. An important aspect of this procedure concerns legal and ethical aspects, potential data protection issues and Intellectual Property Rights in particular (see Jensen 2012). In this phase we work closely with the data producer to clarify any open questions, to correct potential errors, or to address potential issues with the anonymization of the dataset.To minimize the risks associated with software/file format obsolescence, all submitted data sets are “normalized” , that is, they are converted to a Standard archival format. This enables us to react efficiently to the threat of obsolete file formats by devising a migration plan and transferring digital objects to a new file format in accordance with this plan as necessary.The authenticity and integrity of data are further protected by means of strict access Controls paired with a comprehensive back-up strategy. Moreover, to detect any changes made to data or documentation files, each digital object is associated with a hash sum -  a unique string of characters generated with the help of an algorithm based on the individual combination of bit values (i.e. the ones and zeros) that constitute a given digital object. With the help of a checking program which compares the stored hash sum against the current one, even minimal changes can be detected: thus a single altered bit in a digital object will result in a different hash sum. While this procedure does not prevent (authorized or unauthorized/accidental) changes from occurring, it allows us to detect them quickly and decide whether any action needs to be taken (e.g. recover a file from back-up).
5 Seefcjittps://assessment.datasealofapproval.org/assessment_116/seal/html/, accessed 09292017 
for the evaluation report for the Data Seal of Approval 2014-2017. The GESIS Data Archive is also 
currently preparing for the nestor Seal certiflcation http://www.langzeitarchivierung.de/Subsites/ 
nestor/EN/Siegel/siegel_node.htm, accessed 09292017

Seefcjittps://assessment.datasealofapproval.org/assessment_116/seal/html/
http://www.langzeitarchivierung.de/Subsites/
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However, these more technology-centered measures have to be complemented by measures aimed at preserving the “meaning” of the data, which will be dis- cussed in the following section.
3.3 Metadata documentation, data curation, and added-value 

ServicesAs briefly discussed above, a challenge that we face in curating and preserving social Science research data for re-use is to ensure the data can be understood. Without this interpretability, it becomes impossible to grasp what the data actually represents and to evaluate the research findings based on them. Without sufficient information about the research process, interpreting the (potential) meaning of data and drawing conclusions from it is near impossible. As stated elsewhere,
[t]his includes knowledge about how, when, and why the data was created, and how it 
was processed and analyzed. For example, to test hypotheses in the quantitative social 
Sciences, researchers must, among others, have information on the composition of the 
target population, the selection of respondents, the fieid work and the instrument used, 
and data cleaning procedures and coding schemes. Preserving the data for re-use requires 
preserving this contextual information along with the actual “ data” , for example, the 
numeric representation of the measurements. (Recker and Müller 2015, 231)It is an important aspect of Research Data Management to collect all the information necessary for understanding the data and the results throughout the research process, and to capture this information ideally in a standardized form. As Sundgren explains,
[i]n Order to increase chances that receivers of data interpret the data in the way that was 
intended by the sender of the data, we may extend the data messages with metadata, data 
that describe and explain the meaning of the communicated data. Since the metadata are 
themselves data, they also need to be interpreted by the receivers, and these interpreta- 
tions are of course also subject to errors and uncertainties. However, the metadata intro- 
duce some redundancy into the communicated messages, and hence hopefully decrease 
the Variation and errors in the interpretations. (Sundgren 2011, 2)This metadata can take different forms. Specifically, it can be either “structured” or “semi-/unstructured” . The latter is often referred to as “documentation” in the social Sciences. Structured metadata tends to be standardized, machine- readable, and often makes use of keywords and controlled vocabularies. Documentation -  contextual material generated in the course of the research project -  tends to consist of running text, which is human readable but less standardized.
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Typically, data in the social Sciences is described with both structured and unstructured metadata.Much of the contextual information required to understand data has to be captured during the research process. At this point it is of secondary importance whether the data is described with structured or unstructured metadata. What matters is that the information is there and can be used later to create structured metadata from it, which fulfills three main purposes:-  Sharing and re-use: standardized, structured metadata can easily be ex- changed between different tools and re-used in more than one project.-  Access: discovery and initial assessment of a data set in terms of its re-use value for a certain research interest (study-level metadata).-  Enhancement: by adding in-depth, searchable description down to the level of individual variables the re-use of the data can be enriched.
In the social Sciences, the most sophisticated Standard for structured metadata is DD1 (Data Documentation Initiative). It began to emerge in the 1990s, three decades after the establishment of social Science data archives such as the Roper Center and ICPSR (USA), the Central Archive for Empirical Social Research (Germany), the Norwegian Social Science Data Service, or the UK Data Archive.6 Its development since then reflects a) the need to create transparency about the process of data collection and preparation, b) the desire to support the discovery and citation of existing data sets for secondary use, and c) the effort to enable machine-actionable documentation of data throughout the research data lifecycle.Currently, two versions of DDI are commonly used: DDI Codebook (most recent version: 2.5) and the considerably more extensive DDI Lifecycle (most recent version: 3.2). The two versions follow a different logic. Thus DDI Codebook focuses on the description of the completed data set, whereas DDI Lifecycle makes the structured collection of information throughout (and about) all phases of the research data lifecycle possible.The DAS Services concerning documentation of data are twofold and occur in different phases of the research process:1) We (retrospectively) describe data that is submitted to the archive for dis- semination after completion of the project: this includes structured and semi-/unstructured information such as the descriptive metadata listed in Table 2, and in-depth information about the instrument, data collection and preparation in the form of a codebook or methods report.7
6 www.ddialliance.org/what/history.html, accessed 09292017. See also Rasmussen 2013.
7 See, for example, the catalog entry and documentation for the German Family Panel (pairfam), 
at http://dx.doi.Org/10.4232/pairfam.5678.7.0.0.

http://www.ddialliance.org/what/history.html
http://dx.doi.Org/10.4232/pairfam.5678.7.0.0
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For this purpose, the most important metadata Standards applied at GESIS are DDI and DataCite. The latter is a generic Standard that can be employed to describe data across all disciplines (https://schema.datacite.org/) and which makes it possible to provide a basic description of our research data supporting the identification and citation of these resources by means of a Digital Object Identifier (DOI). On the basis of these Standards, additional metadata Schemas were developed for the GESIS Data Catalogue DBK (see 3.4 below), datorium, or da|ra and implemented into the Systems we use for the management and cura- tion of data.To provide researchers in the social Sciences with structured Information that enables them to assess the re-use potential of a given data set in their own research, the generic DataCite Standard was expanded for the da|ra System to allow a much more sophisticated documentation of data from the social Sciences (Helbig et al. 2014).
Table 7.2: Descriptive metadata for study-level description

Information type Example

Bibliographie Information

Information on study content 

Information on methodology

Information on data and 
available documents 

Information on errata and versions 

Further Information8

Study number, study title, current Version, date of 
collection, principal investigators, authoring Institution, 
persistent identifier (DOI), topic Classification, etc. 

Abstract, topics, demographic information, etc. 

Geographie coverage, selection method, mode of data 
collection, data collector, etc.

Number of units and variables in the dataset, analysis 
system(s) used, access modalities, available files, etc. 

Errata in current Version, versions list, etc.

Comparable or related studies, related publications and 
study groups, etc.

2) For selected, large-scale surveys we offer value-added documentation. Thus, when it comes to the use of data which other researchers have collected, lots of detailed methodological and content related questions arise. Deep and comprehensive added-value documentation, covering the study design, the data collection, the data cleaning, and the resulting dataset can help answer those questions. At GESIS we provide a detailed Variable Report
8 Further structural and administrative metadata is added for internal use. Among others, this 
provides relevant technical and provenance information (see Zenk-Möltgen and Habbel 2012 for 
detailed information on the metadata Schema [in German]).

https://schema.datacite.org/
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for value-added studies, containing extensive information on the study, methodology, questionnaire, and dataset.9 In addition, original documents like project reports, methodological reports, codebooks, and original language questionnaires are made available to secondary users.
3.4 Tools for research data management and collaborationResearch Data Management during the active phase of the research comprises of many different tasks to be completed by researchers. The available tools for this play an important role for the effectiveness and adequateness of the work under- taken. At GESIS we provide tools for different tasks which complement tools from other providers. In practice, there will offen be a mix of Standard Software tools and special purpose tools, as well as a mix of free, open source Software and commercial products. It can be a challenge for researchers to identify suit- able tools and to evaluate if they are appropriate to fulfill the tasks in the project to be conducted in a way that matches their needs. To help with this issue, in the following we briefly describe some of the tools provided by GESIS to Support Research Data Management activities in the areas of documentation, data preparation, and collaboration.
3.4.1 Documentation

Tools for the documentation of research projects in the social Sciences provided by GESIS are-  the Data Catalogue DBK for study-level information,-  the Dataset Documentation Manager (DSDM) for dataset information, and-  the CodebookExplorer for more complex information about dataset collections.
The Data Catalogue DBK fulfills several functions pertaining to access to and documentation of research data. It is the main entry point for researchers look- ing for data to re-use at the GESIS Data Archive.10 It holds detailed descriptions of all archived studies and provides functions to carry out simple or advanced searches, access data and additional documents, and find information about the content, methodology, data and documents, versions, publications etc. Data
9 See, for example, GESIS-Variable Reports Nr. 2013/9: ALLBUS/GGSS: German General Social 
Survey -  Cumulation 1980-2012, Study No. 4580, Version: 1.0.0, doi:10.4232/1.11952.
10 https://dbk.gesis.org/dbksearch/, accessed 09292017

https://dbk.gesis.org/dbksearch/
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citation is facilitated by means of the provided DOI names and the bibliographic metadata. The datasets for each study are usually available via direct download or ordering for registered users. In some cases special usage agreements have to be accepted to access the data.The metadata Schema of the DBK is compliant to the DDI Codebook Standard (Zenk-Möltgen and Habbel 2012) and can be accessed in a variety of formats in- cluding Dublin Core, DDI Codebook and DDI Lifecycle via an OAI-PMH interface (a Standard protocol for harvesting metadata: https://www.openarchives.org/ pmh/).11 GESIS licenses the DBK metadata under a Creative Commons CCO 1.0 Universal Public Domain Dedication12 but encourages users to give attribution to the metadata sources wherever possible.A specific version of the DBK Software is available as DBKfree13 for redistri- bution and modification under the terms of the GNU General Public License. This allows other institutions to re-use the Software for building their own catalogs.One component of the DBK Software is DBKEdit, a web-based multi-user interface for editing and Publishing study-level metadata (Zenk-Möltgen 2013). To allow researchers to create simple study-level metadata themselves, GESIS provides DBKForm -  a HTML/JavaScript application that can run locally in any browser and saves the metadata in DDI Codebook formal. The GESIS Data Archive uses DBKForm14 to obtain study-level metadata for the ingest process of studies directly from researchers in the correct format.The desktop application Dataset Documentation Manager DSDM has been available for some years (Zenk-Möltgen 2006) and facilitates the documentation of simple and complex datasets on variable level according to the international metadata Standard DDI (Mühlbauer, Kratz, and Solanes Ros 2014).15 With DSDM, metadata from SPSS or DDI can be imported and enhanced with variable and survey question documentation. The results can be exported into different dissemination formats for publication and long-term preservation. DSDM is com- patible with the DDI Codebook Standard and provides functions to export the metadata in DDI Codebook XML format. To facilitate the production of Enhanced Publications, some of the metadata can be exported into DDI Lifecycle format (Granda et al. 2009). Several studies may be documented within one local data- base supporting the re-use of documented questions across all studies. Original
11 https://dbk.gesis.org/dbkoai/?verb=Identify, accessed 09292017
12 https://creatlvecommons.Org/publicdomain/zero/l.0/, accessed 09292017
13 https://dbk.gesis.Org/DBKfree2.0/, accessed 09292017
14 DBKForm can be downloaded at https://dbk.gesis.org/dbkform/
15 The DSDM Software is provided as freeware at https://dbk.gesis.org/software/dsdm.asp?db=E, 
accessed 09292017
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language documentation is supported by an approach of allowing two languages to be used for documentation (usually English and an original language) with a broad support of character sets. A direct interface to export the compiled documentation into CodebookExplorer databases is provided.The Software CodebookExplorer was developed to provide comprehensive information about collections of complex datasets.16 It supports the collection of study- and dataset-level metadata as well as the creation of hierarchical cate- gory Systems for topics, trends, question scales and other information. Within a given database users may search for keywords in study or variable descriptions, compare question and answer texts between studies or languages, and conduct analyses like frequencies, crosstabs, descriptive statistics, or even comparative analyses. Users may also create their own category System of variables and create reports from within the program.Examples of CodebookExplorer databases are the Continuity Guide of the German Election Studies (Zenk-Möltgen and Mochmann 2000), the European Values Study 1999/2000 (Luijkx, Brislinger, and Zenk-Möltgen 2003), or the collection Childhood, Adolescence and Becoming an Adult (Reitzle and Brislinger 2005).
3.4.2 Data preparation

In contrast to the tools for documentation of existing datasets, data preparation tools support the manipulation of the raw data in the data flies. Tools for data preparation used in the social Sciences and specifically at GESIS are mostly commercial Software packages like SPSS17 and Stata18, but also the open-source Software R19. In addition, there are recommendations for syntax code documentation to be used in conjunction with these tools, e.g. from the project VFU (see below) or from the datorium Service (https://datorium.gesis.org/). Also, a collection of small scale programs is used, e.g. to create and validate file hash sums like MD5.The question of how to document syntax flies was specifically considered within the “VFU soeb 3” project (Jensen 2014; Jensen and Schweers 2016). This project focused on developing and implementing a virtual research environment
16 The CodebookExplorer is available as freeware and can be downloaded at https://dbk.gesis. 
org/software/cbe.asp?db=E, accessed 09292017
17 https://www.ibm.com/analytics/us/en/technology/spss/, accessed 09292017
18 www.stata.com/, accessed 09292017
19 www.r-project.org/, accessed 09292017
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(VRE) for the joint research project soeb3 (“Berichterstattung zur sozioökonomi- schen Entwicklung Deutschlands”), reporting on Socio-Economic development in Germany and funded by the German Federal Ministry of Education and Research (BMBF). A very general metadata Schema was developed within this project to connect the three areas of study description, data usage, and syntax files. The output is a very detailed and structured metadata Schema for syntax files, documenting file properties such as name, authors, Software used, description, terms of use, as well as the newly created variable names and labels, and analysis methods used.For datorium (see 3.1) there are specific recommendations on how to docu- ment all deposited files to accomplish certain levels of reproducibility (Ebel 2016). ln  addition to the general metadata Schema for datorium (Zenk-Möltgen and Linne 2013), which covers the standardized descriptions to be provided when researchers upload data into the repository, published guidelines on whenand how to document the data preparation help to ensure that other researchers can use the data to replicate the original results or make secondary use of the data.These recommendations (Ebel 2016) cover many detaiis relevant to the practical work with datasets, including the Organization öf the work in ä way that helps other users understand what has been done with the data. The main idea behind the suggested practice is that the original dataset from the data collection phase remains unchanged, and all Steps of the data preparation and cleaning are carried out with the help of the syntax files. This results in an analysis data file on which all steps of the analysis can be performed by con- secutive syntax files. A master syntax file can Start the whole process and enables other users to re-conduct all steps until the resulting analysis tables are calculated. In addition, the syntax code should be documented With Information about what is done and why, rather than about how it is done. There is a general recommendation to use one of the many code style guides available, e.g. the Google R Style Guide20.
3.4.3 CollaborationAt the GESIS DAS, tools for collaboration are mostly used within data collection projects to facilitate common work across organizational borders. EXamptes are the project portal for the European Values Study (see 4.1) and the development of a project portal within the EU-funded project SERISS.The first project portal for the EVS was built to enable direct commitnicailon and file exchange between the project Partners in all countries conducting the
20 https://google.github.io/styleguide/Rguide.xml, accessed 09292017
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survey in 2008, the Methodology group, and the GESIS Data Archive. It was built using the general purpose portal Software DotNetNuke (DNN)21.Each partner was given an individual account associated with specific rights. The portal administrator created all pages and defined the user roles, e.g. for upload or downloads of survey data by specific countries. In this way, the administrators could give information about the data Processing to all Partners at the same time. Thus the stages of the data preparation by all countries and the resulting data files became a transparent process. This helped all project members to better understand the overall progress of the project
(Brislinger and Zenk-Möltgen 2011; Brislinger and Zenk-Möltgen 2012; Brislinger 
et al. 2011). In addition, notification emails were sent out by the System to inform important actors about certain deliverables o f the data preparation pro

cess. While the advantage o f such a system is that it can provide data security 
and transparent and comprehensive information about all stages o f the work,the disadvantage lies in a substantive amount of work that needs to be invested for preparation and maintenance of such a site.Based on the experiences and lessons learned with the EVS portal, a new collaboration portal is currently being developed within the SERISS22 project, funded under the EU Horizon 2020 program to support several survey programs: “Survey Project Management Portal SMAP” (Task 4.4 in work package 4). SMAP will have components for managing workflows, documents, communication, and roles, and for monitoring and quality assurance. It will use sustainable Software to build a more generic tool for large scale and distributed survey research projects like the EVS. After being tested successfully for the next EVS wave in 2017, the tool will be made configurable with project portal templates for other survey programs and will be released as an open-source solution.
4 Examples of Research Data Management 

at GESIS

4.1 An international survey program: the European 
Values StudyThe European Values Study (EVS)23 is a large-scale, cross-national, and longitudinal smyey research program on basic human values across Europe. Its main

21 http://www.dnnsoftware.com/, accessed 09292017. Note that a similar portal was built using 
DNN to support the project planning for the EVS wave in 2017.
22 Synergies for Europe’s Research Infrastructures in the Social Sciences, http://seriss.eu/, 
accessed 09292017
21 w w w .P iirn n p n n v a liia c c fiirh ro ii / oo-'occod nri-imn-i-?
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focus is to gather insights into beliefs, values and opinions of citizens, paying special attention to topics such as life, family, work, religion, politics and society. It started in 1981 with 16 participating countries, and continued with waves in 1990, 1999, and 2008 when altogether 47 countries/regions took part. Currently, the 2017 wave is being prepared. The EVS is managed by the Council of Program Directors of the participating countries. The preparation of the questionnaire is carried out by a dedicated Theory Group and quality issues are addressed by the Methodology Group.The GESIS Data Archive is the ofhcial archive of the European Values Study and provides access to data and documentation files. Moreover, the Data Archive has a close Cooperation with the EVS at Tilburg University, the teams in the EVS member countries, and the scientific community for secondary research to ensure a high-quality data management for best results. Since the EVS project plans data collection activities every nine years, experiences and results of previous waves can be incorporated into newer waves very well (see Figure 7.2). However, at the same time it is a challenge to keep future EVS waves in mind when they are nearly a decade away. For the 2017 wave, a close collaboration between Tilburg University, EVS member countries, survey organizations, and the GESIS Data Archive has allowed incorporation of considerations on which kind of data and information should be produced, which review procedures are necessary to improve their quality, and which types of outcomes may facilitate user-friendly access (Brislinger et al. 2011).
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The preparation of an international, multilingual survey like this needs a sophis- ticated workflow to ensure the quality of the data. EVS partners designed guide- lines documenting data and metadata management principles to be applied
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during all phases of the survey lifecycle (see Figure 7.3). Special attention was given to documentation of methodology and survey questions. Metadata was captured to describe the master questionnaire in English, covering so-called “trend questions” repeated from previous waves, changes from previous waves, and newly created questions. In addition, translations for the field question- naires in different languages were documented both for repeated and new questions. Reviews of the questionnaires and back-translations were also noted as modifications between waves and between countries sharing the same lan- guage. Metadata for subsequent workflow Steps was captured, e.g. for fieldwork monitoring, interviewer training, data verification, data Processing, and cleaning.One of the challenges faced in the project was managing the metadata in a way that enables re-use in later project phases. Questions that arise are whether the Software will still work in the future, if the knowledge about pro- cesses will be available, or if the documentation will be understandable and comprehensive.Some of those challenges can be met by using well-defined and documented Standards for metadata, since this preserves the knowledge and creates inde- pendence from specific Software tools. Thus, using the DDI Standard enabled the project to Start a new wave re-using the question documentation from previous waves. Brislinger and Zenk-Möltgen (2009; 2011; 2012) show how this was done between the waves from 1999 and 2008 as well as the plan for the wave in 2017.
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The resulting collection comprises of national datasets for one wave as well as an integrated dataset for each wave and an integrated longitudinal dataset for all four waves. The project created a detailed plan for releasing data and docu- mentation on different portals, and also for long-term preservation within the GESIS Data Archive. Data and metadata can be accessed for secondary use via the GESIS Data Catalogue DBK24. An extended search and browse function also including the original language documentation is provided by the Variable OverView25 as well as by the Study OverView26 for the EVS. The English docu- mentation for EVS datasets can also be accessed through ZACAT, the GESIS portal for high quality metadata, where the data can also be analyzed online.27 A general documentation on available data and metadata is provided on the GESIS website28, in addition to the comprehensive information on the EVS project website.
4.2 A national level project: the German Longitudinal 

Elections StudyThe German Longitudinal Election Study (GLES)29 is a project funded by the German Research Foundation (DFG), started for the 2009 federal election and next two elections in Germany. GLES is the largest and most ambitious election study held in Germany to date, following previous election studies which had to apply for funding individually every year. The GLES is directed by six principal investigators from different universities together with the German Society for Electoral Studies (DGfW)30. The long time span covered by GLES makes it possible to research attitudes and behavior of respondents over an extended period of time. This is an important improvement compared to the previous Situation in which for each national election a separate funding proposal had to be submitted (Schmitt-Beck et al. 2010). Since the GLES has a comprehensive approach and encompasses cross-sectional surveys, short and long-term panels, a candidate survey, TV debate analysis, and media content analyses, research into the electoral process in Germany can be done in a broader way than ever.31
24 https://dbk.gesis.org/dbksearch/GDesc2.asp?no=0009, accessed 09292017
25 https://dbk.gesis.org/EVS/Variables/, accessed 09292017
26 https://infol.gesis.org/EVS/Studies/, accessed 09292017
27 https://zacat.gesis.org/webview/
28 https://www.gesis.org/en/services/data-analysis/internationaTsurvey-programs/european- 
values-study, accessed 09292017
29 www.gesis.org/en/elections-home/gles/, accessed 09292017
30 www.dgfw.info/en/, accessed 09292017
31 http://gles.eu/wordpress/english/design/, accessed 09292017
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The role of the GESIS Data Archive for GLES is to prepare the datasets, provide long-term preservation, and make data and documentation quickly available to the user community. The self-conception of the GLES as a “public data project” (Weßels et al. 2014, 319) leads to the requirement that the release time for data should be short to give all researchers equally fast access to the data. Also, the data collection methods and procedures should be transparent and well-documented in detail, e.g. response rates, field events or non-response issues (Blumenberg, Roßmann, and Gümmer 2013). Given the many survey components of the GLES, this makes providing high-quality and comprehensive documentation a special challenge.Data and documentation of the different GLES components are provided within nearly one hundred datasets up to now, and they can be accessed through the GESIS Data Catalogue DBK.32 Because of the short timeframe for releasing the data to the public, the project established an internal workflow to provide well-curated SPSS and Stata datasets and to create the documentation as pdf documents, e.g. study descriptions, questionnaires, codebooks, and additional material. These documents are also provided for download via the DBK.In contrast to the EVS, the metadata for the GLES studies is currently not provided within other portals. However, there are projects underway at GESIS to establish a question database for the GLES studies33 and to create a question editor for future components (Blumenberg, Klas, and Zenk-Möltgen 2015). Both portals are built on standardized DDI Lifecycle documentation from GLES, derived from project-specific databases and documents available so far. The project can build upon previous work undertaken to align the workflow of the GESIS Data Archive with the DDI Lifecycle Standard (Mühlbauer 2014; Mühlbauer, Linne, and Zenk-Möltgen 2010). The idea is to create general purpose Software components and release them with an open-source license so that they can also be applied in other survey programs.
4.3 Tailored Services for data centersOver the past decade, growing awareness of the value and importance of research data has led a growing number of data-producing academic institutions, government agencies and public authorities, as well as long-term projects to explore how to increase the accessibility and visibility of their data. However, delivering data and Services to end users does not belong to the day-to-day tasks
32 https://dbk.gesis.org/dbksearch/GDESC2.asp?no=0011, accessed 09292017
33 https://gles.gesis.org/7aUen, accessed 09292017
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of public authorities or public research institutions. Thus they usually do not have the appropriate infrastructure or expertise at hand to offer the required Services. What is more, data is organized and prepared in a way that serves the respective organizational purposes and core objectives, e.g. to provide an empir- ical basis for policy-making. The needs of academic researchers doing secondary analyses are not in the focus of their work.Projects, on the other hand, are by nature temporary enterprises. They typi- cally concentrate on building infrastructure components to collect and manage data and to exchange it between project partners. Distributing data and deliver- ing support for secondary users is often beyond their capabilities. Accordingly, the development described above resulted in increasing requests from institu- tional users and long-term projects for the GESIS Data Archive (DAS) to support them with different data management and archiving Services. Various institutional settings and requirements lead to different forms of cooperation.One example for such cooperation is work carried out with a government- funded Organization in the health sector which for many years has produced -  and continues to produce -  significant amounts of data highly relevant to social research. To fully exploit the value of data, collaborative work with DAS was carried out to explore possibilities for Publishing the data for re-use by external researchers.The data in question was primarily collected and prepared for internal use in the Organization to fulfill its mandate -  e.g. to write reports for the govern- ment or the general public, or to carry out public campaigns. In the past this data was accordingly not systematically prepared and documented for use in research by third parties. Among the issues that had to be addressed to make the data sharable are the following:-  data contains undocumented variables;-  data has not been completely anonymized;-  data collected over long periods of time is very heterogeneous, making it difflcult to create an integrated dataset (e.g. for comparisons over time).
These are partly a result of the fact that internal data management lacked stand- ardized processes and workflows, as well as Standards for data preparation and documentation. This is not surprising, as those responsible for the data are ex- perts in their respective fields but not Professional data managers, and because the focus of data preparation was on the needs of the Organization rather than on enabling external researchers to answer entirely new research questions with the help of the data.
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In the pilot project with the Organization in question, the GESIS DAS used six person months to provide support and Services in two main areas:-  data preparation and documentation for archiving and re-use;-  development of Standards and tools.
Düring the project, ten datasets were handed over to DAS for preparation, anonymization and documentation. For each dataset, a Public and a Scientific Use File was created and the data was ingested into the archive for long-term preservation and dissemination.To support the Organization in managing and preparing data that will be collected in the future, DAS first established the Status quo of workflows as well as of the existing collection of data. We then responded with the development of Standards and guidelines for data preparation and documentation, and provided tools in the form of syntaxes for data preparation and checking.One of the concerns of the Organization was that offering data for re-use would at the same time create a demand for a user support Service. As data dissemination is not one of the core tasks of this Organization, and accordingly there are no dedicated resources for this task, DAS disseminates the data and offers basic user support through its own help desk. Only if users have substantive questions relating to the content or meaning of the data they are referred to the data producer.Experiences with this distribution of work are very positive so that this model will be used for the dissemination of future data collected and prepared by this Organization in accordance with the guidelines and Standards provided by DAS. This not only benefits the research community, but also the data pro- ducing Organization in that the standardized and improved data preparation and documentation procedures help to increase the usability of the data for the organization’s core tasks.Currently, a follow-up project is being planned, which will include the preparation of additional existing datasets and the creation of guidelines and recommendations for contracts with commercial Service providers. These pro- viders often manage and carry out the data collection for big or complex surveys in the social Sciences and complete data preparation and documentation tasks according to the specifications made by the respective dient. In this manner, the cost of preparing data for sharing and archiving can be reduced further in the long term.uiis is only one example of how DAS cooperates with other data producers and data holding organizations. As Services can be offered in a tailored and flexible fashion, other modes of cooperation are possible as well. These differ in the extent to which DAS is involved in different lifecycle Steps, such as data
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preparation, dissemination, and preservation. For example, DAS cooperates with projects and data centers for whom it offers only digital preservation Services, while preparation and dissemination of the data is done by the data producer; alternatively it offers preservation and dissemination Services, including on-site use of sensitive data in the Data Archive’s Secure Data Center and the Organization of “Meet the data” workshops for researchers interested in re-using the data. In this way, together with the cooperating partners we can ensure that data is adequately managed throughout the lifecycle while at the same time not duplicating infrastructure or “re-inventing the wheel” .
5 Conclusion

The social Science community, and the scientific community at large, is in the midst of profound change towards increased openness and data sharing. As part of this process, we are witnessing a growing awareness of the importance of good data management as a means to transparent and replicable research. Although research data management and data management plans have not become a fully integral, routine element of the research process in the social Sciences yet, we have made considerable progress towards this goal over the past years. In Germany, we are seeing a highly increased demand for training in RDM, also driven by the fact that funders, universities, and other research organizations have begun to address the question of data sharing and responsible data management in policies and funding requirements.For organizations such as the GESIS Data Archive this is a great opportunity to actively shape this process and support the community in moving towards more openness and sustainability. The development of Services and tools to help researchers face data management challenges is at the core of what GESIS and similar infrastructure organizations were established to do.To meet this demand, the GESIS Data Archive has developed the tools and Services to support long-term preservation and responsible re-use of data dis- cussed above. As the demand for support and Services increases, one challenge we are currently facing is the considerable heterogeneity that we see in the needs of research projects and their data. It is due to this heterogeneity that there are no “one size fits all” Solutions for the tasks and challenges discussed in this chapter. Thus there will always be a need for individual approaches and Solutions. While some Standardization will certainly occur as the community agrees on a Standard set of tools, policies, and requirements, we have not yet reached this stage in Germany. This means that we -  and the community as a whole -  will have to find a balance between generic, standardized procedures and custom-made, tailored Solutions. As part of this process, the Data Archive
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is currently in the process of restructuring its offers into a modularized portfolio. This makes it possible to offer both standardized bundles and highly individual combinations of Services, depending on the needs of the respective data producer.
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