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Preface

Platforms have power. But this power is not unchecked. Governments have an important role to play in protecting their citizens’ rights vis-à-vis third parties and ensuring a communication order in which rights are not violated. (And in addition, of course, they need to respect human rights themselves and not arbitrarily shut down sites or use their power to make the Internet less free and open). As leader of working group 2 it is my distinct privilege to present this collection which unites studies by researchers within the Global Digital Human Rights Networks on issues connected to the overarching question of how platforms deal with human rights and their human rights obligations. This study is a key deliverable of our working group in the second year of the Global Digital Human Rights Network’s activities. We will follow-up with Guidelines for platforms and an Assessment Model for states and other stakeholders in 2024. We developed this study under Corona conditions but were able to meet in the Tyrolean Alps in Obergurgl, Austria, in July 2022 to finalize this study.

Matthias C. Kettemann
LEIBNIZ INSTITUTE FOR MEDIA RESEARCH | HANS-BREDOW-INSTITUT, HAMBURG, GERMANY
HUMBOLDT INSTITUTE FOR INTERNET AND SOCIETY, BERLIN, GERMANY
DEPARTMENT OF THEORY AND FUTURE OF LAW | UNIVERSITY OF INNSBRUCK, AUSTRIA

Foreword

The Global Digital Human Rights Network is proud to submit this important study into the practices of online platforms when faced with human rights challenges. The overarching concern whether human rights can be safeguarded online as efficiently as offline is reflected in the topics of platforms power, hate speech and discrimination, limitations of private governance mechanisms, the governance of election-related information and the institutional responses to making private platform rules better. The broader philosophical assertion of the sameness of human rights online and offline is made manifest in specific issues related to the transposeability of offline rules and principles to the online environment.

The Network wishes to recognize the efforts of Professor Matthias C. Kettemann and his team, as well as all contributors for having undertaking this timely research and produced valuable insights and conclusions. This comparative study aims to demystify how platforms deal with rights – and clarify whether they take rights seriously. It contributes to the mission of academia to engage with civil society, and political and corporate stakeholders in conceptualizing the challenges of human rights protection online. We expect that the study will not only provide a valuable contribution to human rights scholarship, but will influence more widely human rights discourse at various levels and in different regions.

Mart Susi
PROFESSOR OF HUMAN RIGHTS LAW, TALLINN UNIVERSITY
CHAIR OF GLOBAL DIGITAL HUMAN RIGHTS NETWORK
Executive Summary

Part I: Tools and Vectors of Platform Power

The Power of App Stores and Their Normative Orders
VINCENT HOFMANN, CHRISTINA DINAR, MATTHIAS C. KETTEMAN, LENA HINRICHS, JULIUS BÖKE AND MAX GRADULEWSKI

App stores govern content on a level above social networks. They exercise power through largely vague and ambiguous terms and conditions, which leads to inconsistent app moderation practices. Regulation to date has not addressed this problem sufficiently. However, the rules in the upcoming Digital Services and Digital Markets will increase the obligations app stores have.

(Niche) Platforms as Experimental Spaces for Content Moderation - Mapping Small, Medium and Niche Platforms Online
CHRISTINA DINAR AND LENA HINRICHS

We map and define the term of ‘niche platforms’ and look into different aspects of the definition of small and medium platforms in law as well as sociologically and ethnographically. We question the current regulation by size of platforms and show, which other factors have a role in establishing a niche platform (such as thematic orientation of a platform). We plead for a more nuanced regulation of platforms.

Facebook and Artificial Intelligence. Good Practices Review
BEATRIZ PEÑA-ACUÑA AND CELIA FERNÁNDEZ ALLER

Humans are usually good at distinguishing which content can hurt sensibilities, but machines still have a lot of trouble differentiating between hate speech, race, sex, politics, etc. This is one of the great challenges of artificial intelligence. The problem of detecting such content and comments has not been solved adequately by the AI system Facebook has in use.

Part II: Hate Speech and Discrimination

Discrimination on Online Platforms: Legal Framework, Liability Regime and Best Practices
LAURENA KALAJA AND LANA BUBALO

Online discrimination may resemble traditional discrimination, but it can have more serious consequences, as the internet plays an essential role in our lives, shaping our view of the world, our opinions and our values. But who is responsible? Even though the safe harbor principle still applies in Europe and the USA, platforms are less than. They have the ability to shape the information published on the platform, and they profit financially from the interaction that users have with information present on their platforms. In addition, the design of platform can shape the form and substance of their users’ content. By analysing existing regulation and community standards, we show which measures are best suited for preventing and redressing online discrimination.
Online Hate Speech - User Perception and Experience Between Law and Ethics
GREGOR FISCHER-LESSIAK, SUSANNE SACKL-SHARIF AND CLARA MILLNER

‘Governance’ of online hate speech (OHS) has become a buzzword in social media research and practice. In stakeholder discussions, the opinions of users remain underexplored, and data on their experiences and perceptions is scarce. The present paper focuses on five case studies of model OHS postings in the context of the Austrian OHS governance system. For these case studies, 157 respondents assessed in an online survey whether a posting should be deleted according to their own ethical standards, whether they believed that this posting was currently punishable under Austrian criminal law, and whether it should be punishable. We found that OHS-awareness among our respondent group was high and that there was a preference for state regulation, i.e., punishability under national criminal law, and for the deletion of OHS postings. Simultaneously, readiness for counter-speech and reporting of postings for deletion remains relatively low. Thus, OHS postings are hardly ever answered directly or forwarded to specialised organisations and/or the police. If OHS postings are reported, it is mostly done via the channels of the respective platform.

The Impact of Online Hate Speech on Muslim Women: Some Evidence from the UK
KYRIAKI TOPIDI

The intersectional analysis on the implications of the ‘racialized’ representation of Muslim women online reveals why and how they are experiencing harm online as a consequence of their gender, religious affiliation and ethnic origin that single them out as ‘targets’ for online hatred. By securitizing Muslim women, this case study on the UK shows how online hate speech sets the basis for serious limitations of their fundamental rights, extending beyond freedom of expression.

Part III: Protecting Rights on Platforms

Pandemics and Platforms: Private Governance of (Dis)information in Crisis Situations
MATTHIAS C. KETTEMANN AND MARIE-THERESE SEKWENZ

What role do online platforms play in managing and governing information during the pandemic? Chinese platforms cooperated substantially with the governments’ message (and message control) on COVID-19, but also US-based platforms like Twitter and Facebook that had employed a hands-off approach to certain types of disinformation in the past invested considerably in the tools necessary to govern online disinformation more actively. Facebook, for instance, deleted Facebook events for anti-lockdown demonstrations while Twitter had to rely heavily on automated filtering (with human content governance employees back at home). Overall we have seen emerge a private order of public communication on the pandemic.

Legal Mechanisms for Protecting Freedom of Expression on the Internet – The Case of Serbia
JELENA SIMIĆ

Serbia’s mechanisms on protecting online freedom of expression are still developing, partially due to the digital economic underdevelopment, but also due to a lack of interest of major platforms in developing and applying rules especially for Serbian market. We suggest to adopt a new law on the media, which recognizes and regulates platform in light of their role for online discourses, although they are not media in the traditional sense of the concept. When it comes to hate speech on the internet, although there is no doubt that there is room for improvement of the legal framework, the existing constitutional and legal provisions
provide sufficient guarantees for protection against hate speech. Rather, the application of existing legal frameworks needs to be refined.

Digital Rights of Platform Workers in Italian Jurisprudence
FEDERICO COSTANTINI AND ALAN ONESTI

The social relevance of so-called “platform workers” has surged dramatically during the pandemic. The contribution explores how the issues concerning “digital rights” have been addressed in the Italian legal system and suggests possible remedies to reduce the vulnerability of members of this new workforce.

Part IV: Platforms and Elections

The Legal Framework of Online Parliamentary Election Campaigning - An Overview of the Legal Obligations of Parties and Platforms
MATTHIAS C. KETTEMANN, VINCENT HOFMANN, MARA BARTHELMES, NICOLAS KOERRENZ, LENA MARIE HINRICHs AND LINDA SCHLEIF

The German legal system provides for an interplay of rights and obligations for both political parties, especially if they are members of the government, and platforms. For political parties, these are, in particular, constitutional principles and their formulation in simple law, while platforms have so far been primarily regulated by media law. The EU’s regulatory projects, especially the DSA and DMA, supplement this catalogue with far-reaching obligations for platforms.

Part V: Improving Platform Rules

Platform-proofing Democracy - Social Media Councils as Tools to increase the Public Accountability of Online Platforms
MARTIN FERTMANN AND MATTHIAS C. KETTEMANN

New institutional configurations represent a good opportunity to increase the legitimacy of the power platforms wield over internet users and to advance the protection of individual rights against platform overreach; such institutional configurations can be conceived as expert-based or participatory “Social Media Councils”, but more research needs to be done on different practical avenues of their implementation.

Internet and Self-Regulation: Media Councils as Models for Social Media Councils?
RIKU NEUVONEN

Social Media Councils are at the moment mostly theoretical innovations and waiting for pilot projects. Media Councils are established part of media regulation and therefore could provide role models as well as best practices to the social media councils. It is especially important to build trust between different stakeholders when new institutions are formed or otherwise institutions are in crisis mode at the beginning.
Best Practices

The Global Digital Human Rights Network has set out to identify – through sectoral, platform-specific and state-specific studies – key best practices of platforms and platform governance. These cover five key regulatory areas.

Make better rules: Rules have power and so does infrastructure

- Regulating infrastructure behind the platforms is a powerful normative vector.
- The regulation of infrastructure providers can lead to substantial collateral damage.
- App developers are particularly interested in clear communication with the app stores and concrete information about what content of the app led to the app store's actions.
- The User/Monthly active user (MAU) figure itself, if it is a fixed component of regulation, should be regularly reviewed and revised (if necessary, by a government-independent expert opinion) also to allow exclusions, economic development and growth potential.
- Cross-platforming, especially in the case of problematic content (e.g., illegal content, election-related content, etc.), should increasingly bring platforms into exchange with each other.
- Small and medium platforms should come into low-threshold contact with larger platforms, not only in "crisis situations".
- Content moderation needs to be understood more broadly and the differences artisanal, industrial and automated content moderation models need to be better understood.

Ensure rights: rights matter and discrimination needs to be eliminated

- Online discrimination can have grave consequences for public safety and social inclusion and should be expressly addressed in international, legal and national regulations, and these sources of law should be harmonized.
- States, tech companies and NGOs should work together on raising awareness of the problem of discrimination online, so people can recognize discriminatory practices and know their rights.
- More research about online discrimination is needed so this practice can be recognized and better addressed.
- Tech companies ought to share best practices in detecting and avoiding discriminatory practices.
- Tech companies ought to cooperate on developing the automated systems of content control instead of developing parallel systems, which would be more cost efficient and result in more harmonized systems.
- Filtering algorithms would require human review to prevent human rights violations and discrimination.
- The existing mechanisms for reputational and copyright protection such as notice and take down procedures and the right to be forgotten can analogously be applied in case of online discrimination.
Respect the rule of law: Platforms have to stick to rule of law standards

- There is a need for additional transparency measures for online platforms, including on the algorithms used. Platforms that feature user-generated content should offer users a clear explanation of their approach to evaluating and resolving reports of hateful and discriminatory content, highlighting their relevant terms of service.
- Greater ease for reporting cases of online discrimination (user-friendly mechanisms and procedures).
- Platforms should enforce sanctions of their terms of service in a consistent, timely and fair manner.
- Platforms should abide by duty of care, going beyond notice-and-takedown based legal models.
- Legislative framework for handling of requests to take down discriminatory content should be put in place.
- Procedural protections should be built into platforms notice-and-takedown systems.
- Rules should incentivize intermediaries and users to detect illegality, while minimizing the risks and the costs of errors and safeguarding a balance between the different human rights at stake.
- Tech companies need to ensure algorithm transparency and neutrality.
- A balance between citizens and tech companies must be struck in designing the liability rules.
- Setting up a detailed and harmonized European notice and take down procedure would provide more legal certainty.

Make platforms more democratic: To make platforms more accountable, deliberative elements can be introduced

- Minimising associated risks: If not carefully designed, social media councils and other institutional proposals for renegotiating the relationship between societies, states and platforms, may conceal actual power structures and fail to initiate real change, providing only a perceived legitimacy while stabilising a status quo many societies seem uncontempt with.
- Design Requirements for New Institutions: Against the background of these risks, new institutional solutions have to meet the highest standards of transparency not just regarding their activities, but also regarding the systemic improvements they initiate at scale, being equipped with appropriate rights to information and data access to investigate and report on these aspects.
- Both media councils and social media councils are dependent on various stakeholders (government(s), public, companies, professionals etc). Every stakeholder must trust that the council is working on their benefits and disagreements may be solved.
- Sanctions: Effective self-regulation organs must have competence to order sanctions. These sanctions do not need to be fines or measurable in money but sanctions must be credible and reason to change bad practices.
- To limit the unchecked exertion of power by large platforms over political discourses and individual expression, major platform companies should, in their private ordering systems and terms of service, refer at least partially to external standards which cannot be arbitrarily changed by these companies, and their processes should be equipped with institutional structures that negotiate the relationship between the two sets of rules.
- Online platforms should have independent bodies consisting of legal experts evaluating the reported cases of discrimination in order to achieve better balancing of rights.
Platforms and domestic legal frameworks need to consider tackling responsibility for the consequences of regulatory choices: for online hate speech, focusing on impact in socio-legal terms means opting for substantive equality between groups.

Institutional measures (e.g. third-party reporting centres, state-non-state partnerships) can be helpful to reverse mistrust towards law enforcement authorities felt by members of religious/racial minorities and improve accessibility to the criminal legal system.

It is important to encourage self-regulation of Internet portals that would make clear internal rules regarding the prohibition of hate speech in user-generated content.

It is important to systematically improve preventive measures against hate speech, primarily in terms of educating citizens about the harmfulness of hate speech and its consequences.

**Make platform governance innovative: Normative sandboxes can help platforms (and regulators) innovate**

- To incorporate the protection of “Digital rights” directly into the algorithm governing the platforms, in order to provide built-in operating mechanisms of trade negotiation and mediation (e.g. Art. 25 of GDPR). In this sense, international guidelines and collection of best practices could help.
- Collective bargaining agreements: To include a more binding and specific regulation using collective agreements between union workers and employers’ associations, where possible according to the legal framework.
- Local arrangement and code of conduct: To support at a municipal or regional level, the adoption of local provisions or of voluntary codes that could improve awareness of social and digital rights among riders.
- Regulatory sandboxes and living labs: To establish provisional legal frameworks in order to experiment with new forms of regulations and models of interaction suitable to protect the “Digital Rights” of “platform workers, according to the concept of “regulatory sandbox” included in the EU proposal called “Artificial Intelligence Act” (articles 53 and 54).
- Institutional Experiments: To achieve a balance between platforms’ and states’ power over the behaviour on the internet requires a multiplicity of bold institutional experiments. The Meta (Facebook) Oversight Board is, despite some shortcomings, a noteworthy and already at least partially successful experiment in this regard, but should not be elevated to an archetype of a social media council or conceptually monopolise the space for – still needed – further institutional innovation.
Part I: Tools and Vectors of Platform Power

The Power of App Stores and Their Normative Orders
VINCENT HOFMANN, CHRISTINA DINAR, MATTHIAS C. KETTELMANN, LENA HINRICHS, JULIUS BÖKE UND MAX GRADULEWSKI

(Niche) Platforms as Experimental Spaces for Content Moderation - Mapping small, medium and niche platforms online
CHRISTINA DINAR AND LENA HINRICHS

Facebook and Artificial Intelligence: A Review of Best Practices
BEATRIZ PEÑA-ACUÑA AND CELIA FERNÁNDEZ ALLER
The Power of App Stores and Their Normative Orders

Vincent Hofmann, Christina Dinar, Matthias C. Kettemann, Lena Hinrichs, Julius Böke and Max Gradulewski
LEIBNIZ-INSTITUT FÜR MEDIENFORSCHUNG | HANS BEDROW INSTITUT

Introduction

Social networks like Facebook, TikTok or Twitter moderate the content that is published on their platforms. The networks delete content, block accounts (sometimes even those of government leaders) or tag content with notices that it could be false information. This practice takes place in the area of tension between the freedom of expression of those affected and the protection of the general public from dangerous or illegal content.

If one looks at the chain of process steps on the way from the development of a social network to the deletion of certain content, it becomes apparent how many other actors are involved in the dissemination and removal of content. These actors set law through the terms of use of their respective services, which is close to state law and the terms of the social networks in its importance for the exercise of freedoms. The app stores of Google and Apple, for example, hold such a powerful position. The Play Store (Google) and App Store (Apple) have a combined market share of 94% in sales and 91% in downloads of mobile apps. This makes app developers dependent on the distribution through the app stores: If an app is not available here, it will hardly be able to reach users and thus sales on mobile devices.

Most recently, a case from Russia came to light when Google and Apple removed a "Navalny App" from their stores that the Russian opposition had used to facilitate "tactical voting" and the identification of opposition candidates.

In the super election year 2021, more people than ever before are forming their opinions on the internet. Therefore, it is of particular importance for democratic processes to also analyse the companies behind the social networks and their content governance. This study summarises the legal framework for content governance by app stores. In doing so, it looks at the particularities in the comparison of content governance by social networks and app stores. In particular, with regard to the EU Commission's drafts of the DSA and DMA, the question is answered as to whether national or European law can provide suitable answers to the problems of content governance through app stores.

Market power of the app stores

Google and Apple seem to be well aware of their great market power, which is reflected in their market behaviour: Both stores charge a 30% commission on all sales generated in their stores and on so-called in-

---


2 https://www.reuters.com/world/europe/google-apple-remove-navalny-app-stores-russian-elections-begin-2021-09-17/

app purchases (paid transactions made in the app without going directly to the app store). Developers were also prohibited from pointing out cheaper options outside the App Stores. Apple even only allowed payments via ApplePay.

Resistance is rising against this economic behaviour. The game developer Epic Games (Fortnite) is suing against the business practices in the USA. In the ruling of 10.09.2021, against which Epic Games has appealed, Apple is not considered a monopolist on the app market. Therefore, the commission was not criticised by the court. However, it was decided that Apple may no longer prohibit its developers from referring to cheaper offers outside the App Stores. South Korea recently passed a law that prohibits commissions of 30% as well as the prohibition to refer to cheaper offers.

Content governance through app stores

The app stores do not only make economic demands on the apps they distribute. The app stores also have an impact on the developers in terms of content. For example, Google and Apple banned Parler, a popular network among right-wing extremists and supporters of the storming of the Capitol, from their stores because it did not sufficiently moderate the content published there. Parler then tried to comply with the App Stores’ guidelines and is now available again in the Apple App Store. The app is not yet available on Google. The app “Unjected” also disappeared from the stores because of the accusation of not taking sufficient action against the spread of false information. Unvaccinated people could exchange and date each other, which is why the app was nicknamed “Tinder for vaccination opponents”. On Telegram, the app stores presumably even take action against individual channels. For example, the channels of the far-right conspiracy theorist Attila Hildmann were probably blocked in the Android and iOS versions of the app under pressure from the app stores.

The app stores’ approach to misinformation and hate speech bears the dangers that also lurk in the moderation of content by social networks: How is it decided, especially in the case of content that is not illegal but nevertheless “harmful”, what is deleted and what is not? In other words, who decides what is harmful and how? Especially in connection with false information, the question arises: What is truth and who decides about it, and how can I, as a user, defend myself against decisions?

Legal framework

The deletion of an app interferes with the fundamental rights of the app operators and users. The operators are initially affected in their freedom of occupation under Article 12 (1) of the German Basic Law. Depending on the content of the blocked app, the operators’ freedom of expression (Article 5 (1) sentence 1 of the German Basic Law) may also be violated if the operators themselves use their app to disseminate or form their own opinion. The users’ freedom to express and form opinions is also violated when apps are

---

1 usatoday.com, Epic Games appeals Apple court ruling over App Store.
2 arstechnica, South Korea law forces Google and Apple to open up app store payments, https://arstechnica.com/gadgets/2021/08/south-korea-law-forces-google-and-apple-to-open-up-app-store-payments/.
3 welt.de, Parler: Internet platform popular with right-wingers no longer accessible.
4 nbcnews.com, Apple reinstates Parler app, stands by initial ban.
5 rnz.de, Unjected: App stores ban dating app for vaccination opponents.
6 faz.net, Access to Telegram channels of Attila Hildmann blocked.
used in this way. However, this must be decided for each app individually and depends on the functions the app offers and the extent to which it is important for the expression or formation of the users’ opinions. The size of the platform behind the app or its specialisation in a particular topic plays a role. However, app stores as private companies are not directly bound by fundamental rights. These only have an indirect effect on the relationship between users and companies. This is because the measures taken by the app stores against individual apps are also an expression of the entrepreneurial freedom of the app stores, Art. 16 EU-GrCh. As private companies, they can basically sell or block whatever they want. However, in a case concerning Facebook, the Federal Supreme Court ruled that due to their strong influence, especially on freedom of expression, they had to take the fundamental rights of users into account to a particular extent.10

In contrast to the moderation of social networks, the app stores can technically only remove the entire app from their stores. Targeted intervention against individual illegal content is not possible, which also affects legal content and content against which the app stores’ blocking should not be directed. However, the content published by users can remain available even after an app has been excluded, be it via web versions, the store of the respective competitor or, in the case of Android, via alternative app stores. "Only" the reach of content is reduced by the measures of the app stores. However, depending on the collapse in reach, this can be tantamount to deletion.

Deleting or blocking is not the only effective means used by the app stores. Since even a temporary removal from the stores can lead to massive losses in sales, developers try to prevent such measures through compliant behaviour.11 This was demonstrated by Telegram, where individual channels in the apps distributed via the App Store and Playstore were blocked, presumably due to pressure from the app stores.

The app stores have laid down the basis for such measures in their rules for the use of the stores. Together with the norms of state order, these form the applicable set of rules for "content governance" by the app stores.

Private orders

Apple

In its "App Store Review Guidelines", Apple has defined in which cases apps are not allowed or are blocked. According to these guidelines, apps with user-generated content must have established a content governance system and be able to take measures against users such as blocking profiles or deleting content. Apple refers to "offensive content" and "abusive users", against which the app operators must take action. An automatic system must also be set up to check users’ content for "objectionable material" and prevent it from being uploaded. The app must also offer a way for users to easily contact it.

Apple thus remains vague, in particular what "offensive content" is, is not specified. The guidelines become more detailed when it comes to banning specific content. These rules apply regardless of whether the content is distributed by users or the developers of the app. "Apps should not include content that is offensive, insensitive, upsetting, intended to disgust, in exceptionally poor taste, or just plain creepy." The

10 BGH, judgements of 29 July 2021 - III ZR 179/20 and III ZR 192/20.
11 Previously unpublished interview by Christina Dinar (HBI) with Sven Voges (PlanetRomeo) from 10.08.2021, “Every time a block means that you are not found over the certain period of time, ... in some cases it costs 2 weeks or it took 2 weeks until we were back in and that means 2 weeks of sales that fall away".
last part of the "just plain creepy" provision in particular makes it clear how much leeway Apple gives itself in evaluating the apps. These prohibited contents are explained in the following paragraph. However, this is only done on the basis of examples in a non-exhaustive list.

The App Store Review Guidelines thus form only a little specific basis for the question of which content will not be found in the App Store or will be deleted from it again.

Google

Google's terms and conditions for the Play Store also prohibit some content for apps distributed through the Play Store. The prohibited content is divided into the categories of bullying and harassment, sensitive events, violence, hate speech/incitement of the people, as well as pornographic content and vulgar language. The various generic terms are also specified, along with some examples. There is also soft wording in Google's terms and conditions, which leave Google itself some room for manoeuvre in deciding. For example, "dangerous activities" may not be shown or favoured, and events such as natural disasters may not be treated with "insensitivit". Especially topics from the area of "sensitive content" can often be the subject of journalistic reporting or controversial debates, which could thus have a hard time in apps distributed via the Play Store.

Google's conditions on pornographic content are particularly noteworthy. This is only allowed "if it serves primarily educational, documentary, scientific or artistic purposes and is not superfluous." What content is superfluous and when is not defined and remains at Google's discretion.

Interim conclusion

The standards set by Apple and Google for the deletion of apps leave much room for interpretation. This is understandable in view of the enforcement of norms: the app stores use the space they have created themselves in enforcing the norms, whereby the broadest possible framework means more flexibility. And not only are the app stores' conditions opaque, the practice of "moderation" by the app stores also reveals little system.

State order

Antitrust law

The already mentioned market share of almost 100% of Google and Apple in mobile apps also poses some risks in terms of antitrust law. The antitrust measures against the app stores relate, in the nature of antitrust law, to the economic consequences of the companies' dominance and do not directly address their "content governance". Thus, they cannot by themselves provide an answer to the content governance issues raised. Nevertheless, reducing the economic power and thus the dependence of developers on the app stores is a crucial building block for reducing the importance of moderation decisions by the app stores.

---

12 Google Play, Developer Policy, Content Restrictions.
13 VPN apps in Russia and China were examined: Ververis et al, Shedding Light on Mobile App Store Censorship, https://dl.acm.org/doi/10.1145/3314183.3324965.
In various countries, proceedings are underway against the app stores, in which they are accused of abusing their dominant market position.\(^4\) The specific cause is, among other things, the commission model of the app stores. Apple and Google charge a flat rate of 30% for every paid transaction.\(^5\) Apple also forbade its app developers to allow other payment methods apart from its own ApplePay service. The developers were also not allowed to point out that the app or services that could be purchased via in-app purchases could be purchased more cheaply outside the iOS infrastructure.\(^6\) In addition to civil lawsuits, the competition authorities in both the USA and the EU took action against the app stores due to this market behaviour.\(^7\) As mentioned above, in the lawsuit against Epic, a US federal court prohibited Apple from preventing developers from referring to cheaper distribution channels. And South Korea passed a law that, among other things, bans commissions of 30%.

**German media law**

In national media law, the Network Enforcement Act (NetzDG) and the State Media Treaty (MStV) provide the framework for content governance in internet media.

However, the NetzDG that applies to social networks does not apply to app stores. This means that the comprehensive obligations to delete illegal content do not apply to them, nor does the obligation to publish a report on the deletions and profile blocks that have taken place.\(^8\)

The regulations for media intermediaries contained in the State Media Treaty, on the other hand, also apply to app stores. This obliges them to be transparent and non-discriminatory. What initially sounds like a solution to the problems of "content governance" is, however, hardly suitable for regulating this complex of issues. The ban on discrimination only applies to the selection of journalistic and editorial content. Journalistic-editorial content can also be found on social networks. However, alongside non-professional content, this only makes up a part of the published content. It can therefore be assumed that the apps of social networks themselves are not to be classified as journalistic-editorial content. However, even if one were to assume such a classification, this would hardly mean a difference. Discrimination is defined in Section 94 (2) MStV and is a systematic deviation from the self-given rules at the expense of journalistic-editorial content. Since the self-given norms of the networks are extremely vaguely formulated, it will hardly be possible to establish a systematic violation of these very norms. Accordingly, the MStV's prohibition of discrimination is empty in the case of app stores.

The said transparency obligation is limited to the obligation to disclose the criteria of the recommendation algorithm and the criteria when an app is blocked or removed, thus again: the self-imposed standards of the app stores. The MStV does not provide for an obligation to publish a transparency report on moderation practices, nor does it provide for an obligation to remove content.

---


\(^5\) cnbc.com, How the Apple-Epic court ruling could affect Google.

\(^6\) Sources

\(^7\) europa.eu, Antitrust: Commission investigates Apple’s App Store rules and Apple Pay behaviour.

\(^8\) A comprehensive summary of the legal situation for social networks can be found here: Hans Bredow Institute for Media Research, THE LEGAL FRAMEWORK OF THE ONLINE FEDERAL ELECTION CAMPAIGN: AN OVERVIEW OF THE LEGAL OBLIGATIONS OF PARTIES AND PLATFORMS.
Thus, German national media law does not provide an effective legal framework for regulating "content governance" by app stores.

**European legislative projects**

At the European level, the drafts of the Digital Services Act (DSA) and Digital Markets Act (DMA) in particular provide for fundamental changes to the legal situation in digital markets. New rules will also apply to app stores in the future.

**DMA**

The DMA, which is still in draft form, provides for competition law measures that are intended to limit the economic supremacy of the app stores, among others. The focus here is on the classification as a so-called gatekeeper. According to Article 3 of the DMA, this refers to very large tech companies that have a strong influence on the EU internal market as providers of central platform services, hold a strong position as intermediaries (e.g. through their user numbers) between commercial users and end users, and occupy an established and permanent position (duration of business activity). The app stores of Google and Apple belong to very large tech companies and, due to their enormous market power, are also of particular importance within the EU for the mediation of customers to the developers of mobile apps. It is therefore likely that they will be classified as gatekeepers.

The DMA provides for some new regulations for gatekeepers. According to Art. 5 lit. f, gatekeepers should be prohibited from forcing business customers and end users to register for additional services. Accordingly, it would be possible in future to use Android without a Gmail account. Users must also be able to uninstall pre-installed software and apps if they are not absolutely necessary for the functioning of the operating system. This also includes the app stores themselves.

Personal data of customers may only be linked to other data of third party providers with explicit consent (Art. 5 lit. a). Users may also not be automatically registered with other services.

According to Art. 6 lit. a, gatekeepers may no longer use such non-public data of business users and their end users in competition with business users if this data was generated through the use of the gatekeeper platform. Also, data obtained from the distribution of apps would have to be shared with developers. Business customers and end users of gatekeepers should have the right to data portability and real-time access to this data. Business customers should have free real-time access to data about their sales, customers, etc. (Art. 6 lit. h and i). This should reduce the data gap between business users and platforms.

Similarly, app stores may not prohibit app developers from offering their products at lower prices outside the app store (Art. 5 lit. b DMA).

Gatekeeper operating systems must in future also allow third-party providers to install apps on the system (Art. 6 lit. c). This regulation would force Apple to open up to alternative app stores, as is standard on Android devices or PCs.

The DMA thus primarily opposes the market power of the app stores. In particular, the dominance over the data obtained should be reduced and the associated enormous competitive advantage of being able to respond ideally to the wishes of customers should be diminished. The market for mobile apps should also be opened up to app store providers other than Apple and Google. This has an indirect effect on the quasi-
content moderation of the app stores: The less dependent the developers are on the app stores, the less incisive their moderation decisions are for the developers.

However, it is noteworthy that Google’s Android operating system is already open to third-party apps. Nevertheless, the market share of the Play Store is very high. The possibility of bypassing the Play Store alone theoretically offers the chance of app distribution that is self-sufficient from Google. However, removal from the App Store still leads to major financial losses and loss of reach. Nevertheless, this measure in combination with the other measures limiting the dominant position of the App Stores should lead to a decline in the market power of Google Play Store and Apple's App Store in the long run.

**DSA**

Unlike the DMA, the DSA directly regulates the content governance of app stores. Explicit rules such as information and transparency obligations can be found there. The DSA provides for different obligations for different categories of service providers. These are hosting service providers, intermediary service providers, online platforms and very large online platforms.

According to recital 13 of the draft DSA, online marketplaces are to be classified as intermediary services, online platforms and hosting service providers. Due to the large number of users, the Google and Apple app stores are also to be classified as very large online platforms.

First of all, according to Art. 13, 23 and 33, app stores must publish a transparency report every six months, which must disclose the measures taken against content. This includes content classified as illegal as well as content that violates the terms of use. Official orders for deletion and reports from users about unauthorised content must also be disclosed here. Article 14 obliges a procedure in which users can report content as violations of state law or the terms of use.

If content, i.e. in the case of app stores an app, is blocked or deleted, the user (app operator) must receive a justification for the decision. This should form the basis for an internal complaint. A complaint system must be set up in accordance with Art. 17 and may not be carried out exclusively by computer systems. Such a procedure is already offered by the app stores. However, this does not consistently lead to a substantive discussion of the operators’ concerns.

In order for this to be different in the future, the procedure will be supplemented by the dispute resolution body according to Art. 18. Those affected by decisions of the app stores have the possibility to appeal to an impartial dispute resolution body, which can make binding decisions for the platforms. This leads to an impartial review of the app store's decision and thus safeguards the rights of users. The fees of such a procedure may only cover the actual costs and are only to be borne by the user in the event of a decision in favour of the app stores.

As very large online platforms, app stores must undergo a risk assessment to determine whether they pose a systemic risk to, among other things, the exercise of fundamental rights, Art. 26. In order to counteract such risks, they can take measures according to Art. 27, which provides, among other things, for cooperation with trustworthy whistleblowers or an adjustment of moderation practices. Whether the very large online platforms

---


20 Previously unpublished interview by Christina Dinar (HBI) with Sven Voges (PlanetRomeo) from 10.08.2021, on Google: “you also don’t have a direct contact person, you kind of have an anonymous complaint hotline that you can contact, where you then also have to deal with someone else every time”.
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platform adequately counteracts the risk it poses to the protected interests mentioned in Art. 26 is assessed at least annually by an independent body, which must be paid by the platforms.

The DSA regulates in great detail the requirements of content governance by online service providers. It was recognised that the big question of content governance, who is allowed to decide what is publicly accessible, does not only concern the social networks themselves. The dispute resolution procedure under Art. 18 takes away some of the interpretative sovereignty of online platforms as to what content is to be classified as "harmful". Whether the requirement that only the costs actually incurred by the user are to be charged in the event of a defeat really keeps the threshold for proceedings low is doubtful for private users. However, such a procedure is still interesting for commercial users and the costs are low compared to the losses due to an absence from the app store. However, this is another problem of dispute resolution: Every day that an app is unavailable costs money and users. It is doubtful that proceedings under Art. 18 DSA will be fast enough to protect the developers' interest in a quick decision. As for state courts, this should be taken into account through a form of summary proceedings. It is true that the dispute resolution procedure does not affect the legal process before state courts. Developers therefore continue to have recourse to civil (summary) proceedings. However, the idea of the dispute resolution procedure to reduce hurdles to disputes with the platforms should also apply to urgent decisions and be taken into account in the corresponding procedure.

In particular, the obligation to justify a decision, the obligation to transparency of content governance and also the dispute resolution procedure are sensible instruments of the DSA, which steer the area of tension of content governance (what is removed when, who decides this and what can users do about it) in a good direction for app stores as well. As with the DMA, the DSA is still no more than a draft and the final wording, especially the concrete requirements for transparency reports or content governance systems, will have a decisive influence on the effectiveness of the legal instruments. However, the further legislative process could also bring positive changes such as the introduction of an expedited procedure for dispute resolution or the introduction of fixed contact persons within the framework of the complaints procedure, which would be welcome.

**Outlook for other actors**

In addition to the app stores, other players are influencing the distribution of content. For example, onlyfans recently announced that the service would no longer tolerate pornographic content in the future. This was due to pressure from payment providers who threatened to stop processing payments to onlyfans if the app continued to distribute pornographic content. The dispute between pornhub and payment providers Visa and Mastercard was similar. Pornhub also changed its terms of use because they were accused of distributing illegal content such as child pornography or rape videos.

Similarly, technical infrastructure providers can influence networks. These services, such as cloud services or DNS services, can make networks completely inaccessible. Also with these actors acting in the background, the entrepreneurial freedom of the service provider meets the freedom of the platform

---

21 politico.eu, Adult content creators in the lurch as OnlyFans bans porn.
22 cnbc.com, OnlyFans bans sexually explicit content.
operators and, depending on the size of the network, also the fundamental rights of the users active on the platform.

According to media reports, the server service Amazon Web Services will introduce a tool for content governance that recognises and removes prohibited content automatically. This is intended to abandon the practice, which has so far been inefficient and dependent on reports from users.23

This issue again raises the fundamental question: Who should be allowed to interfere and how? Due to the enormous reach of platforms, they also have an enormous significance for the protection of certain fundamental rights. Even pornographic platforms shape (for better or worse) an understanding of sexuality. On the one hand, it is of course welcome if action is taken against videos of rape or child pornographic material is stopped. This is indisputable in terms of content and the removal of illegal content is in the public interest. Criminal laws in Germany were passed by democratically legitimised legislative bodies. However, when it comes to legal content, this democratic legitimacy is lacking if private actors decide independently on its dissemination. For example, the dating app Planet Romeo was banned from the app stores because of an emoji consisting of a cucumber and two tomatoes.24

Since social networks have become important instruments for opinion formation and expression, not only the networks themselves must be held accountable, but also their treatment by providers operating in the background must be considered in regulation. This has already been done to a welcome extent by the European legislative projects. In the final formulations of the previous drafts, however, particular attention should be paid to ensuring that such services continue to be covered by the directives. It should also be reviewed whether other influential players such as payment service providers in their function as content moderators should be covered by the new legislative proposals.

Conclusion

The current legal situation grants app stores extensive freedom. They are neither subject to the German NetzDG nor does the German MStV provide for effective measures. However, this will change with the introduction of DSA and DMA. If the guidelines are adopted in their current form, this will mean significant hurdles for the business practices of app stores. In particular, the obligation to publish transparency reports and the restriction of economic power, especially the obligation to allow alternative app stores, are crucial building blocks in strengthening the rights of users and app developers to form and express opinions. When defining a complaints process, it should be considered from a regulatory point of view that the current processes theoretically offer sufficient participation, but in practice do not give much voice to the concerns of app developers.

The attempt to influence the legislative process is already in full swing because of the drastic legal changes.25 From the perspective of content governance that protects the rights of all stakeholders, it is to be hoped that the existing draft will not be softened further.

23 The Verge, Amazon is planning more aggressive moderation of its hosting platform AWS.

24 Previously unpublished interview by Christina Dinar (HBI) with Sven Voges (PlanetRomeo) from 10.08.2021, on Google: “our app has been blocked so please take out this picture (cucumber and tomatoes)”.

(Niche) Platforms as Experimental Spaces for Content Moderation - Mapping small, medium and niche platforms online
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Introduction

So far, there has been a lack of debate in platform governance about platforms beyond #BigTech, i.e. Google, Facebook and Co. However, surveying content moderation on smaller platforms provides an insight into experimental fields of an area that is rarely accessible on large platforms. So far, research has had to rely on individual whistleblower reports and journalistic-investigative reporting. What exactly happens in content moderation and how it also changes often remains in a black box.

Smaller platforms offer researchers the opportunity to survey this area and thus gain more transparent insights into different forms of content moderation - and without being forced to do so by legislation. A survey of their practical, innovation-driven approaches to content moderation allows us to show how the balancing act between deleting unwanted content and preserving freedom of expression can be achieved without regulatory mandates.

How can small and medium-sized platforms (SMP) be described?

A systematic and comparative survey of small and medium-sized platforms and niche platforms that are not dominant market players such as Facebook, Twitter and Youtube does not yet exist. However, in order to capture the multi-layered content moderation and the challenge of election-related content, it is precisely these platforms that are interesting. They often have approaches in this area that are unconventional and community-based. These platforms, which are part of a larger landscape, are now categorised here for the first time in a taxonomy in order to define descriptive terms and to map the differently situated conditions that make up a smaller and medium-sized platform and/or niche platform.

Definition of small and medium-sized platforms (SMP)

Size of the platform according to the number of users

SMPs are those which, due to their size, do not fall under the German NetzDG and the Digital Services Act (DSA). The NetzDG only regulates platforms that have more than 2 million registered users in Germany. The regulations of the DSA apply in principle to all platforms. Small and micro enterprises are exempt. The classification as such a company is based on a recommendation of the EU Commission and includes

26 More about the project “Niche Platforms” can be found in the podcast episode of the BredowCast with Christina Dinar, in which further details and background of the project are explained. More on social networks in election campaigns can also be found in the podcast of the Weizenbaum Forum. Christina Dinar talks about inclusive digital spaces in an interview in Americas Dialogues.
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criteria such as turnover or the number of employees. Stricter rules, including on content moderation, apply to platforms with more than 45 million users. These are called Very Large Online Platforms (VLOPs).

**Thematic design of the platform**

Another legal distinction of the "major platforms" from SMP is the indirect third-party effect of fundamental rights. Some civil courts decide on the basis of the thematic "cut" of the platform. If there is a clear thematic focus (e.g. "Forum for Dachshund Friends"), platforms may remove posts that do not fit the focus at their own discretion ("In the Forum for Dachshund Friends, please only postings on dog-related topics, everything else will be deleted!") However, if the platform serves the "general exchange of information and opinions of users without thematic limitation", the decision on deletion cannot be entirely "at the discretion of the platform operator". The virtual domiciliary right cannot then simply be executed by the platform. SMP can also be described as so-called niche platforms, this describes the thematic limitation to a "niche topic" (such as "Dackelfreunde Forum"). The two terms SMP platforms and niche platforms can overlap, also in the platform's self-description, but they are two different categories.

**Definition of niche platform = "extension of a platform space".**

More than just along with user numbers, niche platform describes a place for interest-based exchange; a small protected area where one can stay and develop unhindered by competition. Very often, the niche is seen as a place with development potential, because target group-specific, precise marketing is possible. In ethnographic subculture research, the niche culture is a sideshow for subversive practice or even social corrective. The internet itself was also a subcultural niche for a long time with a hacker/nerd culture developing in the 90s. The structural-technical decentralisation of the internet still enables niche subculture formation today and is thus also a particularly important means of exchange and networking for marginalised groups.

**Platform definition**

In the context of this survey, platforms are "social media platforms" with user-generated content, so-called "UG content-hosting and interaction platforms". This refers to content that has been created by the user him/herself and with which the user can interact. The dimensions of social interaction and self-created content are particularly important here, similar to the terms social media or social networks.

**User number as a value of regulation of the "internet-by-size" and as a classification category for SMP platforms**

**The Monthly Active User (MAU) unit as an organising element in the platform landscape**

The number of users on a platform has become a value of regulation itself. This kind of "regulating internet by size" is to be critically evaluated under various aspects. Laws such as the NetzDG as well as draft laws such as the DSA and various discussions on reforming the US law Section 230 all work with limits on user units (e.g. NetzDG: 2 million domestically registered users).

These units are created differently depending on the nation and are handled very differently in the practice of the platforms themselves, especially since this number is hardly to be grasped completely. Frequently,
reference is made to Monthly Active User (MAU), yet there are uncertainties in the way this value is defined. For example, no distinction is made between a single, identified human visitor to a website ("unique visitor") or whether the website is accessed many times by the same user account. Large platforms such as Twitter and Facebook also show differences in their information about their MAUs. Thus, the specification of exact user figures remains with the self-interpretation of the platforms and their own definition of MAU.

This gives certain platforms leeway to include themselves among the regulated large platforms or not. At the same time, the market is manifesting itself and there is a dichotomy: very market-dominant platforms with large user numbers (albeit in unclear data) receive high compliance requirements; and smaller and medium-sized platforms that do not have these requirements. The latter weigh up their own growth in user numbers very carefully - also in order to avoid the cost-intensive compliance requirements for the time being.

The MAU/user number is important as a classification and differentiation category for the taxonomy of small and medium-sized platforms. This reorders the entire platform field in Germany and introduces this practical distinction. This possibly creates and manifests a structural power imbalance and consequently a changed economic and social dynamic of platform offerings in Germany.

Unit of page views as a display and generation of publicity

Another unit is the "monthly sites visits", sometimes also called "page impressions". These mainly indicate the audience that the content of the platforms can reach. The SMP may have a small number of registered users, but still provide content that has a high number of views and interactions. This indicates a transfer of a content to a broader general public, thus leaving a niche and no longer serving a niche audience (e.g. "Dachshund Friends Forum"). It is also possible that in such cases the jurisdiction of the thematic nature of the platform itself no longer applies (e.g. "The dachshund forum has contributed a critical-satirical article on dog tax to the daily political debate"). In such cases, a so-called "cross-platforming" of the content can usually be assumed (e.g. on a large platform such as Twitter, this content of the Dachshund Forum was linked and discussed).

Even a high search engine indexing on a specific issue can develop general public and information relevance in a current context (e.g. in the context of the current flood disaster in western Germany: information in a geological expert forum on severe soil erosion associated with sudden heavy rain) and can suddenly bring high page impressions.

This category indicates that even KUMPs can develop relevance and publicity - albeit usually only selectively - and also potential growth without necessarily having many MAUs.

In the taxonomy created for KUMP (see appendix), the two units are listed separately, as they want to describe different forms and relevance of KUM platforms in a differentiated way. It remains difficult to obtain user figures, such as Monthly Active User (MAU) figures for the SMPs, and to find verified sources and consistent self-reports on them.
Recommendation on regulation with User numbers

- The User/MAU figure itself, if it is an integral part of regulation, should be regularly reviewed and revised (if necessary by a non-governmental expert opinion), also to allow for exclusions, economic development and growth potentials.
- Cross-platforming, especially in the case of problematic content (e.g. illegal content, election-related content, etc.) should increasingly bring platforms into exchange with each other. SMPs should come into low-threshold contact with larger platforms, not only through "crisis situations". The exchange can be accompanied and coordinated by an independent body that develops and issues recommendations from the exchange.
- Regular evaluations of the extent to which the law inhibits economic potential and can sustainably secure public and media diversity in platforms are recommended.

Overview of small and medium-sized platforms (KUMP)

The aim of the survey was to record the small and medium-sized platforms' (SMP) practices and policies on UGC, moderation, community management, federal election-related content, their cooperation with law enforcement agencies and a general risk assessment.

The selection criteria for the platforms surveyed were:

- used and represented in the German-speaking region (DACH region);
- small and medium-sized social media platforms (SMP) or niche platforms (NP);
- are "social platforms", i.e. have UGC and interaction possibilities with user-generated content;
- all are (socially) entrepreneurial, not non-profit.

Results of the investigation

Often, the focus of the working methods of small and medium-sized platforms is on a close interlocking of people-oriented content with the community that creates the content. In some cases, active engagement with their own communities is encouraged, which often helps to enforce in-house rules on platform use or refers to them in disputes. However, the moderation systems of the platforms studied, some of which are very different, assign an important, albeit different, role to community participation.

- The German NetzDG seems to influence the development of guidelines and policies in companies - even though this law does not affect them at all. The law seems to have an indirect effect in that at least consideration is given to adapting it if the prescribed measures seem sensible and useful to the platforms. These are in the area of improving reporting channels, but by no means in the transfer of users' data. Restoration of deleted content in the case of objections by users was also seen as very critical.
- Manual moderation (i.e. moderation that takes the time to look into the context of the posters) supports the content moderation team's decided examination of the posting and its environment and nuances it. An example: so-called "agenda setting in the election campaign" is quickly prevented, since behind it there are usually accounts that are only founded for a special purpose and whose goal is to denigrate political opponents. This also ties in with an increase in negative campaigning that has been measured among conservative groups in online election campaigns. Manual moderation also helps to stop agenda-setting in the area of digital violence, such as
LoveScams and cyber-grooming, but also to stop offers or business interests that are prohibited on platforms.

- Dealing with election-related content is always subject to the platforms' own rules. The platform rules range from allowing explicitly political groups to profile pictures with party references and tolerating the activity of candidates for the Bundestag or deliberately restricting the topic. Some platforms also consciously and actively support the call for democratic elections.

- Community participation (e.g. as verified "trusted flaggers" or in the peer review process during the approval of uploaded images) seems to lead to increased identification of users with the platform and its rules. The platforms differ in the variety and method of active or passive moderation and the points at which the community is involved.

- From an organisational sociological point of view, an initial structural neglect of the development of content moderation can be observed in the companies. Relatively independent of when the company entered the start-up phase with the platform, the area of content and complaint management within the organisational structure was often given few priorities and resources for development at the beginning and has only received expansion, standardisation and development in recent years.

Furthermore, the platforms were generally open to science and research and were willing to cooperate and provide data for such surveys. Only a few platforms have been studied so far, but there is the prospect of being able to enrich this void with a more evidence-based survey to support a diverse, differentiated and informed debate on this in the field of regulation and future rule-making, and to be able to make nuanced regulatory proposals.
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Introduction. Facebook and Artificial Intelligence

This article compiles the ethical controversies reflected by journalists appearing in the media about Facebook in relation to the use of artificial intelligence (AI) in the different products of this company, with a special focus on content moderation. Different applications of AI are shown, with both positive and negative impacts.

A human rights approach (HRA) is being used to avoid the risks of “ethics washing” (Floridi, 2019) and the co-optation of AI ethics by big tech (Jobin, 2022). Many ethical recommendations are currently in place for developing algorithms (Fjel, Achten, 2020). However, recommendations that focus on human rights are still scarce. As Fjel suggests: “On its own, a set of principles is unlikely to be more than gently persuasive. Its impact is likely to depend on how it is embedded in a larger governance ecosystem, including for instance relevant policies (e.g. AI national plans), laws, regulations, but also professional practices and everyday routines”.

The HRA is based on strong principles (such as universality of human rights, participation, transparency, accountability, sustainability...), and it has the element of enforcement, which allows rights holders to claim rights. Additionally, human rights are universally accepted, and this makes a great difference compared to the wide variety of AI codes of ethics. Principles alone cannot guarantee ethical AI, due to the problematic implementation (lack of proven methods) and the lack of accountability.

International human rights law is a governance regime with significant potential relevance to the impacts of AI. There is a strong connection between AI governance and human rights laws and norms. “64% of our documents contained a reference to human rights, and five documents took international human rights as a framework for their overall effort. Existing mechanisms for the interpretation and protection of human rights may well provide useful input as principles documents are brought to bear on individuals cases and decisions, which will require precise adjudication of standards like “privacy” and “fairness,” as well as solutions for complex situations in which separate principles within a single document are in tension with one another” (Fjel, Achten, 2020).

Facebook and artificial Intelligence at the centre of media controversy

In September 2021, the 37-year-old Haugen, who worked as an engineer at Facebook until May 2021, in the division for civic integrity, a unit within the organisation that aims to recommend policies that protect the general public. The former employee of the company, who exposed the organisation's darkest secrets, left the company, but hours before leaving, she pulled copies of dozens of documents that she said "prove that Facebook has always been aware that its algorithms fuel division, promote hate, spread fake news, and can have a profound impact on the emotional and physical health of teenagers. And instead of correcting this,
the company has looked the other way, privileging its growth and profits rather than choosing to protect its customers" (Gomez, 2021 para.3). She disclosed tens of thousands of internal Facebook documents to the US Securities and Exchange Commission and the Wall Street Journal: "last week in a room on Capitol Hill, lawmakers from both parties gathered to hear testimony from Frances Haugen" (Gómez, 2021, para.1).

Goméz (2021) reports that according to Haugen, "the main problem is that Facebook's virality depends on how the division in charge of the company's growth amplifies the algorithm to ensure that the content &quot;sticks more and is reproduced&quot; . “The more this happens, the more time users spend on the networks and the more profit Facebook makes, because it can expose them to more ads. And numerous studies have shown that the more controversial and divisive the content, even if it is false, the more traffic it generates. Haugen argues that Facebook is aware of this situation, but prioritises its own coffers" (Gómez, 2021, para. 6).

Haugen confirms what Facebook denies, among others, that "its social networks are ideal platforms for spreading disinformation, with the documents leaked by Haugen confirming that Mark Zuckerberg and his staff also know this, although they deny it" (Bécares, 2021 para.4). Artificial Intelligence, used to filter and select information, is still many years away from being perfected. Haugen says: "that the company encourages content that angers, polarises and divides". On the other hand, he says that "internal studies show that the company is lying to the public about significant progress against hate, violence and misinformation" (Zornoza, 2021 para.3).

According to the Facebook engineer, "it doesn't matter whether the information is true or false" (Genbeta, 2021 parr.12). The algorithm does not prioritise this aspect and Haugen says that, "it is since 2018 that this aspect is so marked. In fact, he recalled how European leaders have openly questioned this fact" (Genbeta, 2021 parr.12). With this, the former employee says: "Facebook makes more money when more content is consumed. People engage more with things that provoke an emotional reaction. And the more anger they are exposed to, the more they interact and the more they consume" (Perez, 2021 para.12). These internal studies point, Haugen argues, to the fact that "Facebook has been lying about significant progress against hate, violence and misinformation. According to an internal report, after all the changes, hate on the platform would have been reduced by 3-5%" (Perez, 2021 para.11). Haugen accepted the job at Facebook in 2019, making it a condition to work against disinformation on the platform.

One of the serious problems Haugen sees is that, as users: "You have your phone. You could see 100 pieces of content if you sit down and scroll for just five minutes. Facebook has thousands of options it could show you. The algorithm chooses among these options based on the type of content you have interacted with most in the past" (Genbeta, 2021 parr.11). Facebook is showing us in our 'Feed'. This is where the famous algorithms come into play, deciding what the consumer sees and does not see. The algorithm chooses some content over others "Social networks make us sick" accuses the platform of being intentionally as addictive as tobacco (Araújo, 25 September, 2020). All these statements by Haugen have put the social network in the spotlight of an ethical debate.

An internal audit warns Facebook that its inaction in the face of hate speech is "a step backwards for civil rights" (Araújo, 10 July, 2020). According to the former directive, when we are confronted with an information space that is filled with exalted, hateful or polarising content, social peace is somehow breached: "it erodes our civic trust, it erodes our faith in others, it erodes our ability to want to care for others" (Genbeta, 2021 parr.8). As a consequence, according to Genbeta (2021) "today's version of Facebook can fragment our societies and cause ethnic violence around the world" (para.8), he said in reference to hate
crimes that take place from some people to others because of their skin colour or religion. And he recalled "the ethnic cleansing that took place in Myanmar in 2018, when the military used Facebook to present its genocide and encourage hate speech towards the Rohingya ethnic minority" (Genbeta, 2021, para.9).

The differences between nudity in pornography and a nude body in art are not at all clear; the AI's selection is bizarre. The most emblematic statues of the renaissance have already been victims of this problem. On the other hand, we know about sex trafficking through the net. It has been discussed in the past how Facebook and its social media empire cares more about people's bodies than about racism or hate speech. The Vienna Tourist Board said that "museums in Austria's capital have faced many online challenges in displaying their works. After Vienna's Natural History Museum posted images of the Venus of Willendorf, a 25,000-year-old Palaeolithic limestone statue", Facebook deleted the images and labelled them pornographic. "In 2016, Facebook removed the Pulitzer Prize-winning photograph "Napalm Girl", which shows a naked girl fleeing a napalm attack during the Vietnam War. The photo had to be restored after AI censorship, reminding us of the long list of photographs removed by Facebook in its history. Facebook, and other social networks, may even have more excuses to remove nude images in part because of the threat of SESTA-FOSTA, a US law against sex trafficking" (Bécares, 20 October 2021).

Another source of debate and dispute is Facebook, which found itself in trouble after a new bias in its algorithms was revealed that had discriminatory results. In this case, the company was the cause of controversy: "after it became known that Facebook's AI labelled a video of black people as "primates", the social network apologised and said that the error was "unacceptable". In this case the company was controversial because its AI labelled a video with black people as primate-related content" (Erard, 6 September 2021, parr.1). The gross labelling error caused by the artificial intelligence was detected.

According to the report, the video in question belongs to the British Newspaper Daily Mail. It was uploaded to Facebook on 27 June 2020 and, as described by the NYT, shows "black men in altercations with white civilians and the police" (Erard, 6 September 2021 parr.3).

Below the player, the social network's recommendation algorithm "asked users if they wanted to continue watching videos about primates" (Erard, 6 September 2021, para.3). The problem that is putting Facebook in trouble is not new. Several companies have come under scrutiny in recent years for algorithmic biases that favour discrimination. This has been seen mainly in facial recognition technologies that "are especially erratic when processing dark skin tones" (Erard, 6 September 2021).

Another clear example, at Facebook "hundreds of engineers are rebuilding how its ads work, as announced by Graham Mudd" (Bécares, 11 August 2021, parr.2), one of the company's top advertising executives. "Facebook claims it needs to track us to make Instagram free, and the question is who would pay €2 a month if they made it paid" (Bécares, 3 May 2021). Facebook's new rhetoric about making advertising more privacy-conscious could even be considered a defeat considering its previous statements about its use of people's information. Take its big campaign to object to Apple's ad tracking on the grounds that it was acting anti-competitively and hurting small businesses that relied on ads to reach customers: "Now Facebook says it is working on new approaches that respect privacy. It is worth remembering that it also has to do this because of legislation" (Bécares, 11 August 2021 para. 6).

The European Union is considering a ban on micro-targeted ads as part of a broad legislative proposal called the Digital Services Act, and the US government has recently signalled its "interest in monitoring "user surveillance" by "dominant internet platforms" (Bécares, 11 August 2021 para. 6).
Two years ago, "Apple threatened to remove Facebook and Instagram apps from its app shop" (Clarín, 2021). They were concerned that these platforms were being used as "a tool for trading and selling handmaids in the Middle East. In internal documents they stated that they were underestimating "confirmed abusive activity". There were domestic workers from the Philippines who shared on their social media accounts of being abused. Within Facebook, "you can see accounts with posed photographs of African and South Asian women, with ages and prices listed next to their images" (La Nación, 25 October 2021). The newspaper 20 Minutos (2021) notes that: "The Philippine government has a team of workers assigned to track" Facebook posts in an attempt to protect its citizens seeking work in Middle Eastern countries (AP, 25 October 2021).

Apple CEO Tim Cook criticises Facebook and others for not respecting privacy. According to Cook, these networks prioritise "conspiracy theories and incitement to violence" (Bécares, 29 January 2021). These are topics that engage more people in these conversations. In this way, the companies that run these social platforms have the opportunity to collect more personal information from citizens and thus have more data to sell.

Another scandal was the recent communications outage, which not only created chaos that ended up costing billions of dollars in losses, but also revealed the need for the use of this network by users. As a consequence, the CEO apologised for the fall of Facebook, WhatsApp and Instagram, somehow avoiding further criticism. In his own words: "Facebook, Instagram, WhatsApp and Messenger are back online now. Sorry for the disruption today. I know how much you rely on our services to keep you connected to the people you care about," Zuckerberg said in a terse message posted on his popular social network to alleviate the crisis cabinet (La voz de Galicia, 2021 parr.3).

The Metaverse project

Another demand that will not be easy to achieve is that of a report on the problems that may arise from the development of the metaverse, such as possible psychological or human rights harms caused by the use and abuse of the platform, and whether these can be avoided or are inherent to the evolution of the technology. Once this is done, and with all the information available, they are calling for a non-binding advisory vote by the board on whether shareholders consider it appropriate to proceed with the implementation of Zuckerberg's grand project. This CEO is gambling everything on the metaverse, and he is taking a huge risk. No tech company has ever invested so much in a single project to date. For example, this group is requesting that, "Meta produce a report analysing why the company's moderation policies have not been effective in controlling the dissemination of hateful, violent or misinformation content, and that this research be presented to the shareholder meeting. They also call for a further investigation to measure the actual and potential impact of targeted advertising on the human rights of users of the various platforms that make up Meta, and for that information to be published on the company's website by 1 June 2023" (Rodriguez, 2021 final).

Zuckerberg appears not only as CEO of the company, but as an individual defendant, exposing the social media mogul for the first time to possible financial and even criminal penalties. Racine believes that, in this case, "adding Mr Zuckerberg to the lawsuit is fully justified, and sends the message that any corporate leader, starting with the CEO himself, should be held accountable for his own actions" (Merino, 20 October, 2021 para.1) The metaverse is a hypothetical, but it is one that is likely to become a reality in a few years. "Facebook already has a gigantic list of plans to be the leading provider of virtual space for people to escape the real world" (Gonzalez, 28 October 2021 final).
Just as the company has a few years to try to do better this time, we as users also have a few years to consider its less bright and optimistic implications. "The internal business restructuring will make "Metaverse" the new Product group that will encompass all the different Augmented Reality and Virtual Reality related developments that the company holds" (Miguel, 2021 para.7). "Metaverse", the term used by Facebook to define its next steps in building a virtual universe that functions as "the next version of the internet", is so popular that it functions as a noun with a life of its own. Don't call it Facebook, call it Meta. The company changes its name and bets everything on the metaverse. The metaverse in Facebook's idea: a three-dimensional virtual zone in which humans, represented by avatars, interact in various ways. It is an evolution of the internet. Metaverse users access the environment through terminals that project them into the virtual environment.

"Mark Zuckerberg kicked off Facebook Connect 2021 by talking about the future, and for him it has only one name: the metaverse" (González, 28 October 2021). The Facebook CEO and company spent more than an hour describing a virtual world in which we will all want to live and, of course, spend money. The idea is by far a new one and virtual worlds are a thing of the past thanks to video games. However, Facebook's grand vision is to turn this into a kind of alternate reality in which to live, in the manner of the film, Ready Player One: "In fact, Zuckerberg believes the metaverse will replace the mobile web in the future and transcend the plane of screens" (Gonzalez, 28 October 2021). The problem is that no such world currently exists, and if it did, there is no way to enter it. Again, however, none of this is really accessible. Such spaces would require virtual and mixed reality equipment that simply does not yet exist, let alone be accessible to the masses, but which "Facebook clearly wants to build. Oculus is a sample of this and will be the starting point" (Gonzalez, 28 October 2021).

Facial recognition

Facebook's facial recognition had been active and at the centre of privacy debates for several years, and was intended to recognise members of the social network in any photo uploaded to it. Two years ago we even saw intentions to use mobile phone cameras to recognise faces wherever we go, something that made more than a few people panic. That doesn't mean that Meta is no longer interested in facial recognition: "the company advocates the technology to help people know when someone uploads photos of them, to unlock devices like Apple's Face ID or to prevent fraud" (Lopez, 2 November 2021 para.3). However, "at the same time, he admits that there are "growing concerns" in society and that nothing is yet clear at the regulatory level" (López, 2 November 2021 para.3).

Facial recognition systems are becoming increasingly common in everyday technologies. Mobile phone unlocking is the most obvious example, but not the only one. "We've seen for example facial recognition in security cameras, as we are sure to wonder, not so much according to new research, which has shown that this system can be bypassed with a virtual face" (Rus, 13 August 2021, para.2). Artificial intelligence is used to recreate a face that meets most of the face characteristics that facial recognition systems look for. Creating a face similar to the majority of the population is all it took for these researchers to overcome a number of existing facial recognition systems. "The researchers' moral of the story is that facial recognition systems may not be as secure as they seem. They propose using alternatives or extra checks so as not to rely entirely on a facial recognition system that, as we can see, is relatively easy to circumvent" (Rus, 13 August 2021, final para.).
TextStyleBrush

Then it’s the turn of the project about handwriting. A new Facebook project manages to imitate most handwriting by reading a single word. Based on this word, the artificial intelligence learns what the typeface looks like and uses it to write any text: "TextStyleBrush is the name of Facebook AI's new project. It is an artificial intelligence that can copy the style of a text found in a photograph. What undoubtedly makes it impressive compared to other similar artificial intelligences is the small amount of data it requires: just a few letters from a word. In other words, you could theoretically write your name and the AI would know how to imitate your handwriting" (Rus, 14 June 2021 para.2). Facebook explains that while most AI systems can do this with specific tasks, in this case TextStyleBrush is flexible enough to understand all types of fonts from real environments. That is, it understands texts with all types of calligraphy, applied styles, thicknesses, colours, shading or rotations without apparent problems. They indicate that to achieve this, its artificial intelligence tries to understand the typography it analyses from a more holistic point of view.

Rus comments: "They say there are still limitations and specific points to overcome, for example when the AI has to deal with metallic text and reflections" (Rus, 14 June 2021, final para.).

The actual usefulness of having an AI copy your handwriting. As is often the case with such developments in artificial intelligence, it can have both positive and potentially negative ethical consequences: "In theory such an AI could be used to forge someone's handwriting and speak on their behalf, for example" (Rus, 14 June 2021, para. 5). But also for positive applications. For example, it can be used to instantly translate real-world texts by simply photographing or pointing the camera. Be that as it may, for the time being it is only a public research by Facebook. We’ll see if in the next few trials the improvement can become popular when applied to a real app or tool.

Glasses research and Immersive realities

A recent foray by Facebook into the realms of augmented reality (AR) could have a significant impact on the limits of artificial intelligence (AI) and its presence in our daily lives. "Just days after unveiling its AR glasses produced in collaboration with RayBan, Mark Zuckerberg's company announced the development of a project that could teach AI to understand the world as we see it." A quick glimpse of this process among others, Facebook keeps a record of all the websites you visit: "However, to reach this end, Facebook's experiment would have to see, hear and remember the personal information its users perceive on a daily basis" (Olaskoaga, 2021). In this vein, Facebook also announces work on virtual reality: "The company has already commercialised a popular virtual reality headset, the Oculus Quest 2, and plans to move from VR to augmented reality in the next few years" (Gilbert, 15 October 2021).

Facebook is researching AI systems to see, hear and remember user actions. Now the company's intentions with its AI developments are revealed. "If you were suspicious of their glasses in collaboration with RayBan, you were right" (Márquez, 2021, parr.2). Recording your day through a pair of glasses and sharing your life with the company has consequences. What is done with all that information? Although they assure users that they will be protected. Now, through research, it aims to discover the scope of its technology: "We know that Facebook is investing a lot of resources in its smart glasses and augmented reality, but at the moment, beyond recording video and taking photos, they don't have great capabilities. That could change in the future thanks to artificial intelligence. How? Well, one of the possibilities is to give the AI the ability to understand what is seen from our eyes, listen and manage to "remember scenes" (being able to answer questions like "where did I leave my keys?") or "remember words" (being able to answer questions
like "what did John say the other day?"). A most striking project that at the same time generates multiple doubts" (Pérez, 2021, parr.1 and 2).

Facebook wants the artificial intelligence of the future to be able to "forget" irrelevant data. "Researchers at the social network are working on a method to train an AI to forget information that loses relevance. They would achieve this by setting expiry dates. Facebook's AI project is very interesting, especially in times when the volume of available information is increasing. For this reason, the researchers propose a method called Expire-Span. It is designed to enable artificial neural networks to more efficiently classify and store information related to the tasks they have to perform" (Erard, 5 September 2021).

Facebook uses AI to remember everything the user does: "Facebook has developed a system for its Artificial Intelligence (AI) mechanisms that teaches them to forget certain information when it is not important to perform their functions, saving on memory and processing costs. The new technology, called 'Expire-Span', is 'the first operation of its kind' according to the company, and aims to make AI neural networks resemble the workings of the human brain, which constantly forgets data, as Facebook said in a statement" (Altmann, 14 May 2021, paras 1 and 2). The use of Expire-Span offers benefits to some common AI mechanism tasks such as character-level language modelling, and improves efficiency in long-term context tasks in language, reinforcement learning, object collision and algorithm tasks.

Facebook has been shown to profit from every piece of data given to the platform: "One point that is very much worth commenting on is Facebook's ability to make money from users who do not pay for the service. The average monthly revenue per user (globally) was $1.99 during the last quarter. 'If we narrow it down to users in the US and Canada, the figure is much more impressive: $8.63 per month per user. More than what is achieved by services like Netflix or Spotify, directly paid services that, between family accounts, trial months or specific discounts have lower average revenues'. 'This is possible thanks to Facebook's use of our data. Theoretically, and security scandals aside, Facebook does not sell our data to third parties, but sells third parties access to us thanks to the use of our data' (Lacort, 2018 parr.7,8 and 9).

Ego4D

This may change in the future thanks to artificial intelligence. One of the possibilities is to endow AI with the ability to understand what is seen from our eyes, to listen and to "remember scenes", being able to answer questions such as: "where did I leave my keys" or "remember words", "what did John say the other day?" (Erard, 2021). A most striking project that at the same time raises many doubts about the ethical ground in terms of the use applied: "Ego4D is a long-term project in which Facebook plans to investigate the ability of AI to understand and interact with the world as we do, from a first-person perspective" (Márquez, 2021 parr.4). The company's ambitions with AI projects are becoming increasingly troubling from an ethical standpoint. As certain devices will give it the power to constantly analyse people's lives using material obtained from first-person recording. In the media, privacy is still at stake. For the moment, "Zuckerberg's company says it is only a research project and not a commercial development" (Márquez, 2021 para.6). Hard to believe, when they have just released a pair of glasses that can provide results from this research. His ideas about product projection are not far-fetched, as many technology companies have a similar vision regarding the uses of Artificial Intelligence and Augmented Reality: "With the entry of Metaverso, it would seem impossible not to think about such developments" (Márquez, 2021 parr.7).

Ego4D is Facebook's project for AI to see as humans see. Its development belongs to the artificial intelligence department where, in collaboration with 13 universities around the world, have created a
database to teach AI to understand the typical images and photos recorded from first-person devices "The Ego4D project is a powerful exercise in the impact that artificial intelligence can have. Algorithms where the more information we give it and the more we let it into our daily lives, the more accurate the answers it can give us" (Pérez, 14 October 2021 final). Where to draw the line is also an important debate that will need to be addressed.

While it is common for algorithms to work with datasets of videos and photos seen from afar, Facebook wants to anticipate a situation where first-person videos become more common. The problem is that while the AI is able to identify an image of a fair, it does not have such an easy time when the image of the fair is from the perspective of the person viewing it. The same is true for all kinds of situations where the angle is not from afar: "Next-generation AI systems will need to learn from a completely different kind of data: videos that show the world from the centre of the action, rather than on the sidelines" explains Kristen Grauman, a researcher at Facebook (Perez, 14 October 2021, para.4). According to Gilbert (2021): "Ego4D, which will use data "from 13 universities and labs in 9 countries, which have collected more than 2,200 hours of first-person video in a variety of settings, and drawn from the routines of up to 700 participants" (Gilbert, 2021, para.4). As Facebook explains, this is a twenty-fold increase in the amount of material that was available to help train the algorithms. (Perez, 14 October 2021, para.5).

If we consider how useful it might be for AI to be able to see and hear everything we do in the first person, we discover several utilities: "The Facebook team suggests five possibilities: Episodic memory: asking when something happened. By having a record of our life, the AI can answer questions that in many cases only we know. Prediction: anticipating certain routine steps. For example, in a recipe, the AI can warn us if we have skipped a step. Manipulation of objects: the AI can guide us to perform certain steps, for example, playing an instrument or giving instructions on how to position our body. Audiovisual diaries: by having a record of what we see, it would be possible to ask who said what and when. And so, for example, remember what number the teacher said or what time he/she stayed. Social interaction: by improving first-person understanding, algorithms could help improve vision or sound" (Perez, 14 October 2021, para.6 onwards). Huge potential... at the cost of teaching it our point of view. The possibilities of applying artificial intelligence from the point of view of the user's eyes opens up many possibilities, but also raises many privacy concerns. "Ten days ago, the leak of a gigantic database of Facebook users was revealed; data on 530 million people from all over the world, of which 11 million belonged to people living in Spain. Within this data are of course telephone numbers, dates of birth, places of work and, in some cases, the type of civil relationship" (Castillo, 2021, par.1).

Ego4D, Facebook's project to make AI see as humans see, its development belongs to the artificial intelligence department where, in collaboration with 13 universities around the world, they have created a database to teach AI to understand the typical images and photos recorded from first-person devices "The Ego4D project is a powerful exercise in the impact that artificial intelligence can have. Algorithms in which the more information we give it and the more we let it into our daily lives, the more accurate the answers it can give us" (Pérez, 14 October 2021 final). Where to draw the line is also an important debate to be addressed.

While it is common for algorithms to work with datasets of videos and photos viewed from afar, Facebook wants to anticipate a situation where first-person videos become more common. The problem is that while the AI is able to identify an image of a fair, it does not have such an easy time when the image of the fair is from the perspective of the person viewing it. The same goes for all kinds of situations where the angle is not from afar: "Next-generation AI systems will have to learn from a completely different kind of data:
videos that show the world from the centre of the action, rather than from the margins" explains Kristen Grauman, a researcher at Facebook (Perez, 14 October 2021 para.4). According to Gilbert (2021): "Ego4D, which will use data "from 13 universities and labs in 9 countries, which have collected more than 2,200 hours of first-person video in a variety of settings, and drawn from the routines of up to 700 participants" (Gilbert, 2021, para.4). As Facebook explains, this is a twenty-fold increase in the amount of material that was available to help train the algorithms. (Perez, 14 October 2021, para. 5).

Data management

Another intriguing controversy, about data privacy and the ethical consequences of AI, is "why Louis Barclay, a developer at the company who designed a tool that allows users to remove news stories that appear on Facebook, has been permanently banned from the tech giant's platform" (Asher, 2021, para.1). Barclay had been the creator of a browser extension called Unfollow Everything: "Louis Barclay, a UK-based developer, is the creator of a browser extension called Unfollow Everything. It allowed users to automatically unfollow all their friends and pages on Facebook, leaving their newsfeed blank. Barclay uploaded the Unfollow Everything app to Google Chrome in July 2020. The scientists wanted to study the impact of not having a news feed on how satisfied Facebook users were, as well as the amount of time they spent on the platform. In July of this year, Barclay received a letter from Facebook's lawyers, ousting him from the company" (Asher, 2021, para.2). Yet another example of how AI interferes with the way we think, as it selectively chooses the people, news and propaganda it wants, impacting the minds of users, without being able to delete and discard such content.

There is also the OnlyFans platform with exclusive sexual content: "OnlyFans is a subscription platform for exclusive and explicit sexual content. In it, there are profiles similar to those of other social networks, such as Facebook, Twitter or Instagram, but with the difference that to ‘follow’ or subscribe to someone's content you might have to pay”. According to Avila (2021) there are free subscriptions: "There are also free subscriptions, from content creators who show their material without having to pay for it, and who generate income through other alternatives as part of their actions, or simply do not profit through the platform" (Avila, 2021 para.2). "Some media have labelled the service as a mechanism that facilitates virtual prostitution" (Avila, 2021 para.5).

Facebook's algorithm that conditions what is seen on users' home pages has been a common controversy for many years: "People's use (or participation) in the social network is decreasing. They saw that people were hiding 50% more posts" (Bécares, 26 October 2021, para.5). "What did happen is that they browsed more content in Groups, which is where they could find more posts of interest to them. Meaningful social interactions - the comments between friends that Facebook optimises - also dropped by 20%" (Bécares, 26 October 2021, para.6). Other projects were also carried out that were able to conclude how Facebook's algorithms can direct users towards divisive content. "The project also concluded that Facebook's algorithms can lead users down the path of conspiracy theories" (Bécares, 26 October 2021, para.9).

The discrepancy between Facebook's public claims about the effectiveness of its AI and the reality of the user experience has long baffled researchers and other regular users of the platform: "AI has minimal success in removing hate speech, violent images and other problematic content, according to internal company reports" (Wells et al, 18 October 2021 para.1).

On hate speech, the documents show, Facebook employees have estimated that "the company removes only a fraction of posts that violate its rules, a low single-digit percentage, they say. When Facebook's algorithms
are not confident enough that content violates the rules to remove it, the platform shows that material to
users less frequently, but the accounts that posted the material go unpunished. Employees were analysing
Facebook's success in enforcing its own rules on content that it details internally and in public documents
such as its community standards" (Wells et al, 18 October 2021 para.3).

The Wall Street Journal series, based on documents and interviews with current and former employees,
describes how "the company's rules favour elites; how its algorithms foster discord; that it has long known
that drug cartels and human traffickers openly use its services; and how anti-vaccine activists use Facebook,
among other issues. An article on the effects of Instagram on the mental health of teenage girls prompted
a Senate hearing in late September. Examples of content that Facebook's AI should have detected but could
not be seen include close-up videos of a person shooting someone and videos of car crashes with "visible
dismemberment and entrails", according to the documents. "Other violations of Facebook's policies that
were leaked through AI included violent threats directed at transgender children" (Wells et al, 18 October
2021 para 22).

In March, another team of Facebook employees came to a similar conclusion "estimating that these systems
were removing posts that generated between 3% and 5% of hate speech views on the platform and 0.6% of
all content that violated Facebook's anti-violence and violence policies. Incitement" (Wells et al, 18 October
2021 para.9).

In 2016, pop star Selena Gomez flew to Facebook's Menlo Park headquarters to pose for photos with
Zuckerberg and Facebook COO Sheryl Sandberg to celebrate her status as the most-followed account on
Instagram. Not long after, she was shocked to read a comment from a user on one of her Instagram posts:
"Go kill yourself," according to the star's spokesperson, (Wells et al, 18 October 2021 para.44).

Another episode is hate speech in regional elections: In March, staffers preparing for regional elections in
India said hate speech was a major risk in Assam, where there is growing violence against Muslims and
other ethnic groups. "Assam is of particular concern because we do not have an Assam hate speech
classifier," according to a planning document (Notimundo, 2021).

AI must also be trained in foreign languages. The social network's algorithms present problems when it
comes to combating violence against minorities or human exploitation. According to a December 2020
memo, "that report also makes public Facebook's inability to address hate speech and harmful content
outside the United States. In fact, hate speech and misinformation is substantially worse among non-
English speaking users, according to the Facebook Papers. Much of Facebook's moderation infrastructure
is not sufficiently resourced to operate in languages other than English, and its software has difficulty
understanding, for example, certain dialects of Arabic" (The Debate, 2021 para.7). In that sense, "Facebook's
moderation algorithm was only able to identify 0.2% of the harmful material in Afghanistan. The rest of
the harmful content was detected by staff, even though the company lacked moderators who spoke Pashto
or Dari, the country's main languages" (The Debate, 2021 para. 8).

Globally there are concerns about the use of the platform, "Facebook's artificial intelligence content
moderation is unable to read some of the languages used on the platform. Facebook employees have
expressed concern about how the system has allowed the platform to be used for nefarious purposes,
according to documents seen by The Journal" (Channels, 2021, para.1). A former vice president warns: "A
former vice president of the company has explained to the newspaper that Facebook perceives the potential
harm in foreign countries as "the cost of doing business" in those markets" (Channels, 2021, paras 7 and 8).
Thus, "drug cartels and human traffickers have used Facebook to recruit victims" (Canales, 2021, para.10).
Or the use of Facebook to incite violence: "In Ethiopia, some groups have used Facebook to incite violence against the people of Tigrayan, content that went unnoticed due to the lack of moderators who speak the native language. The company had also failed to translate its community rules into the languages used in that region, according to the Wall Street Journal" (Channels, 2021 para. 13).

A team of more than 350 specialists at Facebook is focused on stopping these organisations and trying to detect risks. Facebook has a huge blacklist full of names of users with criminal and terrorist backgrounds: "Individuals and organisations from all five continents are registered on this list, which Facebook has never wanted to make public for, among other reasons, ensuring the "safety" of its employees. Facebook uses this list to veto content and conversations that can be generated on its platform and that explicitly mention names such as those on the list. Drug cartels, criminal gangs, terrorist organisations and even political parties complete a list with thousands of entries. The list dates back to 2012, when voices began to be heard warning of the risk that these social networks were being used by terrorist organisations to propagandise and recruit new recruits. The list was also key after many experts singled out Facebook for facilitating the assault on Capitol Hill earlier in the year" (Aguilar, 2021, para. 1).

This algorithm affects agencies and advertisers, they cannot rely on the reach of organic traffic because, as we have seen, it practically no longer works, they have a limited budget with which they have to maximise results, unless the Digital Marketing agency is highly specialised in a specific sector, it usually has clients from different sectors and, not knowing in depth all their audiences, they may have added difficulties when it comes to achieving results with some Facebook campaigns.

Facebook's artificial intelligence systems sift through billions of posts looking for items that might match the company's definitions of content that violate its rules. The screening algorithms, called classifiers, are the foundation of the company's content moderation system. Building these classifiers is laborious and complex, requiring an army of humans to flag a large number of posts according to a set of rules. Engineers then take these examples and train their systems to determine the likelihood of other posts violating the rules.

Facebook executives have long said that AI would address the company's chronic problems by keeping what it considers hate speech and excessive violence, as well as underage users off its platforms. However, the problem is not over: "Facebook's algorithm today has little to do with what it was a few years ago. Now the algorithm is far more complex and uses AI - specifically machine learning - to help users connect with other users rather than to help them consume content in isolation" (Nielfa, 2022, -Artificial Intelligence and the Facebook Ads algorithm-).

There are other applications with positive feedback: "Facebook's algorithm can predict up to 96 hours in advance whether a patient is going to show deterioration. Since April last year, Facebook AI has been creating and sharing disease prognostic models to help health experts determine how best to plan and allocate resources in their area. Now, they are open-sourcing all of them for governments and researchers to use" (Hernandez, 2021). Facebook points out that these models are research solutions intended to help hospitals in the coming days and months with resource planning: "A model for monitoring and forecasting covid-19 or improving learning environments for robots are some of the announcements made by the company during the Facebook AI Innovation Summit" (Hernandez, 2021).

A deepfake is a video in which a person's voice and face are changed by artificial intelligence software, making the altered video look authentic: "Facebook has developed an artificial intelligence that wants to identify deepfake images and then track down their creators" (Erard, 2021). This technique is mostly used
with public figures: "Deepfakes abound on the web and some are very difficult to identify. The technology behind these fakes allows for increasingly realistic end results, and that is a real concern. Facebook is one of the many companies working on tools to detect them, and in the last few hours it has unveiled some notable advances. The social network has teamed up with Michigan State University (MSU) to develop a method that not only aims to identify deepfakes, but also to trace their origin. What does this mean? It means that, from the analysis of an image, the technology can determine whether it was artificially generated and detect which generative model was used to produce it" (Erard, 2021 par 1 and 2).

**Good practices...or bad practices?**

**Positive and negative impacts of Facebook´s algorithms**

As discussed in previous sections, Facebook’s use of algorithms has positive and negative impacts.

Journalists have highlighted more the negative ones: the company is an example of bad practice in relation with privacy of users, the fuel of division, the promotion of hate, the spread of fake news, and the profound impact on the emotional and physical health of teenagers.

Literature has also emphasised more the negative impacts: Facebook may seem like a social network on its surface, but its real business is trading in influence through personal data. It is more a personalized advertisement platform than a social medium (Veliz, 2021). There is a report of the british parliament that compares Facebook with a digital gangster (House of Commons, 2019).

Researchers coming from the technological field have also raised concerns. Although machine-learning used by Facebook could have a positive impact in disinformation governance, “there are several challenges that still need to be addressed. Firstly, artificial intelligence tools are not only used to counter disinformation, but they are accelerating the threat, for example by providing systems to generate fake news, images and videos. Secondly, once a detection system has been deployed, malicious actors can modify their behaviour or exploit adversarial attacks to avoid detection. Therefore it is necessary to devise detection systems that are robust to changes in the underlying distribution of the data. Finally, there is a general lack of solutions that effectively combine together multiple modalities (text, video, speech and network analysis), therefore providing more robust and accurate solutions” (Camacho, David28. Special Session at the International Joint Conference on Neural Networks (IJCNN) 2022. In conjunction with IEEE World Congress on Computational Intelligence (WCCI) 2022).

A good practice which can be highlighted is in relation with minors: Facebook is not going to use Instagram Kids application, which has been developed recently. It is due to concerns related to minor’s rights (https://about.instagram.com/blog/announcements/pausing-instagram-kids).

Facebook had an opportunity to show the world their engagement with people’s rights in the study called Experimental evidence of massive-scale emotional contagion through social networks (Kramer et al., 2014). It was a collaborative Research Ethics endeavor between Facebook and Cornell University's Department
of Communication and Information Science. In it, Facebook researchers directly manipulated Facebook users’ news feeds to display differing amounts of positive and negative posts from the people they followed in order to determine whether their subsequent posts were affected by the positivity or negativity of the set of posts they were viewing. This effect, that more positive or negative posts read by a user could change their own emotional state positively or negatively, is the ‘emotional contagion’ referenced in the article. Facebook allowed the scientists (both internal and those from Cornell) access to the huge amount of data that was produced by manipulating what Facebook users saw according to computerized determination of positivity and negativity levels.

A good practice could have been also the commission Facebook did of a Human Rights Impact Assessment (HRIA) to evaluate its role in the genocide of the Rohingya in Myanmar. The HRIA was found to be largely ineffective at uncovering the human rights harms of Facebook’s AI-enabled tools and identifying appropriate mechanisms to mitigate those harms moving forward (Latonero, 2021).

As it is highlighted by the literature (Benesh, 2020) “Facebook, Inc. is quietly running the largest system of censorship the world has ever known, governing more human communication than any government does, or ever has”. There is a problem with the human rights impacts of the companies: they can not be held accountable for impacts produced outside their main establishment country. The United Nations treaty on Business and Human Rights is not legally binding yet. For this reason, rights of citizens affected by bad practices can not be enforceable yet.

There are some examples of good practices in some other social networks, as Care2.com (http://www.care2services.com/online-social-action-network) is an online social action network with over 50 million members around the world. Care2 was founded in 1998 with a simple mission: to help make the world a better place. Today, Care2 is a highly-engaged social network of over 40 million citizen activists standing together for good and making extraordinary impact - locally, nationally and internationally - by starting petitions and supporting each other’s campaigns. Care2 has been a pioneer of online advocacy since its inception. They provided the first central platform for online petitions, and were the first to help nonprofit organizations tap into this passion to grow their organizations. Care2 has now helped 2,000 nonprofit organizations recruit more than 50 million donor leads.

The Care2 community realizes the power of online petitions in a world where the government can be frustratingly ineffective. Together, they have protected wolves around Denali National Park, won justice for victims of discrimination, saved dogs from euthanasia, helped get GMOs out of Hershey chocolates, stopped an old growth oak grove from destruction, shut down an abusive farm, stopped the killing of rare owls, and much more.

Another good example is Networks For Good (https://networksforgood.com/ ) whose key function is the user's ability to create their own groups, events and share their experiences and beliefs with others in the business. By doing so, this creates a new level of meaningful engagement and generates positive momentum in delivering a meaningful engagement strategy across an organisation that will secure lasting relationships between employers, employees, members and organisations.

The role of digital rights

Facebook’s algorithms have positive and negative impact on digital rights (positive, in the right to digital health, for example; negative, in the right to privacy and data protection, equality, freedom of expression, free information).
The European Commission unveiled recently two of the most important components of its digital agenda: the Digital Services Act (DSA) and the Digital Markets Act (DMA). The DSA proposal introduces new rules on how online marketplaces and content hosting platforms deal with illegal content, including special transparency and auditing obligations for very large platforms with more than 45 million monthly active users in the EU, a threshold surpassed by several services including Facebook, YouTube, Twitter and TikTok. The Commission did not force platforms to monitor and censor what users say or upload online.

The proposal for a Regulation (DSA) takes over the same two principles as the e-commerce Directive, namely that they are not liable for illegal content that they host or transmit, as long as they do not have actual knowledge of it, and that there is no general obligation to monitor to prevent the publication or transmission of such content. It therefore maintains the general legal framework of liability of the Directive, but nevertheless introduces new obligations for hosting service providers and online platforms: the creation of specific processes for requesting the removal of illegal content, the introduction of mechanisms for users whose content has been removed to defend themselves on the grounds of their right to freedom of expression and information, the obligation to cooperate with the competent authorities of the Member States in the process of removing illegal content and identifying certain users, the obligation to cooperate with the competent authorities of the Member States in the process of removing illegal content and identifying certain users, and the obligation to ensure that users are able to exercise their right to freedom of expression and information (Pérez de las Heras, 2022).

The DSA includes a number of due diligence obligations: some affect all intermediary service providers and include, among others: the establishment of a single point of contact for direct communication, the designation of a legal representative in the Union in the case of providers not established in the Union but providing services on European territory, information in their general terms and conditions on the restrictions imposed by the intermediary on the use of their services, including the content moderation policy and the use of algorithmic decision-making systems (Art. 10-12).

The DSA recognizes a second set of additional obligations specifically addressed to online platforms, unless they are small and medium-sized enterprises. These specific obligations include the establishment of internal complaint systems to handle the possible removal of illegal content, cooperation with out-of-court dispute resolution services, preferential treatment of takedown notices of illegal content handled by so-called "trusted reporters" (introduced in Art. 19 of the proposal), suspension of the use of the content of the platform (Art. 19 of the proposal) and the suspension of the use of the content of the platform (Art. 19 of the proposal), the temporary suspension of services to recipients with a continuous history of infringements, the reporting of activities suspected of constituting serious offences, the collection of information necessary to enable the traceability of business customers offering products or services on the platform and the proper identification of advertising displayed on its interfaces, including information on the criteria used to select advertising recipients (arts. 14-24). For large platforms, defined as those with at least 45 million active monthly users in the EU, additional obligations are added to identify potential risks and, where appropriate, mitigate them. These obligations include the preparation of a risk analysis to determine the risks related to the distribution of illegal content, the introduction of mitigating measures for the risks identified, the carrying out of independent audits once a year to monitor compliance, the description of the parameters used in their recommendation systems and the obligation to designate a compliance officer responsible for supervising compliance with the established tasks (arts. 25-33), (Pérez de las Heras, 2022).
The proposed Regulation provides also for a regime of public guardianship of these obligations. The monitoring and protection scheme is inspired by the GDPR system itself. Thus, a Digital Services Coordinator responsible for compliance with the future Regulation in each Member State and for processing user complaints is envisaged, as well as the creation of a European Digital Services Committee in which the competent authorities of each Member State will participate. Finally, a system of financial penalties is also envisaged in the event of non-compliance with the Regulation, although the Member States are given discretion to impose them within the limits established by the proposal, which can reach up to 6% of the service provider's annual revenue (Articles 40-49).

European lawmakers have the chance, with the Digital Services Act, to ensure that public interest researchers, including academia, journalists, and civil society organizations, have access to the data needed from large platforms.

Concerning impacts of Facebook algorithms on human rights, the Proposal of a regulation of the European Parliament and of the Council laying down harmonised rules on Artificial Intelligence (Artificial Intelligence Act) is also an important step. It is a risk-based framework and AI applications are categorised by unacceptable risk, high risk, limited risk and minimal risk. The facial recognition system would be high risk. Many other AI applications used by Facebook would be limited or minimal risk. These means less duties for the platform.

Another interesting regulation is the recent proposal of a European Directive on due diligence. The European Parliament has a Report with recommendations to the Commission on corporate due diligence and corporate accountability (2020/2129(INL)). The draft directive proposes that EU companies with more than 500 employees and a turnover of 150 million euros should be obliged to put in place specific measures to prevent human rights and environmental abuses along their supply chains, through so-called "due diligence". The draft proposes that in sectors with a higher risk of exploitation, such as agriculture and the fashion industry, it would apply to companies with more than 250 employees and a turnover of 40 million, while SMEs would be exempted. Companies from non-EU countries operating in the single market and above these thresholds would also be covered (Facebook could be an example). Under the Commission's proposal, companies could be held liable for damages committed by their subsidiaries, subcontractors and/or suppliers inside or outside their borders; and victims of these rights violations could file complaints in EU courts. This is an important step in establishing the right to remedy for victims of corporate malpractice.

Conclusions

Machine learning algorithms must put people first. Algorithms dominate our lives, and while some change our lives for the better, we are beginning to realise that letting a machine make decisions may not be such a good idea. Algorithms are beginning to dominate our reality: they do so when they recommend a song on Spotify, a series on Netflix or a purchase on Amazon, but also when they are in charge of choosing the best candidates for a job or granting a loan.

That makes for a bittersweet feeling about these algorithms that make our lives easier but also condition them: "we should be able to audit these algorithms to take back control of both those algorithms and our lives" (Pastor, 15 February 2017 paras. 1 and 2). Those who program these algorithms are humans with their own experiences and opinions that to a greater or lesser extent can end up affecting these systems: "This
means that we end up with algorithms that are biased, sexist, conditioned, subjective and as unfair as we ourselves are" (Pastor, 13 April 2018 para.25).

Humans are good at distinguishing which content can hurt sensibilities, but machines still have a lot of trouble differentiating between hate speech, race, sex, politics, etc. This is one of the great challenges of artificial intelligence. The problem of detecting such content and comments has not been solved perfectly by Facebook’s artificial intelligence systems, but Zuckerberg is optimistic about the future: "Humans are good at distinguishing what content can be hurtful, but machines still have a lot of trouble. Hate speech is one of the hardest problems to tackle, but I think artificial intelligence can get us there in five to ten years" (Mollejo, 2018, para.4). Zuckerberg insists on the use of artificial intelligence to "police" Facebook content. This would make it possible to differentiate directly and in real time when such content or comments are part of a debate and are acceptable, or when there is aggression involved and should be moderated and censored.

It is not entirely clear whether this is the system they use on Facebook to try to moderate and censor inappropriate content, but what is certain is that the system is used on Instagram: "Another problem in the air, that of DeepText and other similar systems is that of false positives: blocking comments and content that were not toxic" (Pastor, 13 April 2018 parr.19). It would classify the comment in special categories such as 'prohibited behaviour', 'racism', 'sexual harassment' or 'bullying'. "Among the main risks is that of false positives: the problem is that a word that has certain meanings can be understood differently depending on the context or the passage of time" (Pastor, 13 April 2018 parr.14). Google has also been working on this problem for some time. Therefore, we find light and shadows of AI as a moderator and content cleaner: "The problem is even more worrying when we see how those who most use artificial intelligence to filter, moderate or censor do so in a dangerous way; without apparent control" (Pastor, 13 April 2018 parr.14).

The role of the human being in ensuring that such content does not become toxic is more important than ever. Mark Zuckerberg’s social network has millions of users and thousands of posts per day. But there are those who break ethics and decide to spread false news, drug advertisements, harassment, racism. One of the people who fights for this "justice" on the social network is Joaquín Quiñonero, director of applied machine learning at Facebook. His 'weapon': artificial intelligence, the option for the future. Quiñonero came to Facebook after working at Microsoft" (Fiter, and Encabo, 18 November 2019, para.1). The latest data published by Facebook highlights how this technology is revolutionising its fight against this serious problem: "in recent months they have removed nearly 3.2 billion fake accounts and more than 11 million posts that incited hatred". The expert wanted to represent what kind of frauds the algorithms are up against (Fiter, and Encabo, 18 November 2019, parr.3). Artificial intelligence is also behind the identification of people appearing in photographs or videos.

This contribution concludes that platforms’ efforts to combat disinformation through AI are not enough. The international regulation framework (specially the European Union framework) is an opportunity to help platforms moderating contents.

The impacts of machine learning algorithms on ethical values and on human rights are many, both positive and negative. The second ones need more effort from different stakeholders, such as states, private sector, civil organizations and intergovernmental organizations.
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Introduction

The availability of the internet has had huge importance and significant effects on all aspects of people’s lives. It has brought many opportunities, connecting the world as never before. At the same time, it has resulted in new forms of human rights infringements, including the right not to be discriminated against.

Online discrimination is understood as denigrating or excluding individuals or groups on the basis of race, gender, sex orientation, age, disability, religion and beliefs through the use of symbols, voice, video, images, text, and graphic representation or the combination thereof, on the internet.

The discrimination on the internet can be direct - such in case of algorithmic bias or discrimination by design. Algorithmic discrimination includes biases incorporated into algorithms and codes that power machine learning and artificial intelligence systems resulting in systematic disadvantage of certain groups or people. This kind of discrimination is becoming increasingly common and requires regulation. Algorithmic bias can have very serious consequences, leading to unfair exclusion of a specific demographic or otherwise target group, for example in employment or housing. For example, Facebook offered “ethnic affinities” as a category which advertisers could use to target their campaigns. After a lot of negative public attention, Facebook discontinued using this designation.

Discrimination by design means that the way the website is made, enables discrimination. For instance, Airbnb’s main service requires each guest to create an online profile with certain information, including a genuine name and phone number. It also encourages inclusion of a real photograph. For Airbnb, the authenticity of this profile information is vital to the operation of the service, as it engenders a sense of trust and connection between hosts and guests. Guests’ physical characteristics may contain social cues that instill either familiarity and comfort, on the one hand, or suspicion and distrust, on the other. The sense of authentic connection that Airbnb is adamant about cultivating, however, has dangerous consequences in a market long plagued by discrimination against racial and ethnic minorities. After massive criticism, the Airbnb has taken measures to fight against discrimination. As of October 2018, rather than displaying a potential guest’s profile photo before the booking is accepted, hosts now receive a guest’s photo only after they’ve accepted the booking request. Additionally, Airbnb hosts explicitly agree to a standard and to
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29 The Select Committee on Communications, Regulating in a digital world, HL Paper 299, 2019, p. 3.
31 Facebook Lets Advertisers Exclude Users by Race — ProPublica, last accesses 8.5.2022.
32 Fair Hous. Council of San Fernando Valley v. Roommates.com, LLC, 521 F.3d 1157 (9th Cir. 2008)
adhere to a nondiscrimination policy that goes beyond what is required by law, in most jurisdictions. Additionally, specially trained teams have been brought in to handle discrimination complaints and enforcement.31

Another example of discrimination by design is the site Roommates.com which requires subscribers to express preferences in a dropdown menu that lists gender, sexual orientation, and family status as potential options. A participant had to share such a preference to find a match. In the US, the Fair Housing Act forbids advertising housing with any preference for race, sex or family status. The case was brought to trial by Fair housing groups, who accused Roommates.com of facilitating discrimination. A district court agreed, barring the website from soliciting information on users’ sex, sexual orientation or family status. However, the appeal court overturned the decision and found that it would be a serious invasion of privacy, autonomy and security “to prevent people from choosing roommates with compatible lifestyles”.34

Besides the discrimination by the platforms themselves, discrimination can be indirect—when internet users discriminate other internet users online using intermediaries (such as online platforms35). Such discrimination can take many different forms. It can occur in social networking sites, chat rooms, discussion boards, through text messaging, web pages, online videos, music, and online games. This issue opens difficult question on the scope of private authority and public regulation. Should the responsibilities of private tech companies derive from human rights law, terms of service, contracts or something else?36

Whilst algorithmic discrimination poses a challenge as it is often “hidden”—meaning that the users are often not aware they are being discriminated against—the discrimination users post on online platforms is more prominent and “visible”. As platforms such as Facebook, Instagram and YouTube are not traditional media publishers with editorial control, there is uncertainty about whether they should bear liability for the discriminatory conduct and comments their users post online. It is however uncontested that they do have great power to control the information available to the online users.37

Online discrimination may resemble traditional discrimination,38 but it can have more serious consequences, as the internet plays an essential role in our lives, shaping our conception of the world, our opinions and our values.

Online discrimination, just like any other discrimination is often motivated by hate or prejudice, and it is sometimes not possible to distinguish (online) discrimination and (online) hate speech.39

---

32 Roommate-matching site does not violate housing laws, court | Reuters last accessed 6.5.2022.
34 Human Rights Council, Report of the special Rapporteur on the promotion and protection of the freedom of opinion and expression, 2016, p. 3.
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speech covers many forms of expressions which advocate, incite, promote, or justify hatred, violence and discrimination against a person or group of persons for a variety of reasons. Internet has no borders, and discrimination online is a global issue that needs to be addressed at international, regional, and national level. The question is whether the current legislation is sufficient to provide for protection against the discrimination in the online setting. This study therefore aims, inter alia, at mapping out the existing legal solutions, accompanying policy measures, community standards and good practice to address and redress discrimination on online platforms.

By analysing existing regulations and community standards, we intend to evaluate which measures are best suited for preventing and redressing online discrimination, and we will eventually provide examples of best practices.

The paper starts with an overview of principle of non-discrimination in international and regional (European) documents. It then looks at the question of liability of social media platforms for the content posted by third parties. Outsourcing the task of defining the infringement and balancing human rights to private companies (privatization of justice) results in several complex legal issues.

The analysis ends with the conclusion on best practices which can contribute to achieve a goal of making the internet a better, more respectful environment where the infringements of human rights are minimized, and vulnerable groups are not exposed to discriminatory practices.

**Regulation of online discrimination**

There is no doubt the internet is going from the space of freedom to becoming more regulated. The result is that there is more accountability for the users and providers of content, as well as online platforms. The speed of technological change and its transnational character however make the regulation of digital world a challenging task.

Any interference by the state with freedom of expression and information must comply with the rule of law and meet the strict criteria laid down in international human rights law; it must be prescribed by law, pursue a legitimate aim and be proportionate. However, as argued by Jørgensen and Anja Møller Pedersen, the current regulatory schemes are insufficient to provide the standards and compliance mechanisms required to meet these standards. In addition, as it will be shown in the following, most of the sources of law deal with discrimination in general, and not particularly online discrimination, making the legal framework quite fragmented and complex, as the rules on intermediary liability come into play. This eventually leads to legal uncertainty for victims of online discrimination, as well as for the social media platforms which need to comply with the rules. Complex and fragmented laws can increase operational costs, potentially leading them to simplify by being too restrictive.

---

40 European Commission against Racism and Intolerance, Hate speech and violence (coe.int), last accessed 30.3.2022.
43 Jørgensen and Pedersen, p. 2.
International legal framework

The UN Framework recognizes that States have the duty under international human rights law to protect everyone within their territory and/or jurisdiction from human rights abuses. This includes both the positive and negative obligations of the state. Besides not infringing the citizens’ rights themselves, States have a duty to have effective laws and regulations in place to prevent and address human rights abuses and ensure access to effective remedy for those whose rights have been abused.\textsuperscript{44} Several international documents, such as the UN Charter\textsuperscript{45} and the Universal Declaration of Human rights,\textsuperscript{46} prohibit discrimination. According to these documents, human rights are universal – to be enjoyed by all people, no matter who they are or where they live.

In addition, two international covenants from 1966 - Covenant on Civil and Political Rights (ICCPR), and the Covenant on Economic, Social, and Cultural Rights (ICESCR) contain general and specific non-discrimination clauses. The principal clause on non-discrimination is found in Article 26 of the ICCPR. It provides an autonomous right of equality and prohibits discrimination in law or in fact in any field regulated and protected by public authorities.\textsuperscript{47} This Convention also on art 19(3) allows for restrictions on the freedom of expression, when these are useful, reasonable and desirable.\textsuperscript{48}

Other conventions are more specific in terms of discrimination grounds, or they apply only to certain vulnerable groups. The Convention on the Elimination of All Forms of Racial Discrimination (ICERD, 1965) and Convention on the Elimination of All Forms of Discrimination Against Women (CEDAW, 1979), are legally binding universal instruments containing implementation mechanisms. The Committee on the Elimination of Racial Discrimination (CERD) bases its practice on the ‘living instrument’ doctrine - a key vehicle for evolution and innovation within the International Convention on the Elimination of All Forms of Racial Discrimination (ICERD). This ensures the treaty can respond to contemporary manifestations of racial discrimination while staying within the scope of its provisions.\textsuperscript{49} This approach is important for the purpose of extending the scope of these conventions to online discrimination.

We should also mention the UN Guiding Principles on Business and Human Rights (United Nations Human Rights Council, 2011) as a set of guidelines for States and companies to prevent and address human rights abuses committed in business operations. They are a prevailing soft law standard for the human rights responsibility of private actors.\textsuperscript{50} The Guiding principles reaffirm that states must ensure that not only State organs, but also businesses under their jurisdiction respect human rights. \textsuperscript{51} These Principles are


\textsuperscript{46} Of the thirty articles, some are in one way or another explicitly concerned with equality, and the rest implicitly refer to it by emphasizing the all-inclusive scope of the Universal Declaration of Human Rights.

\textsuperscript{47} § 26 of ICCPR reads: “All persons are equal before the law and are entitled without any discrimination to the equal protection of the law. In this respect, the law shall prohibit any discrimination and guarantee to all persons equal and effective protection against discrimination on any ground such as race, color, sex, language, religion, political or other opinion, national or social origin, property, birth or other status.”

\textsuperscript{48} European Court of Human Rights, App. No. 6538/74, The Sunday Times v The United Kingdom, 26 April 1979, para 59.


\textsuperscript{51} Guiding Principles on Business and Human Rights, Ch. 1 (A) (1).
assert a global responsibility for businesses to avoid causing or contributing to adverse human rights impacts through their own activities, and to address such impacts when they occur and seek to prevent or mitigate adverse human rights impacts that are directly linked to their operations, products of services, even if they have not contributed to those impacts. As a matter of transparency, the Guiding Principles state those businesses should be prepared to communicate how they address their human rights impacts externally, particularly when the concerns are raised by or on behalf of affected stakeholders.

None of these documents mentioned above are specific for online discrimination but are used as general sources of law. There does not exist any international conventions on intermediary liability either.

**Regional documents**

**Council of Europe (CoE)**


According to the Court’s case-law, the principle of non-discrimination is of a “fundamental” nature and underlies the Convention together with the rule of law, and the values of tolerance and social peace.

The expression “direct discrimination” describes a “difference in treatment of persons in analogous, or relevantly similar situations” and “based on an identifiable characteristic, or ‘status’ protected by Article 14 of the Convention.” Article 14 however is an accessory right, and it applies only in conjunction with other Convention rights.

In addition to article 14, in Article 1 of Protocol 12 to the Convention, it is stated:

1. The enjoyment of any right set forth by law shall be secured without discrimination on any ground such as sex, race, color, language, religion, political or other opinion, national or social origin, association with a national minority, property, birth or other status.
2. No one shall be discriminated against by any public authority on any ground such as those mentioned in paragraph 1.

Article 1 of the Protocol 12 hence represents a general prohibition of discrimination and an independent right not to be discriminated against. It confirms that the state has both positive and negative obligations - to secure protection of individuals against discrimination and not to actively discriminate.
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Article 10 ECHR contains the right to freedom of expression, and in paragraph 2 of Article 10 the Convention acknowledges that the exercise of these freedoms carries with it duties and responsibilities, and may be subject to such formalities, conditions, restrictions or penalties as are prescribed by law and are necessary in a democratic society, in the interests of national security, territorial integrity or public safety, for the prevention of disorder or crime, for the protection of health or morals, for the protection of the reputation or rights of others (...).

In addition to ECHR, CoE countries have adopted several other conventions with regard to specific protected grounds. The Framework Convention for the Protection of National Minorities of 1994 (FCNM) in its Article 6, encourages Parties to intercultural dialogue and to take appropriate measures to protect persons who are subject to threats or acts of discrimination, hostility or violence due to their ethnic, cultural, linguistic or religious identity. This convention does however not have any specific rules on online discrimination.

Other relevant Council of Europe documents

The Council of Europe Commission against Racism and Intolerance (ECRI) established in 1993 is the CoE’s independent human rights monitoring body. Its mandate is combating racism, discrimination, (on grounds of “race”, ethnic/national origin, color, citizenship, religion, language, sexual orientation and gender identity), xenophobia, antisemitism and intolerance in Europe.

ECRI issues General Policy Recommendations (GPRs) addressed to the governments of all member states. These recommendations provide guidelines which policymakers are invited to use when drawing up national strategies and policies. One recommendation relevant for this study is ECRI General Policy Recommendation No. 6 (2000) - Combating the dissemination of racist, xenophobic and antisemitic material via the Internet.

Recommendation CM/Rec (2014) 6 of the Committee of Ministers to member states on a Guide to human rights for Internet users states that restrictions to online freedom of expression may apply to expressions which incite discrimination, hatred or violence. These restrictions must be lawful, narrowly tailored and executed with court oversight. So even though the freedom of expression is highly valued right, it is not absolute, and can be restricted in order to protect other interests, such as the right not to be discriminated against.

A distant reference to social media is continued in Recommendation CM/Rec (2011) 7 on a new notion of media. According to this document, the actors operating collective online, shared spaces which are designed to facilitate interactive mass communication should be attentive to the use of, and editorial response to, expressions motivated by racist, xenophobic, anti-Semitic, misogynist, sexist (including as regards LGBT people) or other bias. These actors may be required (by law) to report to the competent authorities’ criminal threats of violence based on racial, ethnic, religious, gender or other grounds that come to their attention. The threshold for the platforms to act is high, as it requires the discrimination to reach the level of criminal threats.

Some of the CoE recommendations contain the measures which are meant to help remedy the violations of the human rights online. In appendix to Recommendation Rec (2001) 8 of the Committee of Ministers to
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59 European Commission against Racism and Intolerance (ECRI) - Homepage (coe.int) last accessed 31.3.2022.
60 § 91.
member states on self-regulation concerning cyber content (self-regulation and user protection against illegal or harmful content on new communications and information services), the member states are encouraged to establish content complaints systems, such as hotlines, which are provided by Internet service providers, content providers, user associations or other institutions. Such content complaints systems should, where necessary for ensuring an adequate response against presumed illegal content, be complemented by hotlines provided by public authorities.61

Recommendation CM/Rec(2018)2 of the Committee of Ministers to member States on the roles and responsibilities of internet intermediaries requires the states to guarantee accessible and effective judicial and non-judicial procedures that ensure the impartial review, in compliance with Article 6 of the ECHR, of all claims of violations of Convention rights in the digital environment, including the right not to be discriminated against in the enjoyment of all the rights and freedoms set forth in the ECHR. They should furthermore ensure that intermediaries provide users or affected parties with access to prompt, transparent and effective reviews for their grievances and alleged terms of service violations, and provide for effective remedies, such as the restoration of content, apology, rectification or compensation for damages. Judicial review should remain available, when internal and alternative dispute settlement mechanisms prove insufficient or when the affected parties opt for judicial redress or appeal.62

In the most recent Recommendation CM/Rec(2022)13 of the Committee of Ministers to member States on the impacts of digital technologies on freedom of expression, on 6 April 2022, the issue of algorithmic discrimination is expressly addressed:

“When there are legitimate concerns that their policies may lead to discrimination, internet intermediaries should provide information that allows independent third parties to evaluate whether their policies are implemented in a non-discriminatory way, including by disclosing the datasets upon which automated systems are trained in order to identify and correct sources of algorithmic bias.”63

Some of the CoE recommendations relate to protection against discrimination of particular groups. For instance, Recommendation CM/Rec (2010) 5 on measures to combat discrimination on grounds of sexual orientation or gender identity includes the obligation to combat inciting hatred or other forms of discrimination against LGBTI+ persons. It covers all forms of discrimination, including online discrimination.

EU law

European union has for decades worked to establish the values of inclusion, non-discrimination, multilingualism and cultural diversity, which are epitomized in EU’s motto: “United in diversity”, and it is crucial for the EU as a project that these values also are reflected in the online setting. The prevention and response to discrimination are values enshrined in Article 2 of the Treaty of the European Union (TEU).64

This provision states that:

61 Chapter IV, 12.
62 Art. 1.5.1 and 1.5.2.
63 § 3.6.
“The Union is founded on the values of respect for human dignity, freedom, democracy, equality, the rule of law and respect for human rights, including the rights of persons belonging to minorities. These values are common to the Member States in a society in which pluralism, non-discrimination, tolerance, justice, solidarity and equality between women and men prevail.”


1. “Any discrimination based on any ground such as sex, race, color, ethnic or social origin, genetic features, language, religion or belief, political or any other opinion, membership of a national minority, property, birth, disability, age or sexual orientation shall be prohibited.
2. Within the scope of application of the Treaties and without prejudice to any of their specific provisions, any discrimination on grounds of nationality shall be prohibited.”


The EU regulatory framework on content moderation online is increasingly complex and has been differentiated over the years according to the category of the online platform and the type of content reflecting a risk-based approach. For instance, Audio-Visual Media Services Directive,\footnote{Directive 2010/13/EU of the European Parliament and of the Council of 10 March 2010 on the coordination of certain provisions laid down by law, regulation or administrative action in Member States concerning the provision of audiovisual media services (Audiovisual Media Services Directive), OJ L 95, 15.4.2010, p. 1–24.} imposes particular obligations to one category of online platforms, the VideoSharing Platforms. They should take appropriate and proportionate measures, preferably through co-regulation, in order to protect the general public from illegal content. Those measures must be appropriate in the light of the nature of the content, the category of persons to be protected and the rights and legitimate interests at stake and be proportionate taking into account the size of the platforms and the nature of the provided service.

The Counter-Racism Framework Decision (CRFD), which was adopted by the Council alone, seeks to combat particularly serious forms of racism and xenophobia through criminal law but does not define racism and xenophobia nor use the terms racist and xenophobic hate speech.\footnote{Council Framework Decision 2008/913/JHA of 28 November 2008 on combating certain forms and expressions of racism and xenophobia by means of criminal law, O.J. [2008] L 328/55.}

Instead, the CRFD criminalizes two types of speech - publicly inciting to violence or hatred and publicly condoning, denying or grossly trivializing crimes of genocide, crimes against humanity and war crimes - when they are directed against a group of persons or a member of such a group defined by reference to race,
color, religion, descent or national or ethnic origin. The list of protected grounds is limited to these five characteristics.

While only hate speech which is racial and xenophobic has been made illegal by the CRFD, Member States may go beyond the EU minimum and criminalize other types of hate speech, by referring to a broader list of protected characteristics (a list including e.g., religion, disability, sexual orientation).

In 2017 European commission issued a Communication on tackling illegal content online\textsuperscript{73} where it expressed the need for the online platforms to, in light of their central role and capabilities and their associated responsibilities, adopt effective proactive measures to detect and remove illegal content online and not only limit themselves to reacting to notices which they receive.\textsuperscript{74} In 2018 a Recommendation on measures to effectively tackle illegal content online\textsuperscript{75} was adopted calling the online platforms to act in a diligent and proportionate manner towards the content they host, especially when processing notices and counter-notices and deciding on the possible removal of or disabling of access to content considered to be illegal. 'Illegal content' arguably encompasses a large variety of content categories that are not compliant with EU and national legislation, including discrimination.

According to the E-Commerce Directive, which is considered to be foundational legal framework for online services in the EU, the intermediaries benefit from “safe harbors” - which means that they cannot be subject to a general obligation to monitor users’ online content, and they are exempt from liability unless they are aware of the illegality and are not acting adequately to stop it.\textsuperscript{76} As the social media platforms are considered to be passive and neutral, they are exempted from liability for illicit content posted by their users. However, they cannot rely on the exemptions from liability if they were aware of the facts or circumstances on the basics of which a diligent economic operator should have realized that the publication was unlawful and failed to act expeditiously.\textsuperscript{77}

National laws - examples from Australia, Germany and France

On September 8\textsuperscript{th} 2021 the High Court of Australia found that media companies may be liable for the defamatory comments of third parties on social media platforms.\textsuperscript{78} By this, the stronger protection is given to right to reputation vis-a-vis right to freedom of expression, as the liability for damages is not limited to the author of the defamatory comments but extends to publishers who allow the defamatory content to be posted on their social media platforms and thereby encourage or facilitate the defamatory publication. Australian law has thereby abandoned the safe harbor principle and opted for a stricter liability of intermediaries with regards to illegal content.

\textsuperscript{73}Communication from the Commission to the European parliament, the Council, the European economic and social committee and the Committee of the regions tackling illegal content online - towards an enhanced responsibility of online platforms, COM/2017/0555 final

\textsuperscript{74}§ 10 of the Communication

\textsuperscript{75}Commission Recommendation (EU) 2018/334 of 1 March 2018 on measures to effectively tackle illegal content online. C/2018/1177

\textsuperscript{76}See Directive 2000/31 EC (e-commerce directive), art. 12.

\textsuperscript{77}C-324/09 of 12 July 2011, § 119.

\textsuperscript{78}High Court of Australia in Fairfax Media Publications Pty Ltd v Voller; Nationwide News Pty Ltd v Voller; Australian News Channel Pty Ltd v Voller, S236/2020 S237/2020 S238/2020.
In Europe, Germany’s Network Enforcement Act, or NetzDG law\(^79\) represents a key test for combatting hate speech on the internet. Under the law, which came into effect on January 1, 2018, online platforms face fines of up to €50 million for systemic failure to delete illegal content. Supporters see the legislation as a necessary and efficient response to the threat of online hatred and extremism. Critics view it as an attempt to privatize a new ‘draconian’ censorship regime, forcing social media platforms to respond to this new painful liability with unnecessary takedowns.\(^80\)

In France, recent case law has imposed proactive monitor obligations on intermediaries for copyright infringement even in cases where their liability is not engaged.\(^81\)

This shows that the national legislators are moving towards strengthening the protection of rights online and the position of individuals in relation to big tech companies, and these rules can be applied mutatis mutandis to online discrimination as a form of illegal content.

Tech companies’ internal regulations and policies

Over the past decade, tech giants such as Google (Alphabet) and Facebook (Meta) have become the biggest companies in the world.\(^82\)

Despite the fact the companies such as Facebook have insisted they are only neutral platforms and have no editorial responsibilities, they have recently been under pressure to filter communication that appears on their platforms, including discriminatory content. As a result, they have introduced more rules to govern speech and participation and instituted several mechanisms for the removal of people and content that transgress these rules.

Terms of service (TOS) which individuals typically must accept as a condition to access the platform, often contain restrictions on content that may be shared. The inconsistent enforcement of terms of service however has also attracted public scrutiny. Some have argued that the world’s most popular platforms do not adequately address the needs and interests of vulnerable groups, for example there have been accusations of reluctance to “engage directly with technology related violence against women, until it becomes a public relation issue”.\(^83\)

Voluntary codes of conduct for internet service providers have been adopted in several European states (e.g. the Netherlands, UK). In May 2016, European Commission and several platforms\(^84\) agreed on the common “Code of conduct on countering illegal hate speech online”\(^85\) to prevent and counter the spread of
illegal hate speech online. The last evaluation shows that on average the companies are now assessing 81% of flagged content within 24 hours and 62.5% of the content deemed illegal hate speech is removed.\textsuperscript{56}

The biggest disadvantage of such Codes of conduct are that they are self-regulatory mechanisms and are joined by platforms on voluntary bases. In other words, they are not enforceable.

Facebook has been under fire for giving advertisers the ability to exclude people from their targeting based on race, religion, sexual orientation. Now, it needs advertisers to comply with their updated non-discrimination policy.\textsuperscript{87} In addition, Meta Platform Terms and Developer Policies state that one of the prohibited practices is:

*Processing Platform Data to discriminate or encourage discrimination against people based on personal attributes including race, ethnicity, color, national origin, religion, age, sex, sexual orientation, gender identity, family status, disability, medical or genetic condition, or any other categories prohibited by applicable law, regulation, or Meta policy.*\textsuperscript{88}

Tik Tok’s content moderation policy contains unusual measures to protect supposedly vulnerable users. The platform instructed its moderators to mark videos of people with disabilities and limit their reach, as these users are „susceptible to harassment or cyberbullying based on their physical or mental condition“.\textsuperscript{89}

**Online platforms as gatekeepers**

Online platforms as private actors are powerful forces in facilitating freedom of expression online.\textsuperscript{90} They are also seen as gatekeepers\textsuperscript{89} and the first line of defence for protection of users’ human rights online. EU regulators for example have outsourced the “first line” protection of human rights to intermediaries who are given responsibilities and tasks to disable or remove alleged illegal content on the internet. The companies have notice and take down procedures and are supposed to react timely and transparently to complaints of discriminatory content on their sites. These procedures should be simple and clear, making it easier for the victims of discrimination to get remedied. Here, the American Digital Millennium Copyright Act (DMCA) can be used as an inspiration. It explicitly regulates who should issue the notification of (copyright) infringement, to whom and what it should contain.

According to the E-Commerce Directive, intermediaries are exempted from liability for third party content (so called Safe harbors).\textsuperscript{92} This has been confirmed in the ECtHR practice in the case of *MTE and Index v. Hungary*\textsuperscript{93} where the ECtHR had to decide whether a non-profit self-regulatory body of Internet content providers (MTE) and an Internet news portal (Index) were liable for offensive comments posted...
on their websites. The Court found that the intermediaries had no liability for the infringement of rights, and that “the notice-and-take-down-system could function in many cases as an appropriate tool for balancing the rights and interests of all those involved”.

However, it was pointed out in literature that this system allows platforms to tolerate discrimination, and this can perpetuate inequalities in our society. Given the current state of technology, it should not be impossible for the tech companies to police user content take as a part of their due diligence. It has been suggested to introduce the “systemic duty of care” model - a legal standard for assessing a platforms overall system for handling online content. The idea is that platforms should improve their systems for reducing online harms, including detecting and removing illegal content. The systemic duty of care could be based on one of two models: A “prescriptive” model which defines precisely the measures a platform must take, and “flexible model in which the measures are left undefined.

It is believed that the legal basis for this could be the E-Commerce Directive, which references to potential duties to “detect and prevent” illegal activities.

Conclusion - suggestions and best practices

The online discrimination is often only a manifestation of the existing disparity and discrimination that exists in the “real world”. In other words, digital rights violations often affect those who are already marginalized.

Online discrimination can be seen as a more serious form of discrimination, as the internet can make discrimination more visible and hurtful. As the issue of digital discrimination is likely to persist in the future, the platforms have the responsibility to prevent and minimize the effects of this form of human rights infringement, under the control of the state. Even though the automated systems for content detection or notice and take down systems enable prevention and quick reaction to infringements, these measures suffer from the lack of procedural safeguards and judicial review.

Online discrimination requires effective responses on international, regional, national levels, setting standards for the tech companies who are the gatekeepers and first lines of defense against this practice. The current situation in Europe regarding the liability of platforms is very diffuse and unclear.

Outsourcing the difficult task to protect against discrimination and balance different interests online is problematic as the procedural safeguards cannot be ensured. The platforms are not judicial organs and cannot be said to have a legal expertise to evaluate requests against general legal criteria. The Interamerican Commission on Human Rights has observed that private actors “lack the ability to weigh rights and interpret the law in accordance with freedom of speech and other human rights standards.” In addition,
there is problem of lack of transparency and to a large extent different attitudes and approaches by the various providers. In addition, intermediaries that operate in diverse range of markets inevitably face “complex value judgements”, issues with cultural sensitivity and diversity and “difficult decisions about the conflict of laws”.

In other words, even though the alleged infringement of right not to be discriminated against handled by the platform is a quicker and more efficient way to justice, it lowers legal certainty. Therefore, controlling the access to content and services has to be subject to judicial review.

The online platforms should, as part of their social responsibly due diligence, contribute to prevention and protection of the right not to be discriminated against in order to secure the equality of all citizens. They should be incentivized to uncover the illegal content, rather then be punished for not preventing it. This way, the potential “over-removing” in order to avoid liability would be avoided. The applications should be designed to elicit and ensure that certain kinds of content do not even occur in the first place.

Even though the safe harbor principle still applies in Europe and the USA, platforms can hardly be said to be neutral and passive in the modern world. Intermediaries are not mere conduits that purport to provide free and uninhibited forum for social interaction. They are implicated in every user utterance or act, even if they do not moderate posts. They have the ability to control over the information published on the platform, and they have financial profits form the information they convey. In addition, intermediaries design their platforms in ways that shape the form and substance of their users’ content. Their role is no longer to transmit or store material on behalf of the users—rather it fulfils an active role in the organization and functioning of the websites. It is in control of what users see, much like a newspaper editor - and like editors should have some form of liability.

Given all said, what could be effective practices and policies that address, mitigate and/or prevent online discrimination?

- Online discrimination can have grave consequences for public safety and social inclusion and should be expressly addressed in international, legal and national regulations, and these sources of law should be harmonized
- States, tech companies and NGOs should work together on raising awareness of the problem of discrimination online, so people can recognize discriminatory practices and know their rights
- More research about online discrimination is needed so this practice can be recognized and better addressed
- Tech companies ought to share best practices in detecting and avoiding discriminatory practices

---

100 Van der Sloot, p. 224.

106 Keller, D, op.cit.
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- Tech companies ought to cooperate on developing the automated systems of content control instead of developing parallel systems, which would be more cost efficient and result in more harmonized systems.
- Filtering algorithms would require human review to prevent human rights violations and discrimination.
- The existing mechanisms for reputational and copyright protection such as notice and take down procedures and the right to be forgotten can analogously be applied in case of online discrimination.
- Online platforms should have independent bodies consisting of law experts evaluating the reported cases of discrimination in order to achieve better balancing of rights.
- There is a need for additional transparency measures for online platforms, including on the algorithms used. Platforms that feature user-generated content should offer users a clear explanation of their approach to evaluating and resolving reports of hateful and discriminatory content, highlighting their relevant terms of service.
- Greater ease for reporting cases of online discrimination (user-friendly mechanisms and procedures).
- Platforms should enforce sanctions of their terms of service in a consistent, timely and fair manner.
- Platforms should abide by duty of care, going beyond notice-and-takedown based legal models.
- Internet intermediaries can no longer be considered passive and neutral transmitters of information, and there should not be exempt from liability for online discrimination.
- Legislative framework for handling of requests to take down discriminatory content should be put in place.
- Procedural protections should be built into platforms notice-and-takedown systems.
- Rules should incentivize intermediaries and users to detect illegality, while minimizing the risks and the costs of errors and safeguarding a balance between the different human rights at stake.
- Tech companies need to ensure algorithm transparency and neutrality.
- A balance between citizens and tech companies must be struck in designing the liability rules.
- Setting up a detailed and harmonized European notice and take down procedure would provide more legal certainty.
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Introduction

Online hate speech (OHS) is a virulent social problem that has been challenging democratic discourses in the past years. The storming of the US Capitol in January 2021 is the most prominent high-level case of online disinformation and OHS leading to real-life consequences. As well, by the end of 2021, anti-vaccination propaganda and hate speech against medical staff have gained momentum (Gleicher et al., 2021).

Due to the great relevance of the topic, it is unsurprising that OHS research has been intensifying in recent years. Many studies deal with the question of how OHS can be evaluated from a communication studies or media studies perspective and/or discuss technical conditions of social media and societal changes related to OHS (e.g. Pörksen, 2018; Sponholz, 2018; Zannettou et al., 2020). Other studies address the content of OHS, its impact on those affected as well as coping strategies (e.g. Anderson et al., 2014; Brodnig, 2016; Lumsden and Morgan, 2017). When it comes to the regulation of OHS, which is the focus of this paper, a lot has been written lately about platforms’ and states’ duties to regulate and counter OHS effectively (e.g. Brown, 2020; Davidson et al., 2017; Waseem and Hovy, 2016). But a central aspect, namely users’ opinions on OHS and its regulation, remains under-researched. Especially in the German-speaking area, there are only a few studies on this topic, e.g. Geschke et al. (2019) that explore how users perceive state- and platform-made norms on OHS and their implementation.

To contribute to this debate using empirical data, we conducted an online survey (November/December 2020, 157 respondents, Austria) to gather the opinions and experiences of users with OHS based on five OHS model postings. In this paper, we interpret and contextualize their responses based on legal (criminal and human rights law) and sociological approaches. First, we provide the theoretical backdrop. Second, we present our empirical research design. Third, we analyse how respondents assessed our model postings legally and ethically. This includes respondents’ willingness to take action against these postings. Fourth, we present cross-case analyses and conclusions.

Considerations on ‘hate’, the law, and the user

Human rights and online hate

In human rights law, the discussion on the management/moderation of OHS is generally framed around freedom of expression and its boundaries. While there is no authoritative definition of ‘hate speech’, the term is widely used as an umbrella term. Lately, the United Nations Strategy and Plan of Action on Hate Speech (United Nations, 2020: 8) offers the following definition of ‘hate speech’: “Any kind of communication in speech, writing or behaviour, that attacks or uses pejorative or discriminatory language with reference to a person or a group on the basis of who they are, in other words, based on their religion,
ethnicity, nationality, race, colour, descent, gender or other identity factor. This is often rooted in, and generates, intolerance and hatred, and in certain contexts can be demeaning and divisive."

This Action Plan builds on a plethora of international and regional human rights documents that stipulate state duties to take action against hate speech. For example, Art. 4 (a) ICERD explicitly imposes state duty to prohibit expression that promotes racial hatred, hereby setting boundaries to the freedom of expression to protect the rights of targets/target groups of hate speech. These state obligations apply substantively online and offline. The fulfilment thereof, however, can be procedurally challenging in internationalized online environments (Brown, 2020). Given the lack of immediate state governance, users are confronted mainly with media providers’ business ethics, their terms of service and the latter’s implementation. To illustrate this fact, we provide the example of Austrian hate speech and platform governance.

**Austria: criminal law fulfils positive obligations**

In human rights law, states enjoy a certain leeway, a so-called margin of appreciation, in deciding how to combat hate speech, allowing them to take into account their historical backgrounds as well as legal traditions. For example, denial of the Shoah is outlawed in many EU member states by a variety of norms. In spite of the EU’s harmonization efforts (Council Framework Decision 2008/913/JHA, 2008), these norms still differ from state to state – and beyond EU borders, there is even less uniformity. Austria has decided within its margin of appreciation that there are public interests – especially the prevention of a reinvigorated National Socialist movement – justifying the exclusion of these expressions from legal protection, and their prosecution. Postings and comments on social media that fulfil the criteria of these provisions hence lead to law enforcement action just like expressions in the ‘analogue’ world.

While some argue that social media platforms could be treated as accessories to hate speech crimes in cases of non-deletion of OHS (e.g. Austrian Ministry of Justice, 2016), social media platforms have not (yet) been held criminally liable this way. Contrarily, platforms have profited from OHS, legal and illegal forms alike, as it produces high interaction numbers raising platforms’ ad revenue. Social media companies’ algorithms have even learned to accelerate the spread of OHS (Zannettou et al., 2020). At the same time, ethical considerations built into terms of service have been meandering between recognition for the problematics of OHS and overstressing US-American freedom of speech doctrine (Kang and Isaac, 2019).

Human rights considerations are more and more included in community standards (e.g. Facebook, 2021a). A strong, strictly legal duty of platforms to moderate according to international human rights law, however, has not emerged yet. While community standards ban hate speech, they lack efficacy until now.

**Laws, platform rules, ethics and the user**

Given these shortcomings, states have tried to enhance platform accountability by other means. Since 2021, for example, the Austrian Communication Platforms Act (CPA, BGBl. I Nr. 151/2020), links the moderation practices of large private social media networks to national hate speech provisions. If platforms fail to provide effective reporting tools and transparency reports on their moderation, they might face harsh financial penalties. Austrian national law may hence be able to exert immediate effects on the practices of social media platforms (e.g. Facebook, 2021b). As well, the law may provide for new avenues of cooperation between law enforcement and social media. In the past, investigations against original posters of OHS have been hampered by their non-cooperation and hesitance to provide national authorities with user data needed to trace OHS suspects under national criminal law (Haider and Millner, 2021).
Only lately, platforms have moved towards more comprehensive implementation of due process in their OHS rules by the establishment of court-like entities, e.g., Facebook’s/Instagram’s/Meta’s Oversight Board (2021). The corporation herein sought to supplement business ethics with legal considerations based on global freedom of expression standards. This work is ongoing. At the same time, and seemingly contrarily, Facebook is challenging the Austrian Communication Platforms Act. The company’s motion is currently pending review by the Austrian Administrative Court of Appeal. In this lawsuit, the law’s compliance with the EU E-Commerce-Directive (2000/31/EC, 2000) will have to be assessed. Whatever the outcome of the case may be, platforms are not going to be able to hold off extended moderation duties forever. US lawmakers are considering reforms of platform responsibility (Cole et al, 2021), and the EU is preparing new legislation momentarily that is expected to harmonize platform duties in Europe (Digital Services Act, 2020). Amending policies and rethinking business ethics now would help platforms anticipate these new legal developments. More immediate reasons to do so exist: Users affected by OHS report, inter alia, disengagement from societal debates, psychological trauma and even physical effects (e.g. GREVIO, 2021: §12).

In the following, we present our empirical research of user experiences with OHS on social media platforms. We include their views on the applicable laws, their ethical considerations on freedom of expression vis-à-vis OHS and their opinions on reporting mechanisms offered by platforms.

**Research design**

In November and December 2020, we conducted an online survey to gather the public’s perceptions of and experiences with OHS. The survey focused on five main topics: definition of OHS, platforms and contents, affected persons and coping strategies, OHS perpetrators, and counter-speech strategies. In this paper, we focus on the evaluation of five model cases that resemble real OHS postings sourced from the data of an Austrian OHS reporting app offered by the Antidiscrimination Office Styria. In the selection of cases, we tried to integrate different OHS target groups, contents, and degrees of intensity. In this context, we were guided by previous empirical results on OHS (e.g. Geschke et al, 2019) and by legal considerations. Respondents were asked to assess the postings with regards to their (perceived) illegality and their (ethical) worthiness of remaining online. We provided 11 items on a 5-point rating scale as well as the opportunity to enter further information in an open response field. The original questionnaire was published in German, the official language in our survey area. All questionnaire responses described below were translated by the authors.

Our purposive sampling strategy focused on two groups of people: 1) young people, as they are particularly frequent users of social media and more likely to be exposed to OHS (Gadringer et al, 2021) and 2) members/employees of organisations dealing with OHS in their work practice. The sample hence mainly includes persons frequently confronted with social media and/or OHS in possession of expert knowledge. Our sample comprises 157 persons. About half of them are between 20 and 29 years old (46%), 5% are younger than 20, 37% are between 30 and 49, and 12% older than 50. Almost 30% are students, almost 20% work in the educational and social sector, 13% as (office) employees and 6% in STEM professions outside the education sector. More than half of the respondents identified as female (59%), 37% as male, and 4% as other genders.

As the complexity of OHS requires an open-explorative and interdisciplinary research approach, the analysis of the five model cases includes social science and legal evaluations. Our social sciences analysis
 included usual statistical descriptive rations such as arithmetic mean or standard deviation, but also the clustering of open-ended questions according to frequency. Our legal analysis is based largely on Austrian criminal law doctrine, accompanied by human rights law considerations. Each case is analysed individually before essential similarities and differences are worked out in a cross-case analysis.

Case studies

In this chapter, we describe and discuss the main characteristics of our five model cases. We assess these cases based on Austrian criminal law and compare this analysis with the responses to our questionnaire. Table 1 gives an overview of the ratings of the 11 items per case (5=complete agreement; 1=complete disagreement). The items can be clustered into three content groups: a) online hate speech vs. expression of opinion (items 1-2), b) evaluation of posting according to punishability (items 3-4), c) responses/strategies (items 5-11).

Table 1: Overview of case studies evaluations, complete model postings below

<table>
<thead>
<tr>
<th>When I see this posting publicly on social media...</th>
<th>case 1</th>
<th>case 2</th>
<th>case 3</th>
<th>case 4</th>
<th>case 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>... I perceive it as online hate speech.</td>
<td>M=4.30</td>
<td>M=4.76</td>
<td>M=4.82</td>
<td>M=3.55</td>
<td>M=4.32</td>
</tr>
<tr>
<td></td>
<td>SD=0.35</td>
<td>SD=0.41</td>
<td>SD=0.41</td>
<td>SD=0.27</td>
<td>SD=0.35</td>
</tr>
<tr>
<td>... it's a normal expression of opinion for me.</td>
<td>M=1.31</td>
<td>M=1.17</td>
<td>M=1.12</td>
<td>M=2.24</td>
<td>M=1.42</td>
</tr>
<tr>
<td></td>
<td>SD=0.40</td>
<td>SD=0.42</td>
<td>SD=0.41</td>
<td>SD=0.29</td>
<td>SD=0.38</td>
</tr>
<tr>
<td>... I think it's punishable.</td>
<td>M=2.69</td>
<td>M=4.08</td>
<td>M=3.69</td>
<td>M=2.01</td>
<td>M=2.41</td>
</tr>
<tr>
<td></td>
<td>SD=0.27</td>
<td>SD=0.33</td>
<td>SD=0.28</td>
<td>SD=0.31</td>
<td>SD=0.28</td>
</tr>
<tr>
<td>... I think it should be punishable.</td>
<td>M=3.29</td>
<td>M=4.38</td>
<td>M=4.24</td>
<td>M=2.44</td>
<td>M=2.97</td>
</tr>
<tr>
<td></td>
<td>SD=0.26</td>
<td>SD=0.36</td>
<td>SD=0.34</td>
<td>SD=0.27</td>
<td>SD=0.26</td>
</tr>
<tr>
<td>... I think it should be deleted.</td>
<td>M=4.26</td>
<td>M=4.82</td>
<td>M=4.83</td>
<td>M=3.42</td>
<td>M=4.17</td>
</tr>
<tr>
<td></td>
<td>SD=0.34</td>
<td>SD=0.39</td>
<td>SD=0.41</td>
<td>SD=0.26</td>
<td>SD=0.33</td>
</tr>
<tr>
<td>... I do nothing.</td>
<td>M=2.99</td>
<td>M=2.21</td>
<td>M=2.24</td>
<td>M=2.87</td>
<td>M=2.77</td>
</tr>
<tr>
<td></td>
<td>SD=0.26</td>
<td>SD=0.30</td>
<td>SD=0.29</td>
<td>SD=0.26</td>
<td>SD=0.31</td>
</tr>
<tr>
<td>... I report it to the social platform.</td>
<td>M=3.29</td>
<td>M=3.92</td>
<td>M=3.88</td>
<td>M=2.37</td>
<td>M=2.92</td>
</tr>
<tr>
<td></td>
<td>SD=0.26</td>
<td>SD=0.31</td>
<td>SD=0.30</td>
<td>SD=0.28</td>
<td>SD=0.26</td>
</tr>
<tr>
<td>... I report it via NGO app.</td>
<td>M=2.17</td>
<td>M=2.57</td>
<td>M=2.43</td>
<td>M=1.76</td>
<td>M=1.99</td>
</tr>
<tr>
<td></td>
<td>SD=0.34</td>
<td>SD=0.31</td>
<td>SD=0.31</td>
<td>SD=0.38</td>
<td>SD=0.35</td>
</tr>
<tr>
<td>... I report it to the police.</td>
<td>M=1.37</td>
<td>M=2.01</td>
<td>M=1.66</td>
<td>M=1.32</td>
<td>M=1.36</td>
</tr>
<tr>
<td></td>
<td>SD=0.40</td>
<td>SD=0.32</td>
<td>SD=0.36</td>
<td>SD=0.41</td>
<td>SD=0.16</td>
</tr>
<tr>
<td>... I answer it publicly.</td>
<td>M=2.03</td>
<td>M=2.42</td>
<td>M=2.49</td>
<td>M=2.40</td>
<td>M=2.09</td>
</tr>
<tr>
<td></td>
<td>SD=0.31</td>
<td>SD=0.28</td>
<td>SD=0.28</td>
<td>SD=0.28</td>
<td>SD=0.31</td>
</tr>
<tr>
<td>... I answer in a private message.</td>
<td>M=1.53</td>
<td>M=1.59</td>
<td>M=1.62</td>
<td>M=1.63</td>
<td>M=1.40</td>
</tr>
<tr>
<td></td>
<td>SD=0.37</td>
<td>SD=0.36</td>
<td>SD=0.36</td>
<td>SD=0.36</td>
<td>SD=0.39</td>
</tr>
</tbody>
</table>

Case 1: “72 virgins’

You see a picture of a (Muslim) man and a flock of sheep with the caption: “72 virgins just for you; ElitePartner Academics & Singles with standards; Syria edition.”

The law

This publication fulfils the requirements for punishability as incitement to hatred (§ 283 (1) no. 1, second case Austrian Criminal Code – ACC). The posting at hand must be assessed in its entirety: Content-wise,
the published picture must be treated as an integral part of the publication. The picture and its caption are directed against men of Muslim faith, a protected group (criterion: religion) under § 283 ACC (Plöchl 2020: § 283 no. 8). The posting appeals to the recipients' feelings, instigates hatred against persons of Muslim faith and can evoke a strong feeling of antipathy by attributing a tendency towards sodomy to Muslim men. The pseudo-humoristic context of the posting expresses additional contempt against the target group of the posting (Plöchl 2020: § 283 no. 19).

The data

This model case is clearly perceived as hate speech: 83% of the respondents completely or somewhat agree that this posting constitutes OHS and only 3% completely or somewhat agree that this is a normal expression of opinion. Regarding punishability, this model case has an intermediate position in our case sample: 35% of the respondents (rather) agree that this posting is punishable, 55% (rather) agree that this posting should be punishable. This case prompted high ratings related to rather passive responses/strategies. 79% of the respondents (rather) agree that this posting should be deleted, 46% (rather) think that they would do nothing if they saw it online. If respondents were to take action themselves, they would most likely report the posting to the platform.

Case 2: ‘Parasite scum’

Please rate the following posting. Comment on an article about religious holidays/festivities: “This parasite scum vanished 6-million-fold through chimneys without a trace.”

The law

This posting does not explicitly name a group attribute (“This parasite scum [...]”). It is still deducible from the context – religious festivities in the original posting – that it is directed against persons based on their religion. Without this context, a target group could not be determined. The terminology used within the posting against an identifiable, protected group of the population, is per se sufficient to fulfil the requirements of § 283 (1) no. 2 ACC. The statement constitutes verbal abuse infringing upon human dignity. This interpretation can be based on a general linguistic understanding. The term ‘scum’ is an intentional, disparaging designation of a part of an entirety (here: society as a whole) which is considered as inferior. The term ‘parasite’ signifies a lifeform which lives at the expense of another and was already used in National-Socialist propaganda in a stigmatising fashion against Jews* and other minorities (Musolff, 2011). By considering the posting as a whole, the semantic content of the incriminated expression becomes specifically obvious as a ridiculing trivialisation of the murder of Jews*. This constitutes not only a pejorative degradation, but also a statement that is able to induce feelings of hatred against persons based on their religion within the scope of § 283 (1) no. 1 second case ACC (see OGH 23.5.2018, 15 Os 33/18v = EvBl 2018/143).

The data

This case has a very high OHS rating: 95% of the respondents (rather) agree that this posting is OHS and only 3% (rather) agree that this is a normal expression of opinion. This case also has the highest punishment ratings: 78% of the respondents (rather) think this posting is already punishable, 85% think the posting should (rather) be punishable. This case has the highest ratings related to active responses/strategies. Many
respondents would (rather) report the posting to the platform (73%), to the reporting app (34%) and to the police (18%). Furthermore, 33% of the respondents would (rather) answer to this posting publicly, 94% think it should be deleted. Only 23% of the respondents would (rather) do nothing.

**Case 3: ‘Dirty cunt’**

Comment to a female user: “Dirty cunt, you sleazy wench. Yikes, you hate-consumed cunt.”

**The law**

This posting fulfils the requirements of criminal defamation and insult under §§ 111, 115 ACC. As required by § 111 ACC, a user is accused of possessing a despicable characteristic/disposition as being “hateful” in a manner perceivable for third parties. This accusation is able to reduce the target’s reputation and esteem she enjoys among her fellow human beings (Tipold 2016: § 111 no. 4). The term “sleazy wench” may not be punishable as an accusation of dishonourable conduct or of conduct against common decency, however, it signifies contempt against the targeted person. In the context of another abusive word used in the posting, namely “dirty cunt”, “sleazy wench” further serves to humiliate a female person (Rami 2021: § 115 no. 8). The posting must be assessed in its entirety. By the cited misogynistic expressions, a female user is assailed based on her gender. The underlying goal of the posting is to articulate disdain against this user as required by § 115 ACC. The gender-based insults used in the posting are hence punishable under §§ 111, 115 ACC, however, they do not reach the threshold of incitement to hatred (against women) under § 283 ACC (Tipold 2016: § 115 no. 3).

Lately, international organisations, such as the Council of Europe and its independent expert body GREVIO, have been paying closer attention to gender-based violence and OHS. In its first general recommendation on the Istanbul Convention, GREVIO noted (2021: 19): “Sexist behaviour such as sexist hate speech, which often constitutes a first step in the process towards physical violence, may also escalate to or incite overtly offensive and threatening acts, including sexual abuse or violence or rape, thus falling within the remit of Article 40 of the Istanbul Convention.” Article 40 stipulates state duties to combat sexual harassment – accordingly, further regulatory action in this area may be warranted, especially given the rising numbers of women* being targeted by OHS. Without such reform, it would be desirable for courts’ interpretations of § 283 in cases of hate speech against women* to take this fact into account.

**The data**

This case has a very high OHS rating: 96% of the respondents (rather) agree that this posting is OHS and only 4% of the respondents (rather) agree that this is a normal expression of opinion. This case also has the second highest punishability ratings: 67% of the respondents (rather) think this posting is already punishable, 82% of the respondents stated the posting should (rather) be punishable. This case has high ratings related to active responses/strategies. Many respondents would (rather) report the posting to the platform (72%) or to the reporting app (31%), 35% of the respondents would (rather) answer to this posting publicly. Besides, 97% of the respondents think the posting should be deleted and only 25% would (rather) do nothing.
Case 4: ‘Male refugees’

Comment on an article dealing with questions about refugee movements: "But one may still say that the many young men are more violent than families?"

The law

The cited posting addresses the societal group of refugees and other displaced persons and reproduces the prejudice that the flight of predominantly male persons had led to rising numbers in “foreign crime”. The posting aims to instil fear and to reinforce antipathy against refugees. By claiming to ask a problematic question, the poster tries to trivialize the content and insinuates that this statement is at the margins of freedom of expression. If the contextualisation of criminality and origin/gender is intended to instil hostile sentiments against protected groups, § 283 (1) no. 1 second case ACC could be fulfilled. In the case at hand, however, the posting is not formulated sufficiently to deduce a tendentious incitement to hatred and contempt. Aversion, rejection, or contempt are not uttered to the extent legally required by § 283 ACC (Plöchl 2020: § 283 no. 19).

The data

This case has by far the lowest OHS ratings: 63 % of the respondents (rather) perceived this posting as OHS, 23% as a normal expression of opinion. This case also has the lowest punishment ratings: 13% of the respondents (rather) agree that this posting is punishable, 25% of the respondents (rather) agree that this posting should be punishable. This case has rather high ratings related to passive responses/strategies. 38% of the respondents would (rather) do nothing if they see the posting online, only 27% would report it to the platform. Interestingly, however, this posting has the highest value in terms of the respondents’ response behaviour: 36% of the respondents would (rather) answer publicly to that posting.

Case 5: ‘Siblings’

Comment on people with a migration history: "With most people from your area, the parents are also siblings!"

The law

The poster obviously intends to incentivise negative attitudes towards persons based on their origins and probably also their religion. Recipients could deduce from this statement that incest is common among persons with migration histories. A context between origin, and possibly also religion, and consanguinity is subtly alleged. The narrative that marriage between relatives is common in families with migration histories is commonly used by right-wing groups (Hödl, 2010; Deutscher Bundestag, 2018). These groups do not contribute to discussions on the historical roots of marriage within families or criticise such practices, but exclusively use this narrative for purposes of propaganda (Müller, 2012). This interpretation may show the underlying motivation of the poster, however, the statement per se is not sufficiently formulated to warrant for punishability under § 283 ACC (incitement to hatred) or any other provision of Austrian criminal law.
The data

This model case is clearly perceived as OHS: 85% of the respondents stated that they completely or somewhat agreed that this is OHS and 7% of the respondents completely or somewhat agreed that this is a normal expression of opinion. This case has the second lowest punishment ratings: 25% of the respondents (rather) agree that this posting is punishable, 41% of the respondents (rather) agree that this posting should be punishable. This case has rather high ratings related to passive responses/strategies. 36% of the respondents would (rather) do nothing if they see the posting online, 46% would report it to the platform and 20% would report it to the reporting app.

Cross-case analysis

Our cross-case comparison shows that, except for case 4 ‘male refugees’, all cases were predominantly perceived as OHS and not as ‘normal’ expression. It is noticeable that OHS against women8 or anti-Semitic content were more likely to be perceived as OHS than attacks against people with a refugee, Muslim or Syrian background. This also affects the issues of punishability and deletion of postings. The perceived necessity of OHS regulation and removal is higher in case 2 ‘parasite scum’ and case 3 ‘dirty cunt’ than in all other cases of the sample. Case 4 ‘male refugees’ and case 5 ‘siblings’ are, in contrast, not punishable under Austrian criminal law but respondents expressed a strong (ethical) desire for these content pieces to be removed. Interestingly, the punishable case 1 ‘virgins’ only displays marginally higher ratings in perceived and preferred punishability than the (unpunishable) cases 4 and 5. From these considerations, it seems possible to derive initial indications that topics that are closer to oneself are more likely to be perceived as OHS than topics that are more distant from one’s own reality of life. Most probably due to Austrian history, there is more awareness of and sensibility towards anti-Semitism than towards discrimination against Muslims to give just one example. Discrimination based on ethnicity or religion, in contrast to gender and political opinion, was hardly ever mentioned as a basis of respondents’ own experiences with online discrimination. This hints towards target-group dependence of OHS perception among users. It would be beneficial to conduct further research into the dependency of receptions of target groups in societies at large vis-à-vis users’ readiness to label content as illegal hate speech.

Furthermore, it is interesting to see who should regulate OHS from the user’s point of view. Respondents seem to perceive that Austrian criminal law lacks rigour, as punishability ratings under the – perceived – current criminal law regime are overall lower than those of preferred punishability. This can be interpreted as a desire for (more) state intervention in the regulation of OHS. Geschke et al (2019) have shown a similar desire for state intervention in their representative study on OHS in Germany: 75% of respondents (N=7,349) agreed with the demand that the state should consistently enforce existing laws against insults, hate speech and defamation on the internet. Community-driven responses to OHS, i.e., counter-speech and reporting, remain at low levels in all cases. In the few instances in which a posting is reported, it is more likely to be reported to the platform itself and not to the local hate speech reporting app offered by the Antidiscrimination Office Styria or the police. Thus, in addition to the state, platforms themselves are perceived as responsible for the regulation of OHS or helpful in the fight against OHS. In general, it can also be stated that more active strategies are applied when postings are strongly perceived as OHS, as shown by the analysis of case 2 ‘parasite scum’ and case 3 ‘dirty cunt’. We can hence conclude for our sample that counter-speech happens – if at all – rather after, instead of before the escalation of OHS into illegality. This is also shown by the recommendations for deleting postings: Except for case 4 ‘male refugees’, respondents show an overall tendency towards endorsing deletion of postings regardless of how they are
perceived under criminal law. Thus, it is considered better to make content invisible than to become active and influence the discourse itself. This shows the idea of counter-speech as a mechanism against OHS lacks support among our respondents. The self-regulation of OHS among users, as in the *marketplace of ideas*, is not likely under such circumstances as also Knauder and Romanin (2021) indicated.

**Conclusions, recommendations and outlook**

Legally and ethically, we conclude that OHS will not be held at bay by states, platforms, or users alone, but by an interplay of these actors. Their different scopes of action can mutually reinforce each other. States can refine national norms and their application, platforms can reform their standards and reinforce moderation practices, and users can contribute with counter-speech, moderation, and, where applicable, by reporting to platforms, NGOs, and the police. We have shown that some of these responses are considered to be more effective than others by users.

Given the complexity of human expression – e.g., a multitude of languages, humour, sarcasm, and irony – especially the detection of emerging and grey area forms of OHS will need flexible, participatory models of governance. Societal climates can support or hinder the detection of OHS and illegality even among expert respondent groups, as we have shown above. Large-scale, integrated, and multi-/interdisciplinary studies on the interrelation of societal discourse and surges in OHS, as well as on the legal and ethical views of internet users, are hence needed. Conducting such studies will require transparency of platforms regarding their moderation practices. At the same time, by engaging professionals in the field as well as the public at large, media competence could be raised – and the perceived need for stricter hate speech laws, as well as expenditure in law enforcement lowered in the future. Human-rights-based, high-quality and human moderation by platforms will be key therein, as well as the participation of targets of OHS/advocacy groups to detect emerging surges in OHS. Ethics, human rights law, expert knowledge from NGOs as well as state officials and, finally, user participation by means of low-threshold tools could help, in their interplay, to realise less hate-driven social media for all – an endeavour that has become even more important during COVID-19.
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The Impact of Online Hate Speech on Muslim Women: some evidence from the UK Context

Kyriaki Topidi
EUROPEAN CENTRE FOR MINORITY ISSUES

“Technology is neither good or bad; nor is it neutral.”

Introduction

The recent ECRI General Policy Recommendation No.5 on preventing and combating anti-Muslim racism and discrimination (ECRI, 2022) in its preamble draws a troublesome picture on the features of anti-Muslim discrimination patterns, including in their digital dimensions. It notes ‘the prevalence of false accusations affecting Muslim communities as a whole without distinguishing between Muslims and religiously disguised extremists’ (ECRI, 2022, 7). It also points out the intersectional dimension of anti-Muslim hatred and the ‘growing gendered abuse against Muslim women, particularly those that publicly manifest their faith’ (Ibid, 7).

Starting, therefore, from continuing attempts in Europe to draw an ‘essentialized’ picture of Muslims as a group characterized by foreignness, backwardness, threat and cultural incompatibility with core European values (Ibid, 10), this contribution focuses on the implications of a ‘racialized’ representation of Muslims online, placing emphasis on women. An intersectional analysis of the impact of online hate speech is justified by the fact that this category of persons experience harm as a consequence of the interaction of their gender, religious affiliation and ethnic origin as identity markers that single them out as ‘targets’ for online hate speech.

Against the backdrop of the exponential growth of online hate speech targeting Muslims, the aim of the analysis is to illustrate, using evidence from the UK context where data is to some extent available, the dimensions of a gendered reading of anti-Muslim hatred online, especially in connection to the harm that such speech creates. By securitizing Muslim communities, online hate speech sets that basis for serious limitations of the freedom of expression, freedom of association and political participation of a vulnerable segment of contemporary European societies (ECRI, 2022, 21).

Digital Hate and its Impact: Intersectionality as a Methodological Lens

The concept of intersectionality is linked to the assumption that an individual has multiple identities. As a conceptual frame, it suggests that by adopting an intersectional approach, research abandons single-axis perspectives (e.g. gender, ethnicity, religion, social class, etc.) in order to explain more comprehensively an

108 See indicatively the results of the 2021 Council of Europe survey of the Secretary General’s Special Representative on Antisemitic, anti-Muslim and other forms of religious intolerance and hate crimes.
individual's experiences and socio-legal positionality (Crenshaw, 1991). The consideration of multiple demographic categories has been initially devised to describe ethnic minority women and their employment prospects through the notion of disadvantage and oppression. More than that, these categories have served as evidence of intersecting systems of power (in the form of racism and sexism) that create social inequalities (Collins, 2015). Previous research has addressed intersectionality as a paradigm (Bilge, 2010; Hancock, 2007), as a theory of generalized identity (Nash, 2008) as well as a methodological approach (McCall, 2005; Yuval-Davis, 2006).

Intersectionality, however, as proposed by Crenshaw, has the potential to provide a frame for two additional sets of inquiries: first, how the individual effects of discrimination on the basis of single characteristics separately (e.g. gender and ethnic origin) have cumulative effects through their intersection on right-holders; and second, the implications of applying intersectionality against the risk of over-generalisation (Hancock, 2007). More recently, on the basis of Holvino’s (2010) framework of simultaneity, intersectional studies have proposed to take account of the multiple levels of norms, processes and structures that reproduce and maintain inequality, often in historically informed patterns of systematic disadvantage. In this light, the intersectionality of gender, ethnicity and socio-economic position are shown to create variations among women, even when they belong to the same ethnic group (Acker, 1996; Holvino, 2010). When analyzing the impact of online hate speech on Muslim women in the UK, the intersectional analytical trajectory matters because it highlights two neglected aspects: first, the intersectional process in itself (i.e. the interplay of several multiplicative factors of vulnerability such as gender, religion or race) and second, the extent to which there is conflation of intragroup differences.109

In general terms, the variations in which discrimination is manifested depend on the combination of various identity markers and are neither easily captured by statistical data nor are they addressed within anti-discrimination legislation. In stricter legal terms, no explicit legal references to intersectional discrimination exist within the European Convention on Human Rights, with a limited exception under Article 14 ECHR which has the potential to address intersectional discrimination.110

At the individual level, an intersectional lens acknowledges the violation of one’s individual right to equal treatment but at the structural level, if ignored, it reinforces discrimination within and between legally protected categories. This implies that structural forms of discrimination operate on the basis of deep-seated social hierarchies and call for more contextual analysis. So far, the individual dimension of discrimination has prevailed in the European context but is inadequate to address the socio-legal impact on online hate speech on Muslim women (CIJ/ENAR, 2019, 13). This is because such an approach makes abstraction of the broader context of discrimination (i.e. the societal system that is favourable to hate speech online), as well as of the role played by other relevant actors/institutions in mapping the effects of laws and policies on the question.

The aim of the study is therefore to stress the need to highlight intragroup differences among Muslim women online against over-generalisations. Reversing or mitigating the harm of online hateful expression caused to these women, as an exercise in inclusivity, is nevertheless complex. McCall (2005, 1782) has argued

---

109 Both dimensions are directly sourced from K. Crenshaw’s work (1989, 1993).
110 See also the B.S. v Spain case finding a violation of Article 3 and 14 ECHR for an isolated application of intersectionality. EU law and the CJEU are also silent on the issue. See a contrario the UN CEDAW General Recommendation No. 28, para 18 that stipulates: “The discrimination of women based on sex and gender is inextricably linked with other factors that affect women, such as race, ethnicity, religion or belief, health, status, age, class, caste and sexual orientation and gender identity. Discrimination on the basis of sex or gender may affect women belonging to such groups to a different degree or in different ways to men.”
in favour of an intra-categorical approach when applying an intersectional lens because it allows to ‘uncover the differences and complexities of experience’ at the intersection of multiple categories. At the same time, the study will also extend the intersectional analysis beyond the ‘target’ subjects (i.e. Muslim women) to address the role of other powerful actors with the ability to influence the degree/type of harm caused online (McBride et al., 2015, 13). Ultimately, the justification of an intersectional approach responds to the need to engage with the ‘missing’ voices, moving beyond the acknowledgement of their absence in the debates. More than that, the goal is to question the relationship between race, gender and religion in the online space in order to address the processes of marginalization and discrimination at play.

In terms of identity practice, intersectionality scholarship has already established in the UK context, that regardless of their individual characteristics, visible gender and religious/ethnic markers activate stereotypes against immigrant women, in particular Muslims, emphasizing their perceived submissiveness and weakness (Hwag & Beauregard (2021), 8; Ali et al. (2017); Kamenou (2008); Wyatt and Silvester (2015)), as well as their invisibility.

The internet and female Muslim identity in the UK: A brief background note

The increase of online Islamophobic incidents and hate speech in Britain is related to the rise of far-Right discourse, as well as to Brexit and lastly to the role of media news and social media in normalizing hateful acts (Hopkins et al, 2020, 6). As such, a clearer link is gradually being established in this respect between the general economic, social and political climate and the online ecosystem. The majority of female Muslims in recent surveys (80 per cent) live in wide-ranging fear of experiencing Islamophobia (physically or verbally) (Hopkins et al., 2020, 12-13), often with repercussions on their family members (e.g. the victims’ children at school).

Such fear based on gendered Islamophobia is well documented in the UK context: for example, Arab or South Asian origin increases the perception of the victims as ‘risks’ in responses in NE England (35.3 and 25.8 per cent respectively), while wearing a headscarf or having brown skin also attracts fear among respondents (94.6 and 80.2 per cent respectively) (Hopkins et al., 2020, 14). Experiences of fear, exclusion and immobility are therefore far from uncommon among Muslim women. In that sense, online hate speech targeting Muslim women operates against an offline environment which is already characterized by tense community relations, rooted within more entrenched forms of racism and discrimination in society. The consolidation of social media in the hands of a limited number of actors has further affected the ways in which information and expressions are shared and received by their users, with implications for this particular category of users (Aguilera-Carnero and Azeez, 2016, 22).

The UK is one of the few European countries that collect data about ethnic minorities. Protection against racism in the UK extends to the online domain and therefore incitement to racial and religious hatred or violence is also illegal online (Feldman & Littler, 2014). Despite some prosecutions under the Public Order Act (1986), targeted discrimination and prejudice online are often related to ‘trigger events’ around which online hate speech incidents increase drastically (PRISM, UK Report, 9, stating the example of the assassination of British soldier Lee Rigby in 2013 by two Muslim men.) A second important feature relates to the active involvement of far-right parties in spreading hostile messages online, with data suggesting an

---

The Report indicates that a majority of the Muslim respondents surveyed in North-East England (84.3 per cent) had experienced directly Islamophobia, with 15.5 per cent having experienced online abuse (Ibid, at 7).
important majority of hate speech online incidents linked to the British far right (Feldman et al., 2013: 21). The use of social media by far-right parties is essentially designed to facilitate the flow of their opinions and arguments, also through mainstream media and reach their supporters (PRISM UK Report, 11).

Those with ‘visible’ Muslim identity online are targeted, often repeatedly, and by the effect of such repetitive targeting, the line between the offline and online impact of hate speech becomes blurred, especially in connection to intimidation and abuse (Awan & Zempi, 2015, 6). Hostile comments, racist posts, memes and images, often circulated through fake ID profiles, constitute the basic framework for hateful online expressions, particularly around the ‘trigger events’. The use of pictures magnifies the range of abuse and suffering of victims online (Awan & Zempi, 2015, 20). Within this context, it is worth highlighting how race and religion become interlinked in attacking Muslim women online in the UK (Awan & Zempi, 2015, 13) and end up reinforcing each other. Stigmatization, ‘othering’ and stereotypization happens through abusive and provocative language often including offline threats against the victims and their families. However, moving beyond the victim/perpetrator frame in the case of online hate speech, may have long term benefits in combatting online hate speech.

In the UK, religious hate crime figures declined by 5 per cent in 2020, and still, Islamophobic hate constituted 50 per cent of total incidents (Home Office, 2020). At the same time, it is becoming clearer that Islamophobic online discourses impact hate crimes, within and beyond the UK context (Levin, 2016; Mueller and Schwarz, 2020). In a sense, it can be argued that both online and offline hate speech represent the evidence of the internalization of certain cultural discourses propagated by some politicians too (Burnett, 2017). Far right and populist groups’ online discourses function as enabling factors towards the creation of digital ecosystems reinforcing exclusion (Perry and Scrivens, 2018). They do so by promoting narratives of danger and untrustworthiness (Home Office, 2020).

In 2016, the Home Secretary established the National Online Hate Crime Hub and in 2017 a Home Affairs Select Committee ran an inquiry on hate crime leading to a Law Commission review seeking to address the inadequacy in legislation on online hate speech. More recently, OFCOM (2018) found in the UK an expansive development of hate speech online, with almost half of UK internet users seeing hateful content in the past year, although around 50 per cent of anti-Muslim hate was only produced by 6 per cent of users, often classified as politically anti-Islam (Demos, 2017). The question on the correlation between online hate speech on race/religion with police recorded religiously aggravated crimes remains positive (Williams et al., 2020) in Britain, although it is unclear whether online hate speech precedes or follows offline hate crime.

The online (technological) context also appears to perpetuate ‘climates of unsafety’ in the vicious cycle of victimization (Williams et al., 2020, 113). In this sense, algorithmic tools towards content moderation and classification of hate speech can only be finite in their contribution towards the reduction of hate speech, especially as cultural and linguistic context of online discourse shifts.

---

112 See for example the #KillAllMuslims twitter hashtag after the Paris shooting in January 2015.
113 According to Hope Not Hate (2019) figures, 5 out of 10 far rights social media activists with the biggest online reach in the world were British.
114 Other factors such as demographic factors, unemployment rates, etc matter as well (Williams et al., 2020, 112).
The English Legal Framework on Online Hate Speech

Hate speech, for the purposes of the present study, is understood as “covering all forms of expression which spread, incite, promote or justify racial hatred, xenophobia, anti-Semitism or other forms of hatred based on intolerance, including intolerance expressed by aggressive nationalism and ethnocentrism, discrimination and hostility against minorities, migrants and people of immigrant origin.” (Council of Europe, 1997).

In the digital space, however, the concept of ‘cyber hate’ or its co-terminous ‘hate speech online’ are of particular focus in the present context and refer to “any use of electronic communications technology to spread anti-Semitic, racist, bigoted, extremist or terrorist messages or information. These electronic communication technologies include the internet (i.e. websites, social networking sites, Web 2.0 user-generated content, dating sites, blogs, online games, instant messages and e-mail) as well as other computer – and cell phone-based information technologies (such as text messages and mobile phones).”

It is an offence, in England and Wales, to incite hatred through hate content based on the grounds of race, religion and sexual orientation. The dissemination of the hateful material can happen through words, pictures, video music and can take a variety of forms such as messages calling for racial/religious violence, glorification of violence on the basis of race/religion or within chat forums where people are invited to commit hate crimes.

While there is no specific legal definition available on online hate speech in the British context, the Crown Prosecution Service has provided some guidance on the qualification which will determine prosecution: speech which is motivated by any form of discrimination/hostility against the victim’s ethnic or national origin, gender, disability, age, religion or belief, sexual orientation or gender identity can form the object of criminal prosecution. In fact, according to Home Office Data, between 2017 and 2018, there was a 40 per cent increase in online offences flagged as hate crimes.

While no single piece of hate crime legislation exists, a number of offences, based on hostility aimed at one of the ‘protected characteristics’ (e.g. race, religion, sexual orientation) provide for harsher sentences. Legislative references in this respect include the Crime and Disorder Act 1998 and the Criminal Justice Act 2003 which consider hostility as an aggravating factor of an offence.

A distinction can be made between hatred and hostility with the former being more serious (Williams, 2019, 35) and carrying a public order dimension through attacks targeting an entire group. No legal definition of hostility is available. Other related offences to hate speech include communications’ offences and harassment (e.g. messages that are offensive/indecent, menacing or false).

116 On a European level, the approach of the CPS echoes to some degree the general definition of hate speech within the Council of Europe’s 1997 Recommendation (97) 20 which defines hate speech: “(…) as covering all forms of expression which spread, incite, promote or justify racial hatred, xenophobia, anti-Semitism or other forms of hatred based on intolerance, including: intolerance expressed by aggressive nationalism and ethnocentrism, discrimination and hostility against minorities, migrants and people of immigrant origin.”
117 The number of offences rose to 1605 in 2018, although the data available were treated with caution [Cf. Home Office, Hate Crime England and Wales 2017/18 Report].
118 According to CPS, protected characteristics are identified within “[a]ny criminal offence which is perceived by the victim or any other person, to be motivated by hostility or prejudice, based on a person’s disability or perceived disability; race or perceived race; or religion or perceived religion; or sexual orientation or perceived sexual orientation or a person who is transgender or perceived to be transgender” (Williams, 52).
119 Hostility in both Acts is framed as follows: at the time of committing the offence or immediately before or after doing so, the offender demonstrated towards the victim hostility based on protected characteristics (see e.g. section 145 and 146 of the CJA 2003).
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Additionally, within the Public Order Act 1986 are punished offences that stir up racial and religious hatred. Stirring religious hatred occurs when someone says something, including online, which is threatening, with the intention to stir up religious hatred. Stirring hatred, in this specific legislative context, should target an entire group, and not simply one person, and pose a threat to public order. Put simply, this offence entails more than voicing an opinion or causing offence. Finally, the Communications Act 2003 and the Malicious Communications Act 1988 cover the sending of offensive, menacing, indecent or obscene messages and treat them as offences with no requirement for the communication to be received so that sending it suffices. Section 1 of the MCA 1988 criminalizes the sending of communications to another person with the purpose of causing ‘distress and anxiety’. The message must also be indecent, grossly offensive, a threat or false information. Section 127 of the CA 2003 similarly carries the requirement of the message to cause ‘inconvenience or needless anxiety to another’ in order to qualify under the offence. The CA 2003 excludes communication sent over a ‘private’ network. For both Acts, the terms of the offences are generally ambiguous (e.g. the notion of ‘gross offensiveness’).

In criminal law terms, it is the targeted nature of (online) speech that stigmatizes its victims, along with an eventual incitement of others to hate in a threatening/abusive way, that distinguishes it from offensive or controversial speech, otherwise protected under Article 10 ECHR (Williams, 2019, 14-15). It is worth comparing this approach with the definitions of online hate speech adopted by social media platforms. For example, the 2019 Twitter Rules and Policies approach hate speech as online speech that “(…) promote(s) violence against or directly attack[s] or threaten[s] other people on the basis of race, ethnicity, national origin, sexual orientation, gender, gender identity, religious affiliation, age, disability or serious disease”. According to the same Twitter rules “accounts whose primary purpose is inciting harm towards others on the basis of these categories” are also not allowed. Twitter’s Policy also forbids hateful imagery (e.g. symbols associated with hate groups or images depicting others as less than human or non-human). Similarly, the 2019 Facebook Community Standards approach online hate speech on the basis of three tiers of severity, according to their degree of offensive character and impact of the speech in question.

In terms of conceptualization, the negative impact of online hate speech on its victims is identified in both the English criminal law context as well as within the tech companies’ terms and policies of use. The effectiveness in identifying and removing as well as prosecuting such expressions, because of their harmful impact is less established. Tech companies are still failing to remove large quantities of such speech, while the criminal law system’s response is limited as the reporting of online hate offences is low. The emerging positive correlation between hate speech with religiously aggravated offences on the streets confirms the salience of the issue (Muller and Schwarz, 2017, 2018; Williams et al., 2019).

120 Section 29J POA 1986 stipulates that nothing in the Act “(…) prohibits or restricts discussion, criticism or expressions of antipathy, dislike, ridicule, insult or abuse of particular religions, or the beliefs or practices shall not be taken of itself to be threatening.”


122 Tier 1 characterizes violent, dehumanizing speech; Tier 2 implies inferiority, contempt/disgust or uses slurs; Tier 3 speech excludes or negatively targets people (reference?).

123 See the UK Digital, Culture, Media and Sport Committee’s Report on ‘Disinformation and “fake news”’ (2019) on the limited results in preventing such damaging expressions.

124 See the 2018 Inspectorate of Constabulary and Fire and Rescue Service Report ‘Understanding the Difference: The Initial Police Response to Hate Crime’ that stressed the inadequacy on online offence responses.
The Role of Platforms in spreading hate against Muslim Women

Law is not, however, an exclusive or even determinant tool for regulating online hate speech: other important parameters of regulation are market considerations, social norms and the architecture of the internet per se. The actors with the power to control what is possible and available online indirectly contribute in shaping how users behave in a more visible way. Social media -and media in general – have difficulty to depict Muslim women as neither oppressed nor dangerous (ENAR, 2016,3). Presented as not having agency, such women appear online most often as victims, usually involved in incidents or legal procedures (ENAR, 2016, 13 citing evidence from Italy, France, Denmark).

More specifically, the cycle of hatred is perpetuated by the role of social media within which are also reflected the negative representations of Muslims on broadcast television. Social media have also been blamed for allowing the normalization of xenophobia and propaganda disinformation about minority groups more generally (Evolvi, 2018; Farkas et al. 2017). The use of Twitter in this context as a platform in relation to anti-racist politics is indicative: more recently, popular social media platforms have allowed the circulation of gifs and memes perpetuating stereotypes (Sharma, 2013), racism and misogyny (Ringrose,2018) likely to escape moderation and ultimately portraying minority groups as shared enemies (Wahl-Jorgensen, 2019, 110). In a sense, such use of the platforms suggests that these latter are likely to enhance the agency of groups of haters that are well-organized and with stronger ties among them (Poole et al., 2021, 1438). In addition, two dominant streams fuel this cycle further: the online discourse of a number of politicians and the political system and the contribution of far-right political views in normalizing such discourse.

When it comes to content moderation, remaining neutral is not an option for platforms: attempts to do so have led to increasing amounts of disinformation, threatening democracies and inter-group relations (Suzor, 2019, 22). The initial refusal of technology providers to deal with hate speech in its socio-legal dimension belongs, therefore, to a by-gone era. Abuse and harm contained in content hosted by the platforms in question are tightly linked to the architecture of commercial internet and cannot be exclusively placed in the remit of state criminal law systems. This happens also because, often, online abuse may not raise to the standard required to qualify as a criminal law offence and yet produces harm that leads to the exclusion of entire groups of people from opportunities offered by the internet (Suzor, 2019, 31).

Online abuse is conducive to the silencing of minority voices. While major social media networks prohibit online hate speech, as mentioned, the effectiveness of such internal rules can be questioned. From the platforms' perspective, internal rules against hate speech are either not enforced or are applied in discriminatory ways, depending on the identity/position of the speaker. Even when platforms enforce such rules, people spreading hate against minorities can choose to act in groups, instrumentalizing platforms' reporting functions to silence further minority groups (Suzor, 2019, 36-37), with women being a widespread target (Ibid, 146). As fundamentally, online hate speech in the form of name-calling, threats or bullying constitute both a cause and effect of a broader web of inequality (Suzor, 2019, 32). This is because such speech contributes and/or perpetuates the disempowerment and lack of autonomy of those that it targets.

Well-known techniques for screening content online include preemptive filtering, post-publication review and automated detection. All three of them carry the implications of either filtering insufficiently or

---

125 Twitter’s use is also linked to the decline of investigative journalism within mainstream media and its emergence as a source of news in itself (Poole et al., 2020, at 1417).
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exceedingly online materials that impact the capacity of speech of minority groups. Without a full understanding of how platforms are moderating content, it becomes challenging to identify and reverse patterns of exclusion. The use of flagging moderation systems combined with blocking and/or filtering tools are therefore not sufficient to reverse the worrying trend. Relying on users to flag breaches of internal rules on hate speech is also not enough as in a good proportion of cases, the content flagged mirrors dominant biases in society (Suzor, 2019, 143). Ultimately, online abuse and hate speech become much more than an issue of content of classification: they are essentially the reflection of a culture of systemic discrimination that platforms should not encourage.

In connection to the last point, in the UK context, a YouGov poll found that 74 per cent of the British public knew little or nothing about Islam, with 64 per cent getting their information from the media (ENAR, 2016, Forgotten Women- UK National Report). Similarly, UK Gallup found that 30 per cent of the British public perceives the hijab as a threat and 16 per cent would not want a Muslim as a neighbour (ENAR, 2016, UK National Report). The visibility of an individual’s Muslim identity, both offline and online, is key to anti-Muslim hate crime and yet the victims of online anti-Muslim hate are less inclined to report incidents to the criminal justice system (Awan & Zempi, 2020, 3).

At the same time, Facebook, Twitter and Instagram include considerable amounts of anti-Muslim hate speech against women (Awan, 2014). In light of the main features of anti-Muslim hate speech online targeting women, ICTs can no longer be treated in isolation, from both a normative and a regulatory perspective, but rather as embedded in a society (Schroder & Ling, 2013, 790). After all, the market and public pressure influence the policies of platforms (Suzor, 2019, 108), beyond strict legal considerations.

The consideration of the broader context leading to the production of online hateful speech may provide an alternative starting point to understand and then contain hate speech online. Instead of tackling individual expressions online, it could be useful to focus also on the context of online speech production, with emphasis on what an individual user is producing, sharing or engaging with (Vidgen et al., 2021, 16). A behavioural approach to online hate can be relevant when designing the responses to hate speech (e.g. quarantines, warning, counter speech, etc), especially given the limited number of ‘online haters’ producing the bulk of anti-Muslim hate speech. A more articulate understanding of the impact of such speech on its victims can also guide further in making decisions on resource allocation, especially in connection with victim support (Vidgen et al., 2021, 16). It should be noted nevertheless that patterns of online Islamophobic expressions vary across time, in quantity and quality, although it remains relatively consistent that a limited number of users is responsible for most hateful content online (Vidgen et al., 16).

**Typology and impact of anti-Muslim hate speech: Gendered Experiences**

Hate speech in general terms undermines the pursuit of social cohesion and inclusion within multicultural societies. Using vilification messages against group identities, it transforms attacks against ideas to attacks against persons. Common themes within Islamophobic content encountered online include attacks on moderate Islam on the basis of distrust towards Muslim communities in general; arguments that Muslims are not a race, but a religion and therefore vilification against them cannot be racist; or calls for the wiping out of Muslim culture (Oboler, 2013, 18-20). A basic typology of anti-Muslim hate speech, according to Oboler’s categorization (2013, 14 et seq.), treats Muslims as security threats (e.g. Muslims as terrorists), as cultural threats (e.g. availability of halal food), as economic threats (e.g. Muslims as ‘drains’ to welfare
systems), as violent threats as well as objects of dehumanization (e.g. Muslims compared to animals) and demonization (e.g. collective allegations of criminality).

Muslim women’s experiences online are equally highly contextual and varied although in direct link and continuity with the offline world. Consequently, a conceptualization of online communications that begins and ends online would be largely outmoded (Wellman & Hampton, 1999). More than that, according to Varisco (2010), “there is no pure Islamic presence, separated from other relevant forms of identity, in cyberspace any more than there is (...) in the real world (Ibid, 176).

Still, within social media, conceived as networks of interaction, anti-Muslim online hate speech acquires differentiated characteristics when compared with offline forms: anonymity, immediacy, impact and reach amplify the impact of hateful expressions (Brown, 2018). The following features, according to UNESCO (2015), differentiate online harmful expressions from offline ones: their permanence, as speech can move across platforms and be repeatedly linked; their itinerancy, across various online spaces; the possibility to be anonymous when expressing hate and finally the transnational reach of online hate speech. This differentiated impact applies especially to ‘casual’ forms of Islamophobia that make space for more divisive and extreme forms and expression of hate (Vidgen et al., 2021, 3). Far-right actors are particularly involved in creating ‘walls of hate’ (Awan, 2016), although available research on online hate speech suggests that it varies across time, users, context and geography (Ganesh, 2018). This may be due to online spaces being decentralized, complex and disrupted (Margetts, John, Hale, Yasseri, 2015).

The visibility of the veil online amplifies its symbolism offline as a reminder of women’s ‘powerlessness, vulnerability and oppression’ (Chakraborti and Zempi, 2012, 280). At the same time, the veil operates as an identification tool towards Islamophobic victimization. The issue of Muslim female ‘visibility’ is in itself complex: on one hand perpetrators rely on the symbolic visibility of such women to identify them as targets (e.g. visual signs such as the veil) but at the same time, online representation of the same group is victimized in largely invisible ways being represented as without agency, escaping regulation and public condemnation (Allen, 2015, 299). In sum, Muslim women’s online visibility as victims of hate speech only serves the goal of ‘erasure’ in social value and relevance (Sayyid, 2003).

From notions of safety, physical and emotional security as well as self-worth, the impact of collective victimization has been ‘escaping’ the radars of legal and policy responses (Bowling, 1999; Chakraborti, 2010). In fact, Victim Support Data (2013) demonstrated that the degree of impact of crime on its victim is not necessarily commensurate to the gravity of the crime in criminal law terms. Ultimately, hate crimes, including online hate speech, are not directed towards an individual victim only but also against the community to which they are presumed to belong (Chana, 2020, 73). Due to this dual dimension, online hate speech can be framed as being beyond a reaction to ‘trigger’ events. It can also be considered as forming part of a wider cycle of systemic victimization, stigmatization and intimidation (Bowling, 1999, 18).

The 1997 Runnymede Trust Report on Islamophobia: A Challenge for Us All had identified in an earlier context the impact of Islamophobic incidents as detrimental on personal and community identities, including on one’s individual and community worth (Allen, 2015, 289). Later in 2005, the Open Society Institute’s Report Muslims in the UK: Policies for Engaged Citizens (Choudhary, 2005) highlighted the

126 For example, among Islamophobic tweets sent between 2016/17, 15 per cent were sent by 1 per cent of the most active users and 50 per cent by the 6 per cent of most active users (Demos, 2017). See also Awan and Zempi (2017) showing how far right actors exploit virtual environment and world events to incite hatred.
emergence of stereotypes about Muslims and Islam, attributed in the public sphere to those most visible. Building on the observation of how dominant representations of Muslim women as oppressed/subjugated are, the Report showed the parallel development of a sense of justification developed among perpetrators attacking veiled Muslim women as representative of all Muslims, ignoring their individual dimensions and position as humans and subjects of legal rights/citizens.

‘Islamophobia’, a neologism encountered in 1996 within the Runnymede Trust established Commission on British Muslims, is premised on a monolithic view of Islam based on an essentialized interpretation of the communities as inferior and alien to Western values (Aguilera-Carnero et al., 2016, 24). It has been defined as ‘indiscriminate negative attitudes or emotions directed at Islam or Muslims’ (Bleich 2011). Cyber-Islamophobia, of particular interest here, is present through both blogs and social media but equally within online traditional media outlets. Cyber-hate, as such, covers abusive online material, which can and does lead in some cases to offline violence, cyber violence, cyber stalking as well as online harassment, through the use of images, videos and text. Anti-Muslim hate is premised on hostility based on a person’s real or perceived Muslim religion (Awan, 2014) and is presented in the English case, as English patriotic speech which in practice dehumanizes Muslims (Awan & Zempi, 2015).

Normatively, online hate speech embodies the digital clash between freedom of expression, autonomy, human dignity and ultimately equality (Gargliardone, 2014). In other forms, it can also be ambiguously presented, without hateful language but disguising hate in its tone and/or context. The emotional and behavioural impact of online hate speech can be both short term (e.g. isolation, resentment, shame, anger) and/or long term (e.g. low self-esteem, development of prejudice against hate speaker’s group, concealment of identity) (Williams, 2017).

Against women in particular, the internet is creating opportunities for new ways, tools and means to perpetrate crimes (Banks, 2001, 163). The most common forms of online abuse against women include their depiction as unintelligent, hysteric or ugly (Jane, 2014), which are increasingly normalized due to lack of removal, prosecution and reporting. Earlier empirical data from Twitter, for example, indicate the presence of stereotyping against Muslims (Aguilera-Carnero et al., 2016) as violently opposed to other religions as well as secularism. The use of linguistically generic references to demonize the entire community is also very present, creating new patterns of racism online (Van Dijk, 2000).

The harm that derives from online hate speech is well captured by Waldron’s definition of the term as ‘profound disrespect, hatred, and vilification of the members of minority groups’ (Waldron, 2012). In fact, the normative contradiction between hate speech and free speech can be filtered through the focus on the harm created by certain categories of speech: Benesch in her work has introduced the concept of ‘dangerous speech’ precisely to express the amplifying violence by one group against another (Benesch, 2013). Labelled as a ‘gendered crisis’, affecting disproportionately women (Elmir, 2016), it is beyond the focus of this analysis, however, to debate the advantages/disadvantages of the criminalization of hate speech in the British legal order. Precisely because of its impact and given the multi-stakeholder constellation relevant for online content moderation, the online space operates as an unequal environment of suppression, with visible patterns of hierarchy of human worth. It operates against the background of ‘online misogyny’, a term employed to signify a form of gendered types of ‘trolling’ (also called e-bile) that is facilitated and

127 Online abuse against women tends to be tackled only when escalating to death threats or when abuse continues ‘offline; (Jane, 2014).
normalized through digital platforms. (Ringrose, 2018)." According to the Law Commission Scoring Report on Abusive and Offensive Online Communication, the qualitative effect of hate speech has a wide range and includes psychological effects, emotional harms and physiological harms, exclusion from the online space, economic harms and wider societal harms affecting groups and social inclusion more broadly."

Vulnerability is thus an integral part of Muslim women’s lives due to the growing normalization effects of hateful expressions (and crimes) online. This leads them to operate under the weight of continuous risk assessments both online and offline in order to minimize, and if possible, avoid further harassment (ENAR, 2016, 26). Online abuse also results in attempts by victims to become less ‘visible’ by removing their veils (Zempi & Chakraborti, 2014; Perry & Alvi, 2012) so as to decrease their vulnerability. Perceived as attacks on their identity and with implications for their self-esteem, belonging and safety, the impact of anti-Muslim hate crime may exceed that of other types of crime (Awan & Zempi, 2015, 25). Verbal abuse and hate speech remain the most common incidents quantitatively. Hate images and posts are, within this context, characterized by loaded generalisations (ENAR Report, 2016, 27). The effects of these gendered offences extend to self-censor online (with implications for free speech exercise); vulnerability; anxiety or terror (Lewis-Hastelen, 2011). This type of hate speech therefore suggests the connection between such vitriolic and harmful expression with the silencing and exclusionary patterns operating against female online and offline agency, self-control and ultimately empowerment (Barlow & Awan, 2016, 7). Put simply, “perpetrators (usually men) attack Muslim women not only because they belong to an ethnic, racial or religious minority, or because they are women, but because of their combined intersectional identities” (ENAR, 2016, 31).

The primary implications of virality of such content lead to self-censorship as mentioned, and as crucially to the creation and perpetuation of digital infrastructures for the promotion of hate (Malik, 2017). These structures rely on both online and offline expression avoidance strategies by victims, although ironically, anti-Muslim expressions online are framed often as freedom of expression instances (Ekman, 2015). Visual representations of ‘Muslimness’ through clothing serve to signal potential targets for anti-Muslim hatred, within a flattening process of racialization by proxy of religious affiliation (Ganesh, 2016, 32).

Such harm caused by hate speech, according to Waldron (2012), is often left out of balancing exercises in regulatory and policy assessments of responses to such expressions. And yet, “members of the vulnerable groups targeted are expected to live their lives, conduct their business, raise their children (...) in a social atmosphere poised by their sort of speech (...).”

Moving Forward: The Law’s Response and examples of Best Practices

Internet governance proposals place a disproportional focus on the legal aspects connected to states’ contributions in legal rules on content moderation (Suzor, 2019, 113). Criminal law systems, constituting an integral part of the regulation of online hate speech, are less adequately designed, however, in the UK
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128 The example of Twitter is illustrative as a structure which allows public users to address each other but also do keyword and hashtag searches.
130 Tell MAMA 2013-14 data found that 82 per cent of online incidents were about verbal abuse/hate speech.
131 Hampton et al (2014) have found that self-censorship affects by priority those holding minority opinions.
context (and elsewhere) to address online abuse and even less the disproportionate targeting of specific groups such as women and minority religious groups.\textsuperscript{132} The UN Special Rapporteur on violence against women noted in 2018 the “inadequate and substandard responses from intermediaries concerning online gender-based violence.”\textsuperscript{133} Moving forward, adopting human rights standards for platforms, as corporate entities, is a way to reduce risks (and negative press) while improving current exclusionary practices. In simpler terms, for platforms, taking on human rights responsibilities signifies taking responsibility for the consequences of their choices on users (Suozzo, 2019, 131). This implies the introduction of monitoring systems assessing the effects of their policies and practices on the human rights of their users. Beyond privacy concerns and free speech, the impact of hate speech is fundamentally a choice on the type of equality these companies endorse. Disregarding social context and impact of hate speech shows preference for a formal type of equality, over a substantive one.

In the UK context, state supported attempts to address anti-Muslim online hate speech can be conceived on two levels: as institutional and as normative.

\textbf{Institutional Responses}

According to the UK Law Commission’s initial 2018 report related to Offensive Online Communications,\textsuperscript{134} online hate crime has an acknowledged strong misogynistic dimension with damaging effects which the current criminal law content does not capture (Williams, 2019, 44). The following institutional initiatives are some of the measures introduced recently to mitigate the impact of online hate speech, including on women, with varying degrees of state involvement:

- The National Online Hate Crime Hub, established in 2017, functions institutionally as a central point for the collection of all reports of online hate crime. It is designed to improve the victim experience and increase rates of successful prosecution (Williams, 2019, 43), especially given the prevailing reluctance of victims of online hate to report incidents. Alongside the Online Hate Crime Hub, the UK Council for Internet Safety (UKCIS) caters inter alia for women and girls victims of online harms and hate speech.\textsuperscript{135}

- Third-party reporting centres have been put forward as an instrument to overcome mistrust towards the policy felt by members of religious and racial minorities and a barrier to reporting further hate crime incidents (Macpherson, 1999). Such centres were introduced to improve accessibility of the criminal justice system for all (Home Office, 2016). In practice, their establishment, granted only to existing organizations, created an asymmetric web of reporting venues with mitigated impact (Chana, 2020, 75-76).

- ‘Tell MAMA’ (Measuring Anti-Muslim Attacks) is a service launched in February 2012. It has been facilitated by the civil society organization Faith Matters. Tell MAMA records instances of Islamophobic hate crimes and incidents, including those happening online. It has been the first entity of its kind in Europe and is supported by the government in Britain. Victims can report
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incidents through freephone numbers, by email, SMS, Twitter, Facebook and receive support by trained staff. Tell MAMA passes information to the police using an online reporting system.\textsuperscript{136} In one of its earlier reports, covering the period between April 2012-April 2013, TellMAMA noted that 74 per cent of Islamophobic incidents registered (out of a total of 584) happened online, targeting Muslim women in considerable proportion (58 per cent of the total number of which 80 per cent concerned veiled/visibly recognizable Muslim women) (Copsey et al, 2013). The report also noted low levels of reporting of incidents to the police (with 63 per cent of all incidents going unreported). In a more recent 2017 Report, TellMAMA found the continuation of the increase on online Anti-Muslim incidents.

Normative Responses

The 2019 White Paper on Online Harm, published by the Department for Digital, Culture, Media and Sports and the Home Office proposed a new statutory duty of care for tech companies. The proposed legislation (Online Harm Bill) is intended to ‘bring much needed clarity to the regulatory landscape (…)’\textsuperscript{137} through proportionate, risk-based and tightly defined means of implementation, moving beyond liability models. This is necessary given the great diversity of online services and harms it proposes to cover.\textsuperscript{138} To meet the ‘duty of care’ the companies concerned\textsuperscript{139} will need to understand the risk of harm to individuals on their services and put in place systems to improve their safety.\textsuperscript{140} It also requires companies to set codes of practice, establish transparency as well as effective/accessible complaint mechanisms for users and the obligation to collaborate with law enforcement in cases of illegal online harms. The current Bill also categorizes content as illegal, harmful and legal but harmful. The notions of harm and harmful content are not, however, clearly defined, although references to harm provoked through existing criminal offences (e.g. hate crime) are covered. This is likely to be insufficient as ‘harmful’ content is highly context dependent. The fulfilment of the tech companies’ duty is to be overseen by an independent regulator, already designated as being Ofcom. The regulator in question would dispose of a range of powers against companies breaching the duty of care that include the issuing of fines,\textsuperscript{141} the disruption of their activities and the liability of individual members of the senior management of such companies.

The draft legislation is partially responsive to online abuse and intimidation suffered by women and those from minority backgrounds,\textsuperscript{142} as it embraces equality concerns, in particular misogyny and persecution of minorities. It has been criticized nevertheless for its implications on freedom of speech as well as for

\textsuperscript{136}https://tellmamauk.org


\textsuperscript{138}Range of services covered include social media services, consumer cloud storage sites, video sharing platforms, online forums, dating services, online instant messaging services, peer-to-peer services, videogames which enable interaction with other users and online marketplaces.

\textsuperscript{139}Only companies with direct control over the content and activity on a service will owe the ‘duty of care’.

\textsuperscript{140}Means of redress offered to companies are foreseen to be content removal, sanctions against offending users, reversal of wrongful content removal or sanction or changes to company processes and policies.

\textsuperscript{141}Fines of up to 18 million pounds or 10 per cent of a company’s annual turnover (whichever is higher) can be imposed.

\textsuperscript{142}UK Government, Online Harms White Paper: Full government response to the consultation, December 2020, Command Paper Number 354, Crown Copyright, see Box 9 - Anonymous Abuse.
uncertainty on the treatment of content that is not illegal but still harmful. Evidence-based considerations of harm caused by digital content also remain underdeveloped.
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Introduction
What role do online platforms play in managing and governing information during the pandemic? Chinese platforms cooperated substantially with the governments’ message (and message control) on COVID-19, but also US-based platforms like Twitter and Facebook that had employed a hands-off approach to certain types of disinformation in the past invested considerably in the tools necessary to govern online disinformation more actively. Facebook, for instance, deleted Facebook events for anti-lockdown demonstrations while Twitter had to rely heavily on automated filtering (with human content governance employees back at home). This contribution will assess these practices, their impact and permanence in light of the author’s research on the important role of intermediaries as normative actors, including their establishment, through terms of service and content governance practices, of a private order of public communication.

State responsibilities and private duties regarding online communication
Online just as offline, states have an obligation to respect, protect and ensure human rights for everyone on their territory or under their control. This extends the duties states have from the analog world into the digital one, especially as being ‘online’ is now the new normal and the internet of platforms and contents is enriched by an internet of things (like smart cars) and an internet of bodies (like intelligent wearables). Even as new approaches to norm entrepreneurship online emerge, rights that people have offline are still their rights in online environments.

Online just as offline, states have a primary responsibility and ultimate obligation to protect human rights and fundamental freedoms. But what are these requirements international law imposes on states to ensure rights online? A key international legal basis for freedom of expression is Article 19 of the Universal Declaration of Human Rights, which is largely considered to reflect customary law. In addition, in 1976 the International Covenant on Civil and Political Rights (ICCPR) was adopted, which in its Article 19 reiterates the text of the Universal Declaration and then clarifies (in para. 2) that everyone “shall have the

right to freedom of expression; this right shall include freedom to seek, receive and impart information and ideas of all kinds, regardless of frontiers, either orally, in writing or in print, in the form of art, or through any other media of his choice."

Accordingly, the right goes beyond the freedom of the press and the freedom of the media to include individual expression in the widest sense. However, the right, with the exemption of the freedom of opinion, is not absolute or without limits. Under certain clearly defined conditions it can be restricted. In its biannual resolution on human rights on the internet in 2012, 2014 and 2016, the Human Rights Council affirmed, with references to Articles 19 of the UDHR and the ICCPR, the special role of freedom of expression online: “the same rights that people have offline must also be protected online, in particular freedom of expression, which is applicable regardless of frontiers and through any media of one's choice [...].”

An evaluation of freedom of expression standards in international law from a European perspective (must) also consider similar regional standards such as the protections of Article 10 (1) of the European Convention on Human Rights (ECHR), enshrining “the right to freedom of expression. This right shall include the freedom to hold opinions and to receive and impart information and ideas without interference by public authority and regardless of frontiers.” Note the reference to the non-interference “by public authority”: States are obliged to protect freedom of expression both as a free-standing right and as an essential “enabler” of other rights through the internet. As former UN Special Rapporteur for Freedom of Expression, Frank La Rue, wrote, “by acting as a catalyst for individuals to exercise their right to freedom of opinion and expression, the internet also facilitates the realisation of a range of other human rights”.

The ECtHR case of K.U. v. Finland confirms that states have an obligation, under the European Convention of Human Rights, to ensure that the human rights of persons under their jurisdiction are protected – offline just as online. If social network service providers fail to introduce safeguards (in the case of K.U. v. Finland, to protect the privacy rights of a child), states need to enforce a legal protection framework. Just as real as the primary responsibility of states, however, is the observation that a lot of the discourse relevant for the constant opinion-forming work of democratic modernity takes place in private spaces.

The key questions regarding how to enable, moderate and regulate speech today therefore have to be asked and answered with a view to digital and private spaces.

The vast majority of communicative spaces on the internet are privately held and owned. This is due to the powerful role of intermediaries, companies that enable our online activity. States are therefore not the only actors in ensuring human rights online. As the 2018 Recommendation of the Council of Europe

---


148 Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, UN Doc. A/HRC/17/27 of 16 May 2011, paras. 22 and 23. But the internet also brings about new challenges to these same human rights.

149 ECtHR, K.U. v. Finland (2 December 2008), Application No. 2872/02.
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on internet intermediaries notes, a “wide, diverse and rapidly evolving range of players, commonly referred to as “internet intermediaries”, facilitate interactions on the internet between natural and legal persons by offering and performing a variety of functions and services. Some connect users to the internet, enable the processing of information and data, or host web-based services, including for user-generated content. Others aggregate information and enable searches; they give access to, host and index content and services designed and/or operated by third parties.”

Network effects and mergers have led to the domination of the market by a relatively small number of key intermediaries. As the 2018 Recommendation warned, these few companies have growing power: “[the] power of such intermediaries as protagonists of online expression makes it imperative to clarify their role and impact on human rights as well as their corresponding duties and responsibilities, including as regards the risk of misuse by criminals of the intermediary's services and infrastructure.”

Internet intermediaries have duties under international and national law. In line with the UN Guiding Principles on Business and Human Rights and the “Protect, Respect and Remedy” Framework, intermediaries should respect the human rights of their users and affected parties in all their actions. This includes the responsibility to act in compliance with applicable laws and regulatory frameworks. Internet intermediaries also develop their own rules, usually in form of terms of service or community standards that often contain content-restriction policies. This responsibility to respect within their activities all internationally recognized human rights, in line with the United Nations Guiding Principles on Business and Human Rights, exists independently of the states’ ability or willingness to fulfil their own human rights obligations.

States have also misused intermediaries in the past to introduce filters and enforce laws that violate international human rights commitments. Therefore, as the Recommendation notes, any norms applicable to internet intermediaries, regardless of their objective or scope of application, “should effectively safeguard human rights and fundamental freedoms, as enshrined in the European Convention on Human Rights, and should maintain adequate guarantees against arbitrary application in practice.”

Due to the multi-layered nature of the regulatory framework governing services provided by or through intermediaries, their regulation is challenging. As they operate in many countries and data streams, especially for cloud-based services, and often cross many countries and jurisdictions, different and conflicting laws may apply. This is exacerbated by, as the 2018 Council of Europe recommendation identified, “the global nature of the internet networks and services, by the diversity of intermediaries, by the volume of internet communication, and by the speed at which it is produced and processed.”

In line with the UN Guiding Principles on Business and Human Rights and the ‘Protect, Respect and Remedy’ Framework (Ruggie Principles), a convincing approach posits that intermediaries need to behave in a certain way to keep their ‘social licence’ to operate the quasi-public sphere. Such a ‘licence’ necessitates

153 Council of Europe, Recommendation CM/Rec (2018)2 of the Committee of Ministers to member States on the roles and responsibilities of internet intermediaries, preambular para. 4.
154 Ibid., preambular para. 7.
155 Ibid., para. 2.1.1.
156 Ibid., para. 2.1.2.
157 Ibid., preambular para. 6.
158 Ibid., preambular para. 9.
commitments to human rights of their users and affected parties in all their actions (including the formulation and application of terms of service) in order to address and remedy negative human rights impacts directly. For example, in order to identify and prevent adverse human rights impacts, business enterprises need to carry out human rights-due diligence. This should involve meaningful consultation with potentially affected groups and other relevant stakeholders, taking appropriate action, monitoring the effectiveness of the response and communicating their action as part of their accountability obligations.  

There is substantial literature on the duties of private entities in international law, especially with regard to the duties of transnational corporations and private military contractors. Much of it is applicable to internet standard-setters, but also to internet content companies, such as search engine providers and social networking services.

**Platforms in Pandemic Times**

In a study and subsequent analysis of platform behaviour during the year of the rising Covid-19 pandemic 2020, we have identified a number of key shared commonalities among more than 40 states. Dominant platforms have been able to defend, or even solidify, their position, but communicative practices on those platforms are changing. State authorities increasingly use platforms to communicate and inform, and platforms support these approaches willingly. In the following, we look specifically at selected platforms and study their reaction to (dis)information related to Corona to assess whether we can see an emergence of a cross-platform commitment to counter Corona-related disinformation.

**Facebook**

During the pandemic Facebook continued to remain one of the leading platforms. With its two point seven billion daily users on its main platform alone. With data traffic for messaging services, video and voice calls throughout the time of the pandemic was an important space for online speech during the pandemic.
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161 Cf. Lindsey Cameron, Vincent Chetail, Privatizing War. Private Military and Security Companies under Public International Law (Cambridge: CUP, 2013), 288-382 (arguing that PMSCs can be bound both as companies and as the sum of their individual employees.). See also the body of scholarship cited in ibid., 269, note 22.

162 Council of Europe, Committee of Ministers (4 April 2012), Recommendation CM/Rec(2012)3 on the protection of human rights with regard to search engines and Recommendation CM/Rec(2012)4 on the protection of human rights with regard to social networking services.


Before the pandemic, Facebook claimed not wanting to be an “arbiter of truth”.\textsuperscript{167} While this was never accurate, and Facebook has always influenced how online communication takes place on this platform, the reaction to COVID-19 was much stronger than any other single issue addressed by automated and human content moderation.

According to the report by ‘Avaaz’ Facebook projected three point eight billion pieces of content that were classified as misleading health content to its users\textsuperscript{168}. While the amount of content on the platform has increased, its content moderation was more difficult during the pandemic.\textsuperscript{169} Because of global lockdown constraints, Facebook had to rely even more on automated content moderation\textsuperscript{170}. Facebook also changed the community standards and defined content related to anti-vaccine statements\textsuperscript{171}, or advertising claims for medical face masks, hand sanitizer, disinfectant wipes and COVID-19- test kits, as forbidden by its terms of service which also can be seen as a shift in the company’s approach.\textsuperscript{172}

In March 2020, Facebook introduced an ‘Information Hub’\textsuperscript{173} for most users to provide health information by trusted authorities like the ‘Center for Disease Control and Prevention’ or the ‘World Health Organization’ matched with content from hand-picked journalists, politicians or other selected content about the pandemic. Facebook makes also use of pop-ups as a user-interface-design decision to additionally remind users to wear facemasks or to provide further information about the pandemic. Another information-related action was the investment of 100 million dollars to support fact-checking and journalism on the Corona crisis.\textsuperscript{174} The financial support by Facebook also included donations for relief efforts\textsuperscript{175} healthcare workers\textsuperscript{176}, small businesses\textsuperscript{177} or supporting health crisis helplines.\textsuperscript{178}

According to Kahn et al. 22.3 per cent of their investigated Facebook posts contained misinformation about COVID-19. Facebook furthermore opened some data silos to the public and researchers as part of the ‘Data for Good’ program. This data-support includes a COVID-19 map and dashboard with data about global symptom surveys, as well as information about datasets that mirror the movement range, or other mobility-related information of Facebooks users. This data can be used for research that e.g., takes a close look at the friendship-boundaries of Facebook users in two countries to predict the likelihood of the creation of coronavirus hotspots.

Facebook had to send home content moderators on the 16th of March 2020. This situation caused by the lockdown led to a high increase in artificial intelligence supported content moderation. While the old moderation system was going through the amount of content chronologically, the use of a variety of algorithms (this includes machine learning approaches, filtering, ranking and sorting) now uses criteria to sort through the content and prioritize it. This change within the moderation system should help remove harmful content quicker than the chronological system did.

Nevertheless, Facebook remained a key platform for the spread of misinformation. This claim is based on the high number of interactions related to the content in question compared to other platforms. A study also highlighted the connection between YouTube and Facebook, which are more strongly correlated through content shares than other platforms. The authors therefore come to the conclusion that misinformation is more likely to become viral if it is shared through Facebook.

**Twitter**

The company reports a total reach of its monetizable daily active users (mDAU) of 164 million in the first quarter of 2020, which is a growth of 23 per cent in comparison to the corresponding values in 2019.

---

179 Khan and others (n 2).
184 ‘Keeping People Safe and Informed About the Coronavirus - About Facebook’ (n 5).
186 The criteria used are: virality, severity and how likely it is for the content to violate the Facebook Community Standards.
187 Silvia Majó-Vázquez and others, ‘Volume and Patterns of Toxicity in Social Media Conversations during the Covid-19 Pandemic’ 12.
188 Aleksi Knuttila and others, ‘Covid-Related Misinformation on Youtube’ 7.
While the traffic on the platform has risen in numbers the problems via moderation, misinformation and fake news became even more problematic for COVID-19 related content.\textsuperscript{[190]} Twitter took several measures to overcome the challenges of the pandemic. It supported verified information sources and tried to make them easy to access\textsuperscript{[191]} in order to protect the debate on its platform.\textsuperscript{[192]} Twitter strengthened its organization-relationships and fostered public engagement on its platform.\textsuperscript{[193]} Furthermore, Twitter decided to focus on the safety of partners and employees.\textsuperscript{[195]} In order to provide valuable information to its users Twitter developed a COVID-19 tab in its ‘Explore\textsuperscript{[196]}’ function. Here users have easy access to reliable sources and hand-picked page highlights from public health experts. Through the use of verified accounts misleading speech or misinformation should be tackled on the microblogging platform.\textsuperscript{[197]}

Pulido et al. found out that during the pandemic misinformation increased in presence while it is retweeted less likely, compared to scientific content or evidence, which create more engagement within the online environment.\textsuperscript{[198]} The COVID-19 search prompt is another design decision Twitter took in order to curb the spread of misinformation.\textsuperscript{[199]} This search prompt should also correct misspellings within the search function and promote search results from credited sources like the ‘World Health Organization’ in relation to COVID-19.\textsuperscript{[200]} The second cluster of actions against the pandemic amplified the need of clarifying statements about misleading information and how the company deals with it.\textsuperscript{[201]}

Twitter published its three key questions which are taken into consideration for COVID-19 content removal decisions, an important element of justification governance. First, ‘Is the content advancing a claim

of fact regarding COVID-19? Second, ‘Is the claim demonstrably false or misleading?’ The third question risen by Twitter is: ‘Would belief in this information, as presented, lead to harm?’

The first question demands the existence of more than an opinion and rather seeks for content that covers some degree of factual truth. The expression has to have the power to influence the behaviour of other users on the platform in order to fulfil the criteria Twitter has set. The second question analyses the degree of truth of the statement or otherwise it will classify the Tweet as misleading. The Tweet either contains already falsified information or the claim could confuse users through the process of visibility and sharing pattern. The third question tries to minimize the harm that misinformation could cause through its platform. Twitter explicitly names content that could increase the likelihood of exposure to the virus or information that could lead to capacity bottlenecks within the public health system. When a Tweet meets all three of the forementioned questions and criteria Twitter grants itself the right to block or remove the content in question.

On 11 May 2020 Twitter updated its ‘Terms of Service’ for the placement of warning labels on Tweets that come with a reduced visibility for others. Twitter’s ads policy had to be renewed in order to meet the COVID-19 needs on the platform. The update restricted content that could cause panic, and content that could influence prices or the advertising of products that might be short in stock like face masks or hand sanitizers. Twitter also widened its understanding of harm on its platform. Now the term also addresses speech that directly challenges the guidance from authoritative sources that contain public health information.

The first layer of the moderation process of Twitter is automated and Twitter’s systems questioned one and a half million accounts that were under suspicion of amplifying COVID-19 discussion through spamming or other manipulative behaviours. Tasks related to judgement of the content itself had to be changed due to the pandemic. Twitter clarified its use of automated systems on the 16th of March 2020. Twitter reported the automated surfacing of the uploaded content on its platform through the help of data trained on previous moderation decisions taken by its human moderation team. While misleading or false claims around COVID-19 often demand for additional context, the human moderation team of Twitter will take review decisions ‘by hand’. Twitter also informs its users of longer waiting periods for content
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202 An example given by Twitter includes statements like: „The National Guard just announced that no more shipments of food will be arriving for two months — run to the grocery store ASAP and buy everything” or “5G causes coronavirus — go destroy the cell towers in your neighbourhood”.

203 This process of falsification is supported by subject-matter experts.

204 Twitter gives the following examples: „Whether the content of the Tweet, including media, has been significantly altered, manipulated, doctored, or fabricated; Whether claims are presented improperly or out of context; Whether claims shared in a Tweet are widely accepted by experts to be inaccurate or false.”

205 Yoel Roth and Nick Pickles, ‘Updating Our Approach to Misleading Information’ (11 May 2020) <https://blog.twitter.com/en_us/topics/product/2020/updating-our-approach-to-misleading-information.html> accessed 17 January 2021 and “Tweets that are labelled under this expanded guidance will have reduced visibility across the service. Reducing the visibility of Tweets means that we will not amplify the Tweets on a number of surfaces across Twitter. However, anyone following the account will still be able to see the Tweet and Retweet,.


208 Twitter, ‘Coronavirus’ (n 54).
moderation, while also giving the user a right to appeal. Furthermore, Twitter announced to change its hierarchy of the global ‘content severity triage system’. It now prioritizes content that might be classified as a rule violation, because this contravention is attributed as the highest risk by the platform to cause harm to its users. The company also reported to have implemented a daily assurance check of its moderation system. On 3 March 2020, Twitter also reminded its users of the ‘zero-tolerance approach’ the platform has towards manipulation.

The third category of measures include the Twitter questions and answers that supported public engagement and promoted actions like ‘Clapping for our healthcare heroes’ or ‘#AsktheGov’ where elected leaders were able to answer questions of Twitter users. Twitter announced a global software solution hackathon to fight the pandemic. The company also donated one million dollars to the ‘Committee to Protect Journalists’ and the ‘International Women’s Media Foundation’.

As a further response to the crisis, Twitter tried to keep the public conversation alive while also using valuable information about the pandemic through the user data. In order to do that, Twitter created ‘Twitter Developer Labs’ to grant access of real-time data to developers and researchers. Open research data is used for projects that take a closer look at trends and COVID-19 related discriminatory conversation. There are other examples for valuable insight through Twitter’s data to determine the amount or magnitude of misinformation.
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Kouzy found that 24.8 per cent of tweets contained misinformation, while not only the tweet is of interest but also its author. Kouzy found that the rate of misinformation increased to 33.8 per cent when the author was an informal individual or posted within a group account setting. This finding is also mirrored within the usage of verified accounts. Where 31.0 per cent of the unverified accounts were classified as misinformation, while only 12.6 per cent of verified accounts contained misinformation. The company also focussed on parameters like site reliability in the pandemic due to an increase in service demand. Metrics can provide a valuable insight into numbers and statistics or in this case of sentiment analysis. According to Ordun et al., the information related to COVID-19 was about 50 Minutes faster retweeted compared to other Chinese networks.

Kruspe, Mustafa et al. and Proharel used Twitter data to employee a sentiment analysis of the tweets to find out more about people’s moods. But not only ordinary Twitter users are under investigation – Rufai and Bunce analysed tweets from leaders of G7 countries where the majority of tweets were classified as ‘informative’ content (82.8 per cent) by the researchers while the G7 leaders also used their twitter accounts to boost the moral of their citizens (nine point four per cent) of Tweets.

Twitter reported to have taken into account several measures to support its employee’s safety through mandatory work from home whenever possible, while also assuring contractual fulfilment in cases where home office solutions are not possible. In order to smoothen the change in working conditions the company also provided reimbursement toward home office related costs and additional resources for parents in the form of financial help for COVID-19 related additional day-care expenses.

YouTube

YouTube has a current user base of two billion that consumes one billion hours of content daily. YouTube had some prior knowledge and experience for how to deal with pandemics. Misleading information amounts to a fourth of classified COVID-19 related misleading content, which reached up to 62 million users around the globe.
Part III: Protecting Rights on Platforms

YouTube uses a search algorithm coupled with a recommendation system that makes use of ‘collaborative filtering’ in order to individually sort content according to user preferences.230 Research in user behaviour sheds light on the importance of the ranking order of YouTube’s search results. Gudivada et al. found out, that users usually only consider the top 20 search results for consumption, therefore the algorithmic recommendation of YouTube is responsible for approximately 70 per cent of content consumed by users on their platform.231 Furthermore, Li et al. claim that during the c-Corona-crisis the content of credited sources on the platform are under-represented compared to other content creators.232

YouTube used several measures to curb the spread of Corona-related disinformation its platform. YouTube implemented the following key strategies: authoritative voices, providing helpful information, boosting remote learning, removing misinformation, reducing the spread of borderline content through the creation of a COVID-19 ‘Medical Misinformation Policy’, while also providing infrastructure to its users to stay connected.233

With YouTube’s efforts for making authoritative voices more visual, the company displayed information panels of health organisations connected to search results related to COVID-19 queries. According to YouTube, this promoted content had around 100 billion views.234 COVID-19 related content also has high engagement, while content that also is politicized raises on average around 9000 comments for a video and factual content gained 3000 comments on average.235 Furthermore, the consumption of news (compared to the numbers of the previous year) on the platform soared up to 75 per cent.236 Marchal et al. found out that four-fifths of channels on YouTube sharing information are professional news agencies.237 Nevertheless, content containing misinformation reached high volumes of shares on social media platforms and add up to the sum of shares of the five biggest English media and news sites.238

The company also increased the visibility of non-profit organisation and governments through free ad inventory. Another change in the user interface is the news shelf for COVID-19 related information to highlight news from authoritative sources and health agencies239 while also building a fact-checker network that can place warning labels on content that also reduces the visibility of the video.240
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On 13 July 2020, YouTube first launched a feature called ‘Depression and Anxiety Information Panels’ that uses information and guidelines provided by the ‘Centre for Disease Control’ (CDC). One of the latest changes to YouTube’s information channels on the 17 November now also corners content about misinformation on vaccines for COVID-19. The platform started in 2019 to limit its recommendation for borderline content. Borderline content makes up for around one per cent of the content on YouTube and describes cases that almost meet the criteria of deletion according to the ‘Community Guidelines’. Furthermore, YouTube promotes content for fundraising through a specific tag and a donation button.

According to YouTube over almost eight million videos were removed by the platform between July and September this year. The platform now exercises more intensive oversight over, and strives to limit the reach of, content that contains medical misinformation or discredits authoritative health authority’s guidance in one of the following categories: treatment, prevention, Corona diagnostics and/or transmission.

YouTube, in contrast to Facebook, monetises COVID-19 related content. This is a change in the platform’s monetarisation approach that prohibited the utilisation of sensitive events it followed only last month before.

On 16 March 2020, the company announced that it will use more automated content
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248 YouTube gives the following examples: “Content that encourages the use of home remedies in place of medical treatment such as consulting a doctor or going to the hospital. Content that encourages the use of prayer or rituals in place of medical treatment. Content that claims that there’s a guaranteed cure for COVID-19. Claims about COVID-19 vaccinations that contradict expert consensus from local health authorities or WHO. Content that claims that any currently-available medicine prevents you from getting the coronavirus” or “Other content that discourages people from consulting a medical professional or seeking medical advice”.
249 YouTube gives the following examples: “Claims that there is a guaranteed prevention method for COVID-19. Claims that an approved COVID-19 vaccine will cause death, infertility, or contraction of other infectious diseases. Claims that an approved COVID-19 vaccine will contain substances that are not on the vaccine ingredient list, such as fetal tissue,Claims that an approved COVID-19 vaccine will contain substances or devices meant to track or identify those who’ve received it. Claims that an approved COVID-19 vaccine will alter a person’s genetic makeup, Claims that any vaccine causes contraction of COVID-19, Claims that a specific population will be required (by any entity except for a government) to take part in vaccine trials or receive the vaccine first”.
250 YouTube gives the following example: “Content that promotes diagnostic methods that contradict local health authorities or WHO”.
251 YouTube gives the following examples: “Content that claims that COVID-19 is not caused by a viral infectionContent that claims COVID-19 is not contagious, Content that claims that COVID-19 cannot spread in certain climates or geographies, Content that claims that any group or individual has immunity to the virus or cannot transmit the virus, Content that disputes the efficacy of local health authorities’ or WHO’s guidance on physical distancing or self-isolation measures to reduce transmission of COVID-19”; see also YouTube, ‘COVID-19 Medical Misinformation Policy - YouTube Help’ (n 114).
252 YouTube, ‘Monetising COVID-19-Related Content’ (2 April 2020) <https://support.google.com/youtube/answer/9777243?hl=en-GB> see also Marchal, Au and Howard (n 95).
moderation and informed its platform users about the fact that more false positives and false negatives will be visible.\(^{254}\) According to their enforcement report, YouTube removed 99 per cent of comments\(^ {255}\) through automated filtering.\(^ {256}\) Furthermore, YouTube defines exceptions for removal in cases of educational, documentary, scientific or artistic settings. The platform grants itself the power to remove content that violates a provision of its ‘Community Guidelines’, where YouTube also informs the uploading-user of the content removal per mail. Users, that violate the company’s rules for the first time will only be warned, while YouTube will strike against the user’s channel for further violations. When a user has reached three strikes YouTube will delete the channel.\(^ {257}\)

According to Priyanka et al. users are a central player in the creation or sustainment of misinformation. The authors argue that independent user content, which accounts for 11 per cent of total video content, is seven times less likely useful information about COVID-19 compared to academic institution content.\(^ {258}\)

The platform is a popular host for remote learning. YouTube launched ‘Learn@Home’, an extension to its ‘Learning Hub’ and is supported by several educational content creators and services like e.g., ‘Khan Academy’.\(^ {259}\)

The removal of content on the platform is one way to target misinformation, but here the technological eco-system is more entwined than expected. In the deletion process of a video, YouTube had a longer removing time of several hours that was also viral on Facebook and Twitter.\(^ {260}\) According to Knuutila et al. YouTube needed 41 days to remove misleading videos that gained 149,825 views on average according to their sample.\(^ {261}\) As mentioned in section a.), the authors describe that the audience for misleading content of COVID-19 on YouTube is closely correlated\(^ {262}\) to (and on a large scale caused by) Facebook shares.

This entwined ecosystem was studied by Cinelli et al. for several platforms including YouTube.\(^ {263}\) The authors discovered that users have a specific timing pattern for content consumption. Furthermore, ‘mainstream social media’ only grants a small fraction of interaction to questionable content.\(^ {264}\) The questionable content on the platform can reach different degrees of visibility. In order to compare the platform’s approach, the authors used the coefficient of relative amplification.\(^ {265}\) According to their
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\(^ {255}\)The total amount of comments removed between July and September this year add up to 1,140,278,887 comments on the platform.

\(^ {256}\)YouTube Community Guidelines Enforcement – Google Transparency Report’ (n 115).


\(^ {260}\)Statt (n 53). 

\(^ {261}\)Knuutila and others (n 35).

\(^ {262}\)With a positive correlation of 0.7 for the variables „views on YouTube“ and „Shares on Facebook“.

\(^ {263}\)The authors investigated: Twitter, YouTube, Gab, Reddit.


\(^ {265}\)The coefficient of amplification is a metric to capture the amplification on a platform for the fraction of average engagement for unreliable posts to reliable posts.
findings, YouTube amplifies unreliable content less compared to reliable content with a ratio of four out of ten.

**Telegram**

Telegram is a Russian instant messaging service and was founded in 2013 by Pavel Durov. Pavel Durov also founded the Russian social network 'VKontakte' which can be seen as a pendant to Facebook. 

The service has more than 200 million active users. Germany, Austria and Switzerland together account for eight million users on a daily basis. The service's popularity can be explained through the one-to-many messaging option which also provides for the creation of groups reaching up to 200,000 members. Messages send within those groups can only be seen if searched for or appear within the group for every user. A user can stay anonymous while posting to other users. Telegram therefore can create a wide reach for an individual user, while the user's personality can be hidden. Furthermore, the platform, in contrast to Facebook or Twitter, does not use a recommendation system nor an algorithmic timeline.

The service is available within the EU or the United Kingdom for users that are 16 according to the company's terms of service. Telegram's terms of service are very brief. A user has to avoid practices that: Use our service to send spam or scam users, promote violence on publicly viewable Telegram channels, bots, etc. or post illegal pornographic content on publicly viewable Telegram channels, bots, etc.

Through this open formulation of the online behaviour of users, Telegram grants its online population an ample understanding of free speech. Telegram therefore is an El Dorado for extremist groups like the Islamic state or the far right. Nevertheless, Telegram announced cooperation with the EUROPOL to counter terrorist propaganda online.

Because of the laissez-faire approach the company has towards content moderation and fake news, it poses a serious threat for COVID-19 misinformation.
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Part. III: Protecting Rights on Platforms

Telegram has a much less strict approach to governing COVID-19 information than other major platforms. Yet, Pavel Durov started to promote verified channels on his platform. Those channels can be verified if an active official channel, bot or a public group is concerned and another platform (Twitter, Facebook, Instagram or YouTube) already has verified a similar account. If the user has no verified account on any of those platforms, an undisputed page on Wikipedia that is in accordance with its ‘Notability Guidelines’ also is accepted by Telegram. Ordinary user accounts cannot be verified. These are reserved for ‘big and active official channels and bots’. Therefore, Telegram expands their cooperation with worldwide health ministries. Telegram also allowed for notification of users by verified channels to address COVID-19.

Hui Xian Ng and Loke Jia were researching group behaviour and misinformation on Telegram in relation to the COVID-19. Most activity could be measured at midday or between eight to ten pm. According to them zero point zero five per cent of overall content could be classified as misinformation. The corresponding answers to misinformation on the platform express scepticism to overall zero point four per cent. The authors found that activity within the group increased, when governments announcements were made. Whereas the soar in confirmed COVID-19 cases did not influence the activity level upon the platform as much. Hui Xian Ng and Loke Jia also found, that the sentiment of the user’s content could be labelled within a rather negative spectrum which correlates to governmental communication.

Conclusion and Outlook

Private Ordering of COVID-19-related Content

During the pandemic all of the platforms mentioned above took some measures related to COVID-19 while the amount of action differs. Telegram is based on a very broad understanding of free speech. Its one-to-one and one-to-few communication channels are rightly protected by law, but the groups and other one-
to-many communication facilities leave room for largely unregulated online speech which can turn problematic.\(^\text{287}\) This gap between Telegram and the other platforms grew when measures and moderation on other social networks or messaging services became stricter. Facebook, Twitter and YouTube all have taken a selection of different means to tackle COVID-19.

The ‘Organisation for Economic Co-operation and Development’ (OECD) provides four recommendations to handle the pandemic: first, ‘supporting a multiplicity of independent fact-checking organisations’; second, ‘ensuring human moderators are in place to complement technological solutions’; third, ‘voluntarily issuing transparency reports about COVID-19 disinformation’; fourth, ‘improving users’ media, digital and health literacy skills’\(^\text{288}\).

The first recommendation was in nuce supported by Facebook, Twitter and YouTube. The second recommendation was only partly deployed through the platforms and was not implemented when lockdowns were in place. The third recommendation was of special importance, because only with increased transparency the phenomenon of misinformation can be studied properly and tackled across platforms. The fourth recommendation is also partly employed by Facebook, Twitter and YouTube.

The European Commission also provided recommendations to digital companies.\(^\text{289}\) It stressed the visibility of trusted content by authoritative sources, the awareness of users for content that is displayed to them, the detection of harmful content and the reduced advertising for disinformation.\(^\text{290}\) Platforms largely incorporated the recommendations.

Misinformation can only be tackled effectively if measures are taken coherently upon platforms. With a general increase in users and views this year the platforms have a severe duty to prevent users from harm through their offered services. This increase in numbers also will lead to a gain in profit for most of the platforms. Content moderation is at the core of company’s service and has changed for Facebook, Twitter and YouTube. The working conditions for moderators at Facebook are problematic especially during the pandemic. Most had to work from home or were unable to work. That is why the usage of automated systems for content moderation soared for Facebook, Twitter and YouTube. Automated systems have drawbacks compared to human content moderation and could foster the spread of misinformation online. On average 25 per cent of content relating to COVID-19 could be classified as misleading on all platforms.\(^\text{291}\) This amount further increased up to 31 per cent when the users stayed anonymous.\(^\text{292}\)

The recommendation algorithms employed by the platform act as ‘digital curators’ on platforms and are responsible for most of the content consumed by users.\(^\text{293}\) Because the business model platforms employee user’s views and reaction to content is an important key performance indicator, misleading content with
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high engagement and visibility can increase the company’s profit.\textsuperscript{284} This relation between profit and polarizing content can also explain why YouTube is monetising COVID-19 content after it has banned it only a month before. Trusted sources are still under-represented and should be promoted even more on the platforms. It is important to give authoritative sources and trusted healthcare content a loud voice in the pandemic to keep misinformation at bay.

**Outlook**

Platforms are here to stay. Their communicative role is likely to remain influential and to even grow, especially in developing states. Private ordering, that is the application of private norms in online spaces through which they are constituted as normative orders, will continue to be a useful concept to understand platform behaviour. States and platforms both have different duties and responsibilities vis-à-vis freedom of expression. As we have shown, private ordering has its limits: Public law is necessary in order to control public values. Privately constructed normative orders often lack a socially responsible finality. Even carefully constructed quasi-judicial entities, meant to increase legitimacy of platform law, suffer from flaws.

A basic problem of content moderation cannot be solved by even the most cleverly crafted law. It is this: While the primary responsibility for safeguarding individual spheres of freedom and social cohesion rests with states, it is platforms that have the primary power (in the sense of effective impact) to realize and influence rights and thereby cohesion. They set the rules, they design the automated tools, they delete and flag. Platforms have started to do better in terms of protecting rights, but they are still far off in normative terms - when it comes to ensuring social cohesion.

Currently, all major platforms follow the approach of leaving as much “voice” online as possible (though overblocking happens), deleting only dangerous postings (e.g., death threats) and adding counter-statements (e.g. warnings) to problematic speech (e.g. disinformation). Covid-19 has gradually changed this, as we have seen above. For the first time, a cross-platform phenomenon became visible: the recognition that mostly lawful speech could be highly corrosive of societal values (like public health) and that platforms needed to use all tools in their normative arsenal, automatic filtering, downranking, deleting, counterinformation, flagging, to support efforts to fight Corona. If it worked overall rather well for fighting Corona, the one questions which remains is this: What about protecting other societal values against less-well designed threats? Here both more rights-conscious and more authoritarian futures are possible and continued engagement in critical platform research is essential.

Legal mechanisms for protecting freedom of expression on the internet – The Case of Serbia

Jelena Simic
FACULTY OF LAW, UNION UNIVERSITY IN BELGRADE

Introduction

We can say that the Internet is a public space, accessible to almost every individual, which allows us to participate directly in the public exchange of opinions, even in a global context, from the depths of our privacy, even conditional anonymity. Participation in the exchange of information on the Internet is no longer conditioned by any intermediaries in the form of traditional, one-way media, and a high degree of interaction is achieved almost momentarily. It was the U.S. Supreme Court in the 1997 case of Reno v. ACLU that singled out interactivity as one of the peculiarities of the Internet and based on it characterized the Internet as a unique and completely revolutionary medium that allows simultaneous communication, thus giving it the highest degree of protection in terms of freedom of expression. That is why freedom of expression is a key element when we talk about rights and freedoms on the Internet. Compared to traditional media, it is clear that Internet users receive and communicate information without hindrance, thus blurring the line between speakers and audience. Social networks, platforms for information exchange and the Internet in general, act as a real arena of freedom almost without any restrictions such as laws, rules, regulations, which often hinder us in real life. However, just like in real life, setting boundaries is important and healing in building interpersonal relationships and respecting others. When it comes to the Internet, the question that has been in the focus of debate for a long time is, who should set those boundaries, who should regulate social networks, who should control the Internet? The "big tech" companies that own most of the social media, or the states and legislators that have set the framework for all other media so far?

Internationally, one of the triggers for this debate was certainly the events surrounding the US presidential election - from marking Trump's tweets as fake news due to non-recognition of election results, to the incursion of Trump supporters into the Capitol, as a result of which Trump's social network accounts were suspended in order to prevent him from calling for riots. These events have sharpened the debate about the role of social networks in political life. When it comes to the local prism, more precisely the Republic
of Serbia, which this paper will deal with, we can say that the whole series of events that took place in a relatively short period opened a debate on these same issues. I will list only a few of the most important events.

In March 2020, the news that the social network Twitter shut down 8,558 Twitter accounts in Serbia caused great attention of the domestic and world public. Twitter announced on its official Twitter Safety profile that their authentication teams had deleted more than 8,500 accounts used to promote the ruling party in Serbia and its leader. It was a network of "bot" accounts that were engaged exclusively in promoting the ruling party and its leader during the 2017 presidential election campaign. Most of the "bots" actually retweeted and responded to the same tweet at the same time, which are clear features of an organized network of "bots" with a political plan. According to the report, these accounts tweeted more than 43 million times in four years and published more than 8 and a half million links that led to the websites of the ruling party and various pro-government media.

Then, in mid-March 2021, Serbia found itself in the company of 32 countries in which, from mid-March 2021, Facebook began to apply a new advertising policy. As part of a campaign to reduce the spread of misinformation, the US company has introduced a rule that anyone who wants to advertise elections or politics in these countries must verify their identity through an identification mark issued by the country in which they want to publish ads and state "who bears liability for the ad". On that occasion, the head of corporate communications at Facebook said that greater authenticity makes it harder for users to abuse the Facebook platform and increases accountability.

Another controversial event regarding social networks and political parties took place in August 2021. In August 2020, the social network Twitter announced that it would start marking the accounts of media houses that are politically connected with the governments of certain countries. A year later, 11 media houses from Serbia, which have accounts on this social network, were marked as "cooperating with the Government of Serbia". Among them are several of the largest media outlets in Serbia (both public and private). In a text related to the rules of use of that social network, Twitter defined state-related media as the ones "in which the state controls editorial content through financial means, direct or indirect political pressures and / or controls the production and distribution of content." Labeling government-related accounts provides additional context for accounts controlled by certain government officials, government-related media outlets, and individuals who work closely with those entities. In practice, the consequence of this is that Twitter, as it is stated, will not recommend their accounts to people, nor will it "boost" the reach of their tweets. Twitter announced that these behaviors observed in Serbia violate the company's policy and represent a targeted attempt to undermine freedom of expression.
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The last in a series of so-called controversial events took place on August 11, 2021, when Twitter confirmed that it intends to remove content denying the Srebrenica genocide from its social platforms. The same intention was announced by another major Internet company - Google. These decisions of Twitter to mark the media that cooperate with the state and to remove the announcements in which the Srebrenica genocide is denied, provoked violent reactions in the part of the right-wing Serbian public.

So, we can conclude that in all these events that took place in Serbia, social networks were used to help the ruling political parties or certain political structures increase their influence in creating the political will of their citizens and placing certain political ideas. At the same time, they opened the issue of the regulation and restrictions on freedom of expression on social networks, as well as the question of whether online sources of information are controlled or manipulated by the government or some other power player to emphasize certain political interests. Therefore, it seems important to become acquainted with how they work and see if it can be said that the legal mechanisms for the protection of freedom of expression on the Internet in the Republic of Serbia work. This is especially bearing in mind that the governments of the Western Balkan countries have been continuously breaching the right to freedom of expression for some time by shutting down media outlets and social movement sites, as well as intimidating certain activists on the Internet. Such measures undermine the foundations of democracy and hamper civic activism, which is often on shaky ground in this part of the world. The following section will therefore review the regulations of the Republic of Serbia dealing with freedom of expression on the Internet, with special reference to the review of mechanisms for legal protection against hate speech on the Internet, as a particularly important topic in political and social education.

**Challenges of determining legal framework**

Numerous authors have written about the challenges of protecting human rights and freedom of expression in the new information environment. (Gregg, 2012; Hick, Halpin & Hoskins, 2016; Khor, 2011). This topic is extremely important because the threat to the right to free expression on the Internet occurs in different forms and can be violated by different agents. Sometimes this violation is clear and unambiguous, such as when we talk about authoritarian governments, which can even block access to the Internet or certain content infrastructurally, or when, at the request of the government, private companies block or filter content. However, violating this right can be even more sophisticated. For example, governments (often
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309 For example, one of the most controversial sets of laws - Yarovaya law came into force in 2018 in Russia. This set of legal changes is actually a set of amendments that change a dozen laws that significantly apply to freedom on the Internet. While the government sees the law as an anti-terrorism measure aimed at increasing user security, Internet activists have sharply criticized the law and called it Russia’s Big Brother Law. See more: (Freedom House Report: Russia, 2018, Available at: https://freedomhouse.org/country/russia/freedom-net/2018. 12.12.2021.). Also, in
even democratic ones) monitor the activities of citizens on the Internet, while learning about it leads citizens to self-censorship, i.e. the fear of Internet users to publish critical content about the work of their governments, for fear of retaliation and sanctions.\textsuperscript{31} Or, the ability of private companies on the Internet, such as social networks, to manage information, or to favor certain content for commercial or other interests.\textsuperscript{34}

In response to such growing, negative trends, and in order to combat terrorism and extremism of all kinds, including those promoted on social media, the EU is preparing a new set of laws called the "Digital Services Act"\textsuperscript{39} – that is, an act on digital services, which envisages a number of legal acts that will regulate, among other things, speech on social networks. If this package of laws is adopted, all member states will have to apply the new rules. Among their provisions are penalties for social networks if they do not remove any content containing elements of extremism from their platforms within 60 minutes of its publication.\textsuperscript{14} This could be implemented at the level of the whole EU in the same way as the GDPR brought about changes in the legislation for all member states in the field of data privacy protection. A model for such regulation specifically in the area of hate speech is the law passed by Germany - the Network Enforcement Act (NetzDG).\textsuperscript{35} This law stipulates that social networks must establish a mechanism for quick and easy reporting of inappropriate or harassing posts, and that they must be removed as soon as possible, under the threat of high fines.\textsuperscript{36} A similar law was passed by France in 2019, using growing hate speech and misinformation as an argument for tighter regulation of networks.\textsuperscript{37} However, the law has been deemed unconstitutional in 2020.
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Legal framework in the Republic of Serbia

The European Convention on Human Rights and Fundamental Freedoms, as well as the recommendations of the Council of Europe, emphasize that member states are responsible for implementing human rights standards and fundamental freedoms on the Internet. In addition, the member states of the Council of Europe, including the Republic of Serbia (here and below: RS), have an obligation to their citizens to respect, protect and promote human rights and fundamental freedoms on the Internet. The main parameters of Internet freedom according to the Recommendations of the Council of Europe CM / Rec (2016) 5, refer to: (i) creating an environment in which freedom on the Internet is possible, (ii) the right to freedom of expression, (iii) the right to freedom of peaceful assembly and association, (iv) the right to private and family life. The legal framework of the Republic of Serbia when it comes to "freedom on the Internet" will be analyzed in the context of the first two mentioned parameters.

Creating an environment where freedom on the Internet is possible

Free access to the Internet or internet neutrality is one of the extremely important principles of the functioning of the Internet. We can say that internet neutrality in the narrow sense is the principle of Internet functioning, according to which internet service providers should treat all data on the network in the same way, without discrimination based on content, type of platform - website and application, communication methods, etc. Specifically, they should not in any way favor a particular type of data in their content or source over other websites.

If we take the countries of the Western Balkans as an example, we can see that although some countries guarantee the impartiality of the network by law, others do not deal with this topic so explicitly. In Serbia, the Internet is relatively free and open, and the access rate to the Internet is high. According to the Serbian Statistical Office data for 2020, 74.3% of households own a computer, while 94.1 own a mobile phone. In 2020, 81% of Serbian households had an Internet connection, and Internet services are relatively affordable. According to the annual data of the Statistical Office of Serbia for 2020, there are significant differences in terms of Internet connectivity between urban centers, where 87.1% of the population has Internet access, and smaller settlements and villages, where 70.4% of the population has Internet access. Although the Law on Electronic Communications prescribes that "a set of basic electronic communications services features a certain scope and quality, available to all in the territory of the Republic..."
of Serbia at affordable prices, the State Regulatory Agency for Electronic Communications and Postal Services (RATEL) in its Digital Inclusion Report for 2019 states that providers have not built the necessary infrastructure, because it would have limited economic sustainability in areas with less affluent populations. Therefore, availability is something that needs to be improved.

The Constitution of the Republic of Serbia

The Constitution of the Republic of Serbia as the highest legal act does not contain direct guarantees of the neutrality of the Internet, but rather draws them from the freedom of the media and the right to information. As in everyday life, proclaimed human rights apply in the Internet environment, so the Constitution guarantees freedom of thought, conscience, belief and religion, the right to persuasion, freedom of thought and expression, as well as the freedom to speak, write, paint or in any other way seek, receive and spread information and ideas. It also guarantees that there is no censorship in the Republic of Serbia and that everyone is free to establish newspapers and other means of public information in accordance with the law without approval, in the manner prescribed by law. Perhaps the most concrete contact of the Serbian constitutive act with the neutrality of the Internet can be related to the right of everyone to be truthfully, completely and timely informed about issues of public importance and the media are obliged to respect that right, as well as the right to access data in possession of state bodies and organizations entrusted with public authority, in accordance with the law.

Law on Electronic Communications

The basic, general, regulation that indirectly prescribes the neutrality of the Internet in the Republic of Serbia is the Law on Electronic Communications which also defines the Internet by determining it as a global electronic communication system composed of a large number of mutually connected computer networks and devices which exchange data using a common set of communication protocols. The law does not precisely define the concept of neutrality of the Internet, but its concept and protection of access primarily through the principles and objectives of this act which are based, inter alia, on numerous principles, among which the issue of neutrality of the Internet can be recognized, particularly in the principle defined as follows - providing opportunities for end users to freely access and distribute information when using public communications networks and services, as well as to use applications and services of their choice. Furthermore, the Law defines the service of providing Internet service as an electronic communication service which is generally provided for a fee, and consists entirely or mainly of signal transmission in electronic communication networks, including telecommunications services and

---

326 Ibid.
328 Article 46 of the Constitution
329 Article 50, par. 3, of the Constitution.
330 Article 51, par. 1, of the Constitution.
332 Article 4 par. 1 subpar.15, of the Law on Electronic Communications of the Republic of Serbia.
services of distribution and broadcasting of media content, but does not include services providing media content or performing editorial control over media content transmitted via electronic communications networks and services, nor does it include information society services that do not consist entirely or predominantly of the transmission of signals via electronic communications networks. By analyzing the aforementioned norms, we can conclude that service providers do not have the authority to engage in the evaluation of content that is transmitted or to affect the speed of its flow. The same act regulates, among other things, the position and work of the Regulatory Agency for Electronic Communications and Postal Services (RATEL) which exercises public authority in order to effectively implement the established policy in the field of electronic communications, and among other things, decides on the rights and obligations of operators, i.e. postal operators and users, cooperates with bodies and organizations responsible for broadcasting, competition protection, consumer protection, protection of personal data and other bodies and organizations concerning issues important for the field of electronic communications and postal services. The Ministry of Trade, Tourism and Telecommunications is in charge of supervising RATEL, as an executive authority which controls the application of the provisions guaranteeing the freedom of the Internet, and apart from it there is no other body in charge of supervising or regulating Internet content in Serbia. Therefore, although the Republic of Serbia, at the legal level, has a certain level of guarantees for the neutrality of the Internet, the problem is that the regulatory bodies that enforce the law cannot be said to be independent. Another problem is the non-transparency of the work of both operators and operators, again due to the impossibility of separation from the executive branch. Nevertheless, according to the data stated in the report of the Share Foundation for 2020 there have been no serious cases of digital content restrictions in the country, nor do laws define restrictions on electronic or online communication, given that Serbia does not have a special law regulating online content issues, and general media laws, such as the Law on Public Information and Media and the Law on Electronic media, are not used to prohibit or restrict online speech. Internet content is widely available and political, cultural or social content is not blocked.

334 Article 4, par. 1, subpar 10, of the Law on Electronic Communications of the Republic of Serbia
335 RATEL has two main bodies - the Board of Directors and the Director of the Agency. The members of the Board of Directors are elected by the National Assembly, on the basis of a public competition conducted by the competent Ministry. RATEL is financially independent of the executive authority, as it is financed by various fees (for example, those for charging for the use of frequencies) paid by service providers. However, all surplus funds must be transferred to the state budget. See more about RATEL on the official website: (https://www.ratel.rs/cyr/02.01.2022).
340 A report by the Share Foundation said the government had blocked a number of betting sites. In October 2020, users of certain Internet providers could not access a number of betting websites that had previously operated freely. As a justification for these bans, Internet service providers stated that they adhered to the new Law on Games of Chance passed in April 2020, which prohibits "participation in games of chance, which are organized abroad, for which bets are placed and paid on the territory Republic of Serbia". Ibid. Freedom House Report 2021. Ibid. Freedom House Report 2021.
Right to freedom of expression

Thanks to the ever-improving technical-technological infrastructure and the availability of the Internet, today, as users and consumers, we are constantly online, on the network. The Internet and digital space are increasingly becoming a place where freedom of expression and media freedom face many challenges and problems - algorithmic and platform-oriented informing leads to spread of information in closed circles of like-minded people or acquaintances (so-called news bubbles), the quantity and the speed of spreading misinformation is so great that it sometimes seriously endangers social dialogue, and the possibilities for spreading intolerant, discriminatory and hateful content have become even greater.\textsuperscript{341}

There are numerous legal guarantees of freedom of expression and freedom of the media in Serbia. They are therefore primarily guaranteed by the Constitution\textsuperscript{342}, and then specified by the Law on Public Information \textsuperscript{343} and the Law on Electronic Media.\textsuperscript{344} Serbia has also ratified the most important international acts guaranteeing freedom of thought and freedom of the press, the International Covenant on Civil and Political Rights and the European Convention for the Protection of Human Rights and Fundamental Freedoms. The Serbian Constitution requires that the provisions on rights related to freedom of expression and media information be interpreted in favor of promoting the values of a democratic society, in accordance with applicable international standards and the practice of international institutions, including the European Court of Human Rights. All these guarantees apply to all citizens equally.

However, when it comes to freedom of expression on the Internet, the legal consequences of freedom of expression can be treated differently depending on whether the content published on the Internet is published on a registered or unregistered medium. The Law on Public Information and Media of the Republic of Serbia defines what is considered media and under what conditions. For the purposes of this law, the media are Internet portals of traditional media (press, agencies, radio and TV stations) and independent publications, i.e. editorially designed websites or Internet portals, and entry in the Media Register is specified as a mandatory condition for them.\textsuperscript{345} The Law explicitly excludes internet forums, social networks and similar platforms from its definition, while other forms of production and distribution of informative content on the Internet (blogs, web presentations, aggregators) are not considered media if they are not registered in the Media Register. The legislator thus left the choice to the civil and online media to register as media, if they wish, and thus gain the appropriate status with all rights and obligations, while unregistered citizen and online media remain outside the scope of the law.

So, as the Law states, the media, in the sense of this law, are not: platforms, such as internet forums, social networks and other platforms that allow free exchange of information, ideas and opinions of its members, or any other independent electronic publication, such as blogs, web presentations and similar electronic

\textsuperscript{341} Maksić, T., Mediji i nove politike upravljanja internetom - Sloboda izražavanja i medijske slobode u digitalnom okruženju, Fondacija za otvoreno društvo, BIRN, Beograd, 2020, p.5.

\textsuperscript{342} Article 46 of the Constitution.

\textsuperscript{343} Zakon o javnom informisanju i medijima RS (The Law on Public Information and Media, ”Official Gazette of the Republic of Serbia “, no. 83/2014, 58/2015 and 12/2016 – authentic interpretation.


\textsuperscript{345} Article 29-31. of the Law on Public Information of the Republic of Serbia
presentations, unless registered in the Media Register, in accordance with this law. Whether someone decides to publish the content through the media or in some other form, directly affects the scope of rights and obligations, i.e. their liability for the published content. Thus, for example, when it comes to compensation for material and non-material damage, the general regime of liability in accordance with the Law on Contracts and Torts of the Republic of Serbia is applied for unregistered media and the Law on Public Information and Media for registered media. Or, for example, unregistered media, including unregistered online media, cannot count on financial support from the public budget. Such a principle is expressed through the Law on Public Information and Media. Or, when it comes to criminal-legal relations, criminal law still provides the broadest protection of the individual through the crime of insult, where priority is given to freedom of speech and opinion by establishing a special degree of guilt, necessary to establish liability. An aggravating circumstance and more severe punishment is prescribed if the insult is pronounced "through the press, radio, television or similar means", which gives the possibility of creative interpretation regarding liability for the content of online media, because the court may opt for an interpretation according to which online media platforms are means “similar” to traditional media.

When it comes to hate speech, which is unfortunately very present on the Internet and social networks, a wide range of legal protection mechanisms is available, which we will present in the following section.

Hate speech on the Internet

Although there is no legally regulated control of content on social networks, in the Republic of Serbia there are various mechanisms that can be used in case of hate speech or violation of personal rights on social networks. According to the Constitution of the Republic of Serbia, at the national level, hate speech can be sanctioned through criminal, media or anti-discrimination laws. Laws dealing with the regulation of public communication and the media system are also relevant. Individuals, organizations, editors, but also internet service providers, hosting providers and content providers can be held responsible for hate speech.

The Criminal Code of the Republic of Serbia prohibits inciting or provoking national, racial or religious hatred, or intolerance among peoples or ethnic communities living in Serbia, and this crime is punishable by 6 months to five years in prison. The penalty of three months to three years is envisaged for anyone who disseminates or otherwise makes public texts, images or any other representation of ideas or theories that advocate or incite hatred, discrimination or violence against any person or group based on race, skin color, religion, nationality, ethnic origin or any other personal characteristic.

According to the Law on Organization and Competences of State Bodies for Combating High-Tech Crime, hate speech and internet threats are placed under the jurisdiction of the Special Department of the Higher


349 Književnog zakonika RS, Article 317 of the Criminal Code of the Republic of Serbia

350 Article 38. par. 4 of the Criminal Code of the Republic of Serbia.
Prosecutor's Office in Belgrade, the Special Department of the Higher Court in Belgrade and the Ministry of the Interior Department for High-Tech Crime.\footnote{Zakon o organizaciji i nadležnosti državnih organa za borbu protiv visokotehnološkog kriminala, Article 4 and 5 of the Law on Organization and Competences of State Bodies for Combating High-Tech Crime (“Official Gazette of the Republic of Serbia”, no. 61/2005 and 104/2009).} As stated in this law, high-tech crime are criminal offenses in which computers, computer systems, computer networks, computer data, as well as their products in material or electronic form appear as an object or means of committing criminal offenses. The aim of this law and these institutions is to detect, prosecute and bring before court, inter alia, crimes against freedoms and rights of man and citizen, sexual freedom, public order and peace and constitutional order and security of the Republic of Serbia, which due to the manner of execution or used means can be considered high-tech criminal offenses.\footnote{Article 3, par. 3 of the Law on Organization and Competences of State Bodies for Combating High-Tech Crime.}

The Law on Prohibition of Discrimination is another law that bans hate speech by prohibiting the expression of ideas, information and opinions that incite discrimination, hatred or violence against a person or group of persons because of their personal characteristics, in public media and other publications, at gatherings and places available to the public, by printing and displaying messages or symbols, and otherwise.\footnote{In case it notices “frequent, typical and severe cases of discrimination” this institution can issue a warning to the public. Due to the increasing hate speech in the media content, as well as in the comments on media portals, the Commissioner for the Protection of Equality, in 2018, sent a recommendation to internet portals in Serbia in order to prevent the publication of content and comments that may incite hatred or violence against persons or groups of persons. See the text of Recommendation No. 021-01-00327 / 2018-02 of 27 September 2018: (http://ravnopravnost.gov.rs/rs/preporuka-mera-za-ostvarivanje-ravnopravnosti-za-internet-portale/ 12/1/2021).} This law treats hate speech as a severe form of discrimination and in this regard it should not be relevant at all whether that hate speech occurs in the online world or in the offline world. The application of the Law on Prohibition of Discrimination enables the conduct of court proceedings, either directly by persons affected by discrimination, or indirectly, through the Commissioner for Equality of Citizens who receives and considers complaints concerning violations of this Law, and gives opinions and recommendations in specific cases, as well as warnings.\footnote{For more information about the proceedings, see the Commissioner’s website: (http://ravnopravnost.gov.rs/ko-smo-i-sta-radimo/ 12/1/2021).} The proceeding can be ended with a single determining, declaratory verdict whether certain conduct constitutes an act of discrimination or not.\footnote{Zakon o zabrani manifestacija neonacističkih ili fašističkih organizacija i udrženja i zabrani upotrebe neonacističkih ili fašističkih simbola i obeležija RS, The Law on Prohibition of Manifestation of Neo-Nazi and Fascist Organizations and Prohibition of the Use of Neo-Nazi and Fascist Symbols and Marks (“Official Gazette of the Republic of Serbia”, no. 41/2009).}

In the Law on Prohibition of Manifestation of Neo-Nazi and Fascist Organizations and Prohibition of the Use of Neo-Nazi and Fascist Symbols and Marks, Article 6 in paragraph 1 directly links “incitement, provoking and spread of hatred and intolerance” prohibited by Article 3 of the Law with “making symbols, marks or propaganda material containing neo-Nazi or fascist marks available to the public through computer systems”.\footnote{Zakon o zabrani manifestacija neonacističkih ili fašističkih organizacija i udrženja i zabrani upotrebe neonacističkih ili fašističkih simbola i obeležija RS, The Law on Prohibition of Manifestation of Neo-Nazi and Fascist Organizations and Prohibition of the Use of Neo-Nazi and Fascist Symbols and Marks (“Official Gazette of the Republic of Serbia”, no. 41/2009).}

An array of media laws also regulates hate speech, but the most important one for the Internet is the Law on Public Information and Media, which defines online publications of newspapers, radio and TV programs as well as news agency services as media, i.e. public information agents.\footnote{The Law on Public Information and Media (“Official Gazette of the Republic of Serbia”, no. 83/2014, 58/2015 and 12/2016 – authentic interpretation).} The law stipulates that upon the proposal of the competent public prosecutor, the competent court may prohibit the distribution of
information or other media content if the information refers to an act of direct violent destruction of the constitutional order and an act of direct violence against a person or group based on race, nationality, political affiliation, religion, sexual orientation, disability or other personal characteristics, and the publication of information is directly threatened by a serious and irreparable consequence whose occurrence cannot be prevented in any other way.\textsuperscript{358} In addition, this law explicitly prohibits hate speech by stipulating that ideas, opinions or information published in the media must not incite discrimination, hatred or violence against a person or group of persons because of their belonging or non-belonging to a race, religion, nation, sex, due to their sexual orientation or other personal characteristics, regardless of whether the crime was committed by publishing.\textsuperscript{359} The law further stipulates that there is no violation of the prohibition of hate speech in cases where it is part of the text without the intention to discriminate and if in fact it is intended to critically point out discrimination, hatred or violence.\textsuperscript{360} Also, caricature and satirical portrayal of a person is not considered a violation of the dignity of the person, i.e. of the right to authenticity. The content of sites registered with the Serbian Business Register Agency as online media falls under the jurisdiction of the Ministry of Culture and Information, which oversees the implementation of the Law on Public Information and Media.\textsuperscript{361}

The law on electronic media is another law that explicitly prohibits hate speech. The regulatory body for electronic media ensures that the program content of the media service provider does not contain information that incites, openly or covertly, discrimination, hatred or violence due to race, skin color, ancestry, citizenship, nationality, language, religious or political beliefs, gender, gender identity, sexual orientation, property status, birth, genetic characteristics, health status, disability, marital and family status, conviction, age, appearance, membership in political, trade union and other organizations and other actual or presumed personal characteristics.\textsuperscript{362} Violations of these prohibitions are subject to fines, and the Regulatory Body for Electronic Media is responsible for regulating the content.\textsuperscript{363}

In addition to this series of legal solutions, there are also provisions through which the media self-regulate or co-regulate. The Code of Journalists of Serbia also deals with hate speech, instructing journalists to do everything in their power to avoid “discrimination based on race, gender, age, sexual orientation, language, religion, political and other opinion, national or social origin.”\textsuperscript{364} In case of violation of the provisions of the Code of Journalists, the Press Council, as a body that monitors ethical standards in the print media and responds to citizens’ reports, makes a public decision, which informs the reported media to delete problematic content and publish apologies if necessary.\textsuperscript{365}

\textsuperscript{358} Article 59 of the Law on Public Information and Media of the Republic of Serbia

\textsuperscript{359} Article 75 of the Law on Public Information and Media of the Republic of Serbia.

\textsuperscript{360} Articles 76 and 77 of the Law on Public Information and Media of the Republic of Serbia

\textsuperscript{361} Article 132 of the Law on Public Information and Media of the Republic of Serbia. In addition, numerous other institutions that deal with regulation of information and communication content must abide by the laws that regulate this field and issue warnings or sanction inappropriate content (such as Serbian Internet Domain Registry).


\textsuperscript{363} Article 5 of the Law on Electronic Media.

\textsuperscript{364} Part V, par. 4 of the Code of Journalists of Serbia; the entire document is available here: (https://savetzastampu.rs/dokumenta/kodeks-novinara-srbije/ 12/11/2021).

\textsuperscript{365} For more information on the competence of the Press Council and the procedures for appeals before the Press Council, see: (https://savetzastampu.rs/o-nama/sta-mozemo-da-uradimo-za-vas/ 11/12/2021).
When it comes to hate speech on social networks, since they are not registered as a "medium" in the Republic of Serbia, they are guided by their own rules, which differ from company to company, so for example, Twitter has stricter rules concerning hate speech than Facebook.  

Conclusions

The Internet has changed our attitude towards life because it has connected us on a global level and turned the former audience into new media. The Internet has enabled us to follow the lives of millions in real time and convinced us to know everything about places we have never visited. That is why and because of that, it is necessary to constantly work on improving the mechanisms of legal regulation of the Internet.

As far as the legal regulation of social networks is concerned, the Republic of Serbia is very far from more concrete legal solutions on this topic, due to the low level of technological literacy of our population, as well as the economic underdevelopment related to it, but also the lack of interest of major platforms to deal with the Serbian market. The other side that could lead this debate is the state of Serbia itself, more precisely the legislator, but even on that side, it seems that regulating social networks is not a priority. Therefore, one of the recommendations would certainly be for the competent state bodies to encourage a broad public debate with several stakeholders on regulations concerning primarily respect for human rights on the Internet, as well as a debate on the legal regulation of content on social networks. In that sense, it would be good to adopt a new law on the media, which would recognize and thus regulate platforms for social networks, although they are not media in the traditional sense of the word.

It is also necessary to ensure that media and information literacy programs are implemented at the national level and that additional efforts are made to protect Internet neutrality, in line with EU Internet neutrality rules. The digital media sphere should provide free access to information and knowledge, equal opportunities for everyone to contribute to public debate and decentralization of power in the field of information and education. At the same time, public policies in the media sphere must make sure to respect the rules and protect basic human rights, such as privacy and security.

When it comes to hate speech on the Internet, although there is no doubt that there is room for improvement of the legal framework, it can be stated that the existing constitutional and provisions of certain laws we analyzed provide sufficient guarantees for protection against hate speech but unfortunately, insufficient application of existing legal frameworks and the lack of regulation for social networks still allow the digital space to be full of aggressive communication, threats and insults. Therefore, it is important to encourage self-regulation of Internet portals that would make clear internal rules regarding the prohibition of hate speech in user-generated content and, more importantly, systematically improve preventive measures against hate speech, primarily in terms of educating citizens about the harmfulness of hate speech and its consequences.
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Digital Rights of Platform Workers in Italian Jurisprudence
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Summary
This contribution provides an analysis of the decisions provided by Italian judicial courts and Data Protection Authority concerning the so called “platform workers”. The relevance of this topic for the activities promoted by the GDHRNet Cost Action is due not only for the newness of the technologies deployed in such kind of platforms, but foremost by the fact that some of them involve, directly or indirectly, the matter of “Digital rights”. Therefore, these decisions can be considered as written testimony of the first approach adopted by Italian jurisprudence to the challenges raised in terms of data protection and algorithmic discrimination, for example, in this field.

The report is composed of the following parts: Section I provides a general overview on the phenomenon of platform workers; Section II explains the methodology adopted in the research; Section III analyses each single case decided in Italy by judicial courts and by the Data Protection Supervisor; Section IV provides a synthesis of the digital rights emerged from the discussion; Section V offers some recommendations and a few final evaluations. At the end, references are provided.

“platform economy” and “platform workers”, a general overview
The phenomenon of the ‘collaborative economy’, ‘sharing economy’ or ‘gig economy’ entered the EU a decade ago. Such kind of economic ecosystems, since then, have been defined in different ways: “digital networks that coordinate labour service transactions in an algorithmic way” (Pesole et al. 2018) and, more recently: “organisations (that are most often, but not always, firms) that offer digital services that facilitate interactions via the Internet between two or more distinct but interdependent sets of users (whether organisations or individuals) and that generate and take advantage of network effects” (Gawer and Srnicek 2021).

From a functional point of view, four types of digital platforms can be distinguished, depending on whether they concern (1) e-commerce, in a general sense, (2) the sharing of resources (“asset-based”, as in the case of AirBnb), (3) the organisation of workforce (“digital labour platforms”), or (4) a way of effectively sharing of goods or services (“collaborative platforms” or “sharing platforms”, e.g. BlaBlaCar, Kickstarter). Within the so called “digital labour platforms”, a further distinction can be drawn depending on the fact that performance intermediated entail (1) manual or physical activities (e.g. Uber or TaskRabbit), (2) repetitive online tasks (e.g. Amazon Mechanical Turk) or (3) services involving high or specific skills (e.g. PeoplePerHour, Freelancer) (Pesole et al. 2019).

Due to the surge of “digital labour platforms”, a new kind of workforce emerged, called “digital platform workers”, which has spread worldwide over the last ten years. As we know, this is a category of workers whose activities are determined and controlled by means of continuous and pervasive interaction with sophisticated algorithms.
The novelty of the structural relations generated by digital platforms of this kind has brought to the attention of legislators the need for a stronger protection of workers, especially due to the vulnerability that afflicts it (Codagnone, Biagi, and Abadie 2016). Indeed, the working conditions in this field are usually severe, given the many risks undertaken (e.g. road incidents by riders), the low level of remuneration, and the length and distribution of working-shifts. In recent years we have witnessed the intervention of the EU legislation on the transparency of working conditions, with the recent Directive (EU) 2019/69 and recent concerns expressed by the European Parliament370. On the other hand, as regards the Italian legal framework, it is also worthwhile remembering the extension of the discipline of the employment relationship provided for by Legislative Decree 81/2015371 and in particular the extension of the guarantees - which took place with Law Decree 101/2019372 (Fili and Costantini 2019)373.

From this perspective, in Italy it is noteworthy a recent wave of judicial decisions which strive in framing the pervasive and constant interaction between the individual worker and the online platform in the light of traditional labour law categories. Those decisions take into consideration also issues which recently have been included in the concept of “algorithmic discrimination” (Wachter, Mittelstadt, and Russell 2021; Gerards and Xenidis 2021; Mittelstadt et al. 2016; Floridi and Illari 2014), which occurs when a system automatically creates an unjustified imbalance between different categories of persons, thus affecting their rights under the legal system. Such issue is particularly sensitive, since in automatic reasoning it is physiological to find distortions - ‘biases’ - that depend on many factors - technological, social, human - and that are difficult to represent in a coherent way from a logical-informatic point of view, and therefore to eliminate or correct beforehand.

However, other elements depending on the context in which these technologies operate - the “complacency” that generally accompanies the outcome of digital automatisms, the lack of awareness of the intrinsic risks for operators, the extent and intensity of the potential harmful effects and their rate of propagation - can make the phenomenon particularly insidious, especially since normally - in almost all cases - the discrimination generated is indirect, since it can occur through the combination of factors that would be harmless if considered independently.

As regards these latter issues, the EU legal provisions sometimes can result inconsistent or inapt for many reasons: (1) the lack of coordination among the provisions included in the Fundamental Treaties (art. 2, art. 3§3 TEU, art. 19 TFEU, art. 21 of the Charter of Fundamental Rights), the secondary level of dispositions - mainly the notions of “direct discrimination” and “indirect discrimination” as defined by art. 2 § 2 of Directive 2000/43/CE374 and the general prohibition to process particular kind of data expressed by art. 9 §1 GDPR; (2) the wide spectrum of interpretation of the “right of explanation”, which still raises many
discussions (Wachter, Mittelstadt, and Floridi 2017; Malgieri and Comandé 2017); (3) the unavoidable fact that interpretation of EU regulation may be quite different among member States.

Paradoxically, behind the apparent reassuringly sightseeing of thousands of cyclists, which swarm every day throughout our cities wearing cheerfully coloured thermal backpacks, lies a massive integration among different information technologies, which not only makes it difficult for the courts to identify and prosecute ‘algorithmic discrimination’ and violation of fundamental rights, but also to detect and prosecute possible abuses and identify suitable criteria for quantifying damage compensation.

Therefore, we can claim that “platform workers” are exposed to a twofold threat: the first relates to new forms of violation of labour-law-based rights; the second regards the emergence of specific threats involving “Digital rights”, for which there aren’t still effective remedies.

This document describes how Italian jurisprudence has addressed these issues, focusing on those specifically related to the latter topic.

**Methodology**

This report collects all the judicial decisions involving platform workers issued in the Italian legal system. Also included are the provisions of the Italian Data Supervisor Authority “Garante per la Protezione dei Dati Personali” as it is an independent administrative body that, according to Italian literature, embodies also jurisdictional powers.

A ID number has been assigned to each item. Each decision has been analysed according to a common pattern. The results are represented in the following tables, which include identifying data (date, authority, claimant, grade), a short description of the facts, the legal issues discussed, the party awarded by the decision, and also highlights the issue concerning “Digital Rights”, if any. Whenever a case is related to others (e.g. in provisional proceedings), it is specified to whom. If a case is similar to a previous one, or it stems from the same proceeding, the connection is referenced. For clarity, the Italian names of the courts, proceedings and decisions are included between round brackets.

**Analysis of Italian case-law (ALAN)**

<table>
<thead>
<tr>
<th>Case n.</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Court / Authority</td>
<td>Court of Florence, labour law section (Tribunale di Firenze, sezione lavoro)</td>
</tr>
<tr>
<td>Date of the decision</td>
<td>01.04.2020</td>
</tr>
<tr>
<td>Type of proceeding</td>
<td>Provisional / Protective Proceeding (decreto ex art. 700 c.p.c.)</td>
</tr>
<tr>
<td>Claimant</td>
<td>Employee/Platform worker</td>
</tr>
<tr>
<td>Grade</td>
<td>First</td>
</tr>
<tr>
<td>Short description of facts</td>
<td>The claimant, a registered rider for Just Eat Italy s.r.l., requested a set of personal protective equipment against the risk of COVID-19 (gloves, sanitizing gels and cleaning products for his rucksack), the use of which (as regards the gloves and the mask) was recommended</td>
</tr>
</tbody>
</table>
by the defendant itself for the purposes of carrying out his work in this period of epidemiological emergency. The defendant, despite the employee’s requests to that effect, refused to provide such protective devices.

**Legal issues raised**

The worker took legal action to obtain an urgent measure. The claim is based on the Italian legislation for the protection of workers' health (Article 71, Legislative Decree No. 81/2008) which requires the employer to provide workers with equipment suitable for protecting their health and safety, suitable for the work to be carried out or adapted for such purposes, in compliance with and used in accordance with the legislative provisions transposing EU directives.

**Decision**

In favour of Employee/Platform worker

**Issues concerning digital rights**

-
###claimant
####Employee/Platform worker

###grade
First

###short description of facts
The applicant, a rider for Deliveroo Italy s.r.l., requested personal protective equipment against the risk of COVID-19 (gloves, sanitizing gels and cleaning products for his rucksack) to his employer. The request wasn't satisfied due to organizational problems (high number of requests, difficult of supplying said materials).

###legal issues raised
Cfr. Case n. 1

###decision
In favour of Employee/Platform worker

###issues concerning digital rights
-

---

<table>
<thead>
<tr>
<th>Case n.</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>court / authority</td>
<td>Court of Bologna, labour law section (Tribunale di Bologna, sezione lavoro)</td>
</tr>
<tr>
<td>date of the decision</td>
<td>01.07.2020</td>
</tr>
<tr>
<td>type of proceeding</td>
<td>Judgment of merit (ordinanza, consequential to the provisional decision dated 14.04.2020 - Cfr. Case n. 3)</td>
</tr>
<tr>
<td>claimant</td>
<td>Employee/Platform worker</td>
</tr>
<tr>
<td>grade</td>
<td>First</td>
</tr>
<tr>
<td>short description of facts</td>
<td>Cfr. Case n. 3</td>
</tr>
<tr>
<td>legal issues raised</td>
<td>Cfr. Case n. 3</td>
</tr>
<tr>
<td>decision</td>
<td>In favour of Employee/Platform worker: confirms the decision of the judgment of merit.</td>
</tr>
<tr>
<td>issues concerning digital rights</td>
<td>-</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Case n.</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>court / authority</td>
<td>Court of Bologna, labour law section (Tribunale di Bologna, sezione lavoro)</td>
</tr>
<tr>
<td>date of the decision</td>
<td>11.08.2020</td>
</tr>
<tr>
<td>type of proceeding</td>
<td>Judgment of merit (ordinanza ex art. 700 c.p.c.)</td>
</tr>
<tr>
<td>claimant</td>
<td>Employer</td>
</tr>
<tr>
<td>grade</td>
<td>Second (appeal of the decision of the General Court of Bologna dated 01.07.2020 - Cfr. Case n. 4)</td>
</tr>
</tbody>
</table>
### Part. III: Protecting Rights on Platforms

<table>
<thead>
<tr>
<th>Short description of facts</th>
<th>Cfr. Case n. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legal issues raised</td>
<td>Cfr. Case n. 3</td>
</tr>
<tr>
<td>Decision</td>
<td>In favour of Employee/Platform worker: confirms the decision of the first grade of judgment.</td>
</tr>
<tr>
<td>Issues concerning digital rights</td>
<td>Cfr. Case n. 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case n.</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Court / Authority</td>
<td>Court of Florence, labour law section (Tribunale di Firenze, sezione lavoro)</td>
</tr>
<tr>
<td>Date of the decision</td>
<td>09.02.2021</td>
</tr>
<tr>
<td>Type of proceeding</td>
<td>Provisional/Protective Proceeding (decreto ex art. 28 Statuto dei Lavoratori)</td>
</tr>
<tr>
<td>Claimant</td>
<td>Trade Unions of workers</td>
</tr>
<tr>
<td>Grade</td>
<td>First</td>
</tr>
<tr>
<td>Short description of facts</td>
<td>Deliveroo Italy s.r.l., with a communication to all its riders (dated 02.10.2020), forced them to accept a collective agreement signed with the trade union Ugl Rider, as a condition to continue their work. In case of refusal, the job contract would have been solved.</td>
</tr>
<tr>
<td>Legal issues raised</td>
<td>Others Trade Unions took a legal action, according to art. 28 of the Statute of Worker's rights(^{375}), to ascertain the unfair labour practice by the employer. In particular, they claimed that: The trade union Ugl “Rider” that subscribed the “C.C.N.L. Rider” (collective worker’s agreement for the Riders), together with Assodelivery (association of employers), was not qualified to do so, as it had obtained an illegitimate financial support by the employer; The sudden termination of the of the contract of more than 8,000 riders, without involving the trade-unions, could be qualified as a mass layoff in violation of the right of trade unions to be informed and involved in the management of collective measures and of collective dismissal. The aforementioned right is applicable to platform workers, according to art. 2 of the Legislative Decree no. 81/2008.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision</th>
<th>In favour of the Employer (Deliveroo Italy S.r.l.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Issues concerning digital rights</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case n.</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Court / Authority</td>
<td>Court of Palermo, labour law section (Tribunale di Palermo, sezione lavoro)</td>
</tr>
<tr>
<td>Date of the decision</td>
<td>12.04.2021</td>
</tr>
<tr>
<td>Type of proceeding</td>
<td>Judgment of merit (ordinanza)</td>
</tr>
<tr>
<td>Claimant</td>
<td>Trade Unions of workers</td>
</tr>
<tr>
<td>Grade</td>
<td>First</td>
</tr>
<tr>
<td>Short description of facts</td>
<td>The platform’s owner withdrawn from the contract with the rider in advance of its natural end, as the worker refused to sign a new contract that would have been compliant with the collective contract signed between the employer’s association and a trade union to which the rider didn’t belong.</td>
</tr>
<tr>
<td>Legal issues raised</td>
<td>The worker took legal action to establish that the employer’s withdrawal was illegal, as it discriminated the worker for his membership to a specific Trade Union.</td>
</tr>
<tr>
<td>Decision</td>
<td>In favour of Employee.</td>
</tr>
<tr>
<td>Issues concerning digital rights</td>
<td>The Court decided that the withdraw was not only illegal, but also null and void (with the result of being obliged to restore the worker contract), as it was against the prohibition of discrimination provided by the Italian Constitution and by the Article 14 of the CEDU. The Court has also condemned the employer to compensate the worker for damages for an amount of 5,000 €.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case n.</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Court / Authority</td>
<td>Court of Bologna, labour law section (Tribunale di Bologna, sezione lavoro)</td>
</tr>
<tr>
<td>Date of the decision</td>
<td>31.12.2020</td>
</tr>
<tr>
<td>Type of proceeding</td>
<td>Judgment of merit (ordinanza)</td>
</tr>
</tbody>
</table>

[^376]: Every worker has the right to participate to the Trade Union that is the most representative for him, and cannot be obliged to accept a collective agreement that has been signed by a employee’s Trade Union, which is different to the one he belong to. Moreover, he can’t suffer retaliations or poor treatments, based on the membership to a Trade Union.
<table>
<thead>
<tr>
<th>Claimant</th>
<th>Trade Unions of workers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade</td>
<td>First</td>
</tr>
<tr>
<td>Short description of facts</td>
<td>The workload division system between all the riders registered for Deliveroo Italy S.r.l. was entrusted to be based on an algorithm. Among the instructions, one established that riders who revoked their availability with a forewarning lower than 24 hours, would have been penalized with a lower possibility of booking a specifically time slot, having consequentially a lower possibility of work, thus a minor income.</td>
</tr>
<tr>
<td>Legal issues raised</td>
<td>The applicants took legal action to terminate and sanction Deliveroo Italy's behaviour, as it was discriminatory (art. 14 CEDU) and damaging to the freedom of assembly and association (art. 11 CEDU) since it did not took properly in consideration the cause of the revocation, especially the exercise of union rights (e.g. to assembly with others).</td>
</tr>
<tr>
<td>Decision</td>
<td>In favour of Trade Unions workers.</td>
</tr>
<tr>
<td>Issues concerning digital rights</td>
<td>The Court granted the application because the algorithm didn't distinguish between the reasons of the revocation, penalizing independently both the defaulting workers and those who acted in force of a recognized right, e.g. the freedom of assembly and association recognized by the article 11 of CEDU. It also caused a discrimination (prohibited by article 14 of CEDU) towards all workers that were part of a Trade Union instead of another. The Court also condemned the employer to compensate the worker for damages for an amount of € 50.000.</td>
</tr>
</tbody>
</table>

| Case n. | 9 |
| Court / Authority | Court of Milan, labour law section (Tribunale di Milano, sezione lavoro) |
| Date of the decision | 04.07.2018 |
| Type of proceeding | Judgment of merit (sentenza) |
| Claimant | Employee |
| Grade | First |
| Short description of facts | The applicant was a registered rider for Foodinho S.r.l. for four months, when the employer withdrawn from the contract, imposing him – for the prosecution of the relation - to subscribe a new contract. It was never signed by the contrclaimants, however the old |
contract continued until the employer interrupted definitely the relation after an occupational injury happened to the worker.

Legal issues raised

The applicant took legal action to establish the existence of a salaried practice between him and Foodinho S.r.l., asking the reintegration as well to work and the establishment of the illegitimacy of the withdrawal or dismissal.

The request was based on the fact that the rider worked continuously for four months, for eight hours a day and for seven days a week. He also claimed that he has respected directives and orders about the tasks and the delivery given by the employer.

Decision

In favour of Employer

Issues concerning digital rights

The Court rejected the claim because evidences showed that the rider could decide if and when to provide his performance.

According to the decision, such an element is incompatible with a salaried practice, characterized by the obligation to work in a given timeslot. The circumstance that, after offering their availability, riders should respect specific rules about the execution of the job, did not mean that the riders couldn't choose whether to work or not.

<table>
<thead>
<tr>
<th>Case n.</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Court / Authority</td>
<td>Court of Palermo, labour law section (Tribunale di Palermo, sezione lavoro)</td>
</tr>
<tr>
<td>Date of the decision</td>
<td>24.11.2020</td>
</tr>
<tr>
<td>Type of proceeding</td>
<td>Judgment of merit (sentenza)</td>
</tr>
<tr>
<td>Claimant</td>
<td>Employee</td>
</tr>
<tr>
<td>Grade</td>
<td>First</td>
</tr>
<tr>
<td>Short description of facts</td>
<td>The applicant worked as a rider for Foodinho S.r.l. from 28.09.2018 until 03.03.2020, when he was disconnected from the platform and never connected again, without any justified reason.</td>
</tr>
<tr>
<td>Legal issues raised</td>
<td>The Court granted the application because it noticed that the freedom of the rider to decide if and when to work was only apparent: indeed, he could work only in the time slots made available by the platform, and moreover the deliveries were assigned by the platform through the algorithm, that uses criteria absolutely different from the interest or the preferences of the worker.</td>
</tr>
<tr>
<td>Decision</td>
<td>In favour of Employee</td>
</tr>
<tr>
<td>Issues concerning digital rights</td>
<td>-</td>
</tr>
</tbody>
</table>
### Case n. 11

**Court / Authority**: Court of Turin, labour law section (Tribunale di Torino, sezione lavoro)

**Date of the decision**: 11.04.2018

**Type of proceeding**: Judgement of merit (sentenza)

**Claimant**: Employees

**Grade**: First

**Short description of facts**: The applicants worked as riders for Foodinho S.r.l. on the base of multiple temporary contracts of collaboration, until the employer retired from the contract. The job involved the use of a system of remote surveillance of workers.

**Legal issues raised**: The applicants took legal action to establish the existence of a salaried practice between them and Foodinho S.r.l., asking as well the reintegration to work and the establishment of the illegitimacy of the withdrawal or dismissal.

Alternatively, the applicants request the extension to their self of the salaried workers' legal framework, due to the application of art. 2 of the Legislative Decree no. 81/2008.

Moreover, the applicants request a compensation for damages because of the data protection violation committed by the employer, which adopted a system of remote surveillance of workers.

**Decision**: In favour of the Employer.

**Issues concerning digital rights**: Data protection violation (remote surveillance of workers). The court finds that, despite the information notice provided is generic, there is no violation of data protection regulation and there is no evidence of suffered damage for which is requested a restoration.

---

### Case n. 12

**Court / Authority**: Court of Appeal of Turin (Corte d'Appello di Torino)

**Date of the decision**: 11.01.2019

**Type of proceeding**: Judgement of merit (sentenza)

**Claimant**: Employees

**Grade**: Second (Appeal of the judgment of the Court of Turin dated 11.04.2018 - cfr. case n. 11)
### Short description of facts

Cfr case n. 11

### Legal issues raised

The appellants insisted to the claims concerning the existence of a salaried practice and the extension of the salaried workers’ legal framework, due to the application of art. 2 of the Legislative Decree no. 81/2008.

The claimants didn’t raise appeal for the profile of the decision regarding the compensation for damages because of the data protection violation.

### Decision

In favour of the Employer

### Issues concerning digital rights

About the data protection violation, the Court confirmed the decision of the first grade, because there was no evidence of damage. Moreover, the claimants didn’t raise appeal for this profile.

---

<table>
<thead>
<tr>
<th>Case n.</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Court / Authority</td>
<td>Supreme Court (Corte suprema di Cassazione)</td>
</tr>
<tr>
<td>Date of the decision</td>
<td>24.01.2020</td>
</tr>
<tr>
<td>Type of proceeding</td>
<td>Judgment of legitimacy (sentenza)</td>
</tr>
<tr>
<td>Claimant</td>
<td>Employee</td>
</tr>
<tr>
<td>Grade</td>
<td>Third (Appeal of the judgment of the Court of Appeal of Turin dated 11.01.2019 - Cfr. case n. 12)</td>
</tr>
<tr>
<td>Short description of facts</td>
<td>Cfr. Cases n. 11 e 12</td>
</tr>
<tr>
<td>Legal issues raised</td>
<td>The appellants insisted to the claims concerning the extension of the salaried workers’ legal framework, due to the application of art. 2 of the Legislative Decree no. 81/2008. The claimants didn’t raise appeal for the profile of the decision regarding the compensation for damages because of the data protection violation.</td>
</tr>
<tr>
<td>Decision</td>
<td>In favour of Employee</td>
</tr>
<tr>
<td>Issues concerning digital rights</td>
<td>The Supreme Court established that the job of the riders of Foodinho are due to the collaborations regulated by the art. 2 of the Legislative Decree no. 81/2008 and so that is applicable to the riders the salaried worker legal framework. On the contrary, the Court didn’t pronounce about the data protection violation because the claimants didn’t raise appeal for this profile.</td>
</tr>
<tr>
<td>Case n.</td>
<td>14</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Court / Authority</td>
<td>Data Protection Authority (Garante per la protezione dei dati personali)</td>
</tr>
<tr>
<td>Date of the decision</td>
<td>10.06.2021</td>
</tr>
<tr>
<td>Type of proceeding</td>
<td>Administrative procedure</td>
</tr>
<tr>
<td>Claimant</td>
<td>Proceeding started by the Authority on its own initiative.</td>
</tr>
<tr>
<td>Grade</td>
<td>First</td>
</tr>
<tr>
<td>Short description of facts</td>
<td>From the investigations made by the Commissioner, resulted that Foodinho S.r.l., as the data controller, processed personal data of 18,686 riders in violation of the G.D.P.R. and the Italian legislative decree n. 196/2003.</td>
</tr>
<tr>
<td>Legal issues raised</td>
<td>The processing of the personal data made by the company was in violation of the articles 5, par. 1, lett. a), c) e e) (principle of lawfulness, correctness, limitation of conservation); 13 (information notice); 22, par. 3 (suitable tools for the automated treatment of data); 25 (data protection by design and data protection by default); 30, par. 1, lett. a), b), c), f) e g); 32 (preventive measure); 35 (impact evaluation); 37, par. 7 (communication to the control authority of the responsible of data protection); 88 (data protection during the employment relationship) of the GDPR; article 114 (warranties in matter of remote control) of the Italian legislative decree n. 196/2003. The Authority ordered to comply with data protection provisions and fined Foodinho S.r.l. for unlawful data processing with a € 2.600.000,00 sanction.</td>
</tr>
<tr>
<td>Decision</td>
<td>Against Foodinho S.r.l.</td>
</tr>
<tr>
<td>Issues concerning digital rights</td>
<td>The most important digital right that is treated in this case, is the right to privacy (art. 8 CEDU and GDPR).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case n.</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Court / Authority</td>
<td>Data Protection Authority (Garante per la protezione dei dati personali)</td>
</tr>
<tr>
<td>Date of the decision</td>
<td>22.07.2021</td>
</tr>
<tr>
<td>Type of proceeding</td>
<td>Administrative procedure</td>
</tr>
<tr>
<td>Claimant</td>
<td>Proceeding started by the Authority on its own initiative.</td>
</tr>
<tr>
<td>Grade</td>
<td>First</td>
</tr>
<tr>
<td>Short description of facts</td>
<td>From the investigations made by the Commissioner, it resulted that Deliveroo S.r.l., as data controller, processed personal data of 8,000</td>
</tr>
</tbody>
</table>
Legal issues raised

The treatment of the personal data made by the company was in violation of the articles 5, par. 1, lett. a), c) e e) (principle of lawfulness, correctness, limitation of conservation); 13 (information notice); 22, par. 3 (suitable tools for the automated treatment of data); 25 (data protection by design and data protection by default); 30, par. 1, lett. c), f) e g); 32 (preventive measure); 35 (impact evaluation); 37, par. 7 (communication to the control authority of the responsible of data protection); 88 (data protection during the employment relationship) of the GDPR; article 114 (warranties in matter of remote control) of the Italian legislative decree n. 196/2003. The Data Protection Authority ordered to comply with data protection provisions and fined Foodinho S.r.l. with a € 2,600,000.00 sanction.

Decision

Against Deliveroo Italy S.r.l.

Issues concerning digital rights

The most important digital right that is treated in this case, is the right to privacy (art. 8 CEDU and GDPR).

Challenges concerning “digital rights” for “platform workers”

Interestingly, the analysis of the Italian jurisprudence on platform workers sheds a peculiar light on the discussion on “Digital Rights”. Indeed, from the comparison among them it emerges that technology creates an ecosystem in which are tightened the legal ties among parties, increasing the asymmetries between them, and strengthening the subordination between employer and employees. Moreover, the automation of internal processes and the virtualization of human resources, increases the efficiency of organizational processes, creating a unprecedent dependency by the infrastructure by humans: everyone - workers, customers, third parties - becomes a simple user of a given set of resources. Indeed, in some cases - specifically, those decided in Bologna377 and Palermo378 - the discussion is dominated not by theoretical arguments - for example, whether a rider should be considered a self-employed worker or an employee - but by very practical observations based on the analysis on how the management of human resources were controlled by the algorithms governing the platform. For example, in those cases it is thoroughly described the procedure of signing up of new riders, and the huge amount of personal data processed during remote monitoring of the activities performed: e.g. availability especially during peek-hours, efficiency in routing strategies for each delivery, feedback received from clients or customers, and so on.

In the following table it is offered a synthesis of the collected data, showing that the matter of “Digital rights” was discussed in one third of the cases.

---

Part. III: Protecting Rights on Platforms

<table>
<thead>
<tr>
<th>Description</th>
<th>ID</th>
<th>Number</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases analysed</td>
<td>1-15</td>
<td>15</td>
<td>100%</td>
</tr>
<tr>
<td>Cases resolved in favour of the platform workers</td>
<td>1, 2, 3, 4, 5, 7, 8, 10, 13</td>
<td>9</td>
<td>60,00</td>
</tr>
<tr>
<td>Cases decided in favour of the platform owner</td>
<td>6, 9, 11, 12</td>
<td>4</td>
<td>26,67</td>
</tr>
<tr>
<td>Platform owner fined</td>
<td>14, 15</td>
<td>2</td>
<td>13,33</td>
</tr>
<tr>
<td>Cases not involving digital rights</td>
<td>1, 2, 3, 4, 5, 6, 10, 12, 13</td>
<td>9</td>
<td>60,00</td>
</tr>
<tr>
<td>Cases involving digital rights</td>
<td>7, 8, 11, 14, 15</td>
<td>5</td>
<td>33,33</td>
</tr>
<tr>
<td>Cases involving privacy (art. 8 CEDU)</td>
<td>11, 14, 15</td>
<td>3</td>
<td>20,00</td>
</tr>
<tr>
<td>Cases involving discrimination (art. 14 CEDU)</td>
<td>7, 8</td>
<td>2</td>
<td>13,33</td>
</tr>
</tbody>
</table>

This is a relevant information showing that recent Italian jurisprudence seems keen - if not ready - for a full understanding of the meaning of “digital rights” in this context.

The main concern is related to data protection. In this sense it is interesting to note that discrimination is considered a specific risk included in this field, even if there is one decision which isolates discrimination as a separate issue.

**Conclusions and policy recommendations**

According to the results of this analysis, and following the arguments spent in the decisions above analysed, we can observe that current legislation and ordinary judicial remedies are insufficient to solve a complex matter such as the legal issues concerning “platform workers”, especially those including “Digital rights”. Of course, in this effort laymen cannot be left alone, being required the support from international institutions (‘OECD Framework for the Classification of AI Systems’ 2022), and from the community of experts (Schwartz et al. 2022) in order to assess the risks posed by artificial agents. In the EU context, for example, it is worthwhile to be mentioned an attempt to prepare the grounds for the future “Artificial Intelligence Law” (Floridi et al. 2022).

Besides ordinary legislation and judicial proceedings, a few alternative approaches can be envisioned, suitable to offer solutions that can bring a lasting benefit for workforce but also for platform providers and in general for the society.

**Technological design.**

The incorporation of ethical values in technological devices has been officially recognized by the EU legislator with article 25 of GDPR, regulating the privacy “by design” and “by default” approach. In this sense, it could be possible to incorporate the protection of Digital rights directly into the algorithm governing the platforms, in order to provide built-in operating mechanisms of trade union negotiation and assistance. International guidelines and collection of best practices could help.

**Collective bargaining agreements.**

Rather than an *a priori* legislation which, being general and abstract, leaves *per se* too wide margins of interpretation, or an *ex post* judicial proceeding which, being expensive and uncertain, cannot be pursued by many workers, it could be useful to include a more binding and specific regulation using collective
agreements between union workers and employers’ associations. Of course, in this sense public institutions play a fundamental role of intermediation in order to avoid abuses and “false flag” strategies as those adopted in one of the Italian cases.

**Local arrangement and code of conducts.**

Since the services provided by such kind of platforms are strongly territorial (e.g. delivery), it could be an opportunity for municipalities to step up and regulate some specific aspects that could improve significantly the quality of jobs of platform workers (e.g. creating stations or offering shed zones for riders waiting for a call) or assisting workers and employers in adopting voluntary codes of conduct that could not only improve the quality of jobs, or raise the productivity of platforms, but also provide benefit for the whole community.

**Regulatory sandboxes and living labs.**

The concept of “regulatory sandbox” is included in the EU proposal called “Artificial Intelligence Act” (articles 53 and 54), which intend to provide regulation concerning the processing of data and the security measures to safeguard the deployment of artificial agents. In this sense, this tool could be used to establish provisional legal frameworks in order to experiment new forms of regulations and models of interaction suitable to protect the “Digital Rights” of “platform workers”.
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Introduction

The election campaign for the 2021 German federal election has taken place to a particularly high degree on the internet, especially on the pages of large online platforms such as Facebook, Twitter, YouTube or Telegram, mainly due to the Corona pandemic. This online election campaign is regulated by norms from various legal sources, which define various rights and obligations for online platforms as well as for content creators in general and for political parties in particular.

On the side of the sources of law, a distinction must be made between norms of private and state orders. The latter regulate online communication on different legal levels: Under international law, the European Convention on Human Rights, among others, grants freedom of expression, which could be interfered with if content or profiles were deleted. According to the UN Guiding Principles on Business and Human Rights (Ruggie Principles), companies must also respect human rights. Under European law, a number of legislative projects have been launched with the aim of regulating large online platforms. The draft Digital Services Act provides for particularly extensive obligations. The German Basic Law protects in Article 5 (1), as does the ECHR in Article 10 (1), the freedom of expression of content authors, but also property (Article 14 (1) of the Basic Law, Article 1 of the 1st Additional Protocol to the ECHR) and the entrepreneurial freedom (Article 12 (1) of the Basic Law; Article 16 ECHR) of the platforms. The German Penal Code, which makes insulting content or content inciting to criminal offences a punishable offence, the German State Media Treaty (MStV), which obliges platforms to maintain a diverse public debate, especially through transparency obligations, and the German Network Enforcement Act (NetzDG), which provides regulations for the consistent deletion of illegal content, are of importance for the online election campaign.

Alongside these norms of state orders are the norms of private orders. These are, in particular, the terms of use of the online platforms, but also self-commitments of the parties to conduct themselves in the online election campaign. The terms of use of the major online platforms have become increasingly important for
online election campaigns as the platforms have become more relevant for shaping public opinion. If, for example, a candidate or elected representative is deprived of the possibility to spread their views and goals through the social network because of violations of the terms of use, this can have serious consequences for the electoral success of the blocked person. Facebook and Twitter, among others, have recognised their responsibility in the context of elections and have set specific rules for political content.

This interplay of norms of state and private orders reveals both problems of democratic theory, for example in the deletion of profiles (keyword: Donald Trump) by social networks, as well as practical deficits, for example in the containment of false news.

**National framework**

**Legal framework of online party communication in election campaigns**

Communication through government agencies

Political communication through the channels of government agencies is severely restricted. In the past, it was even assumed that the public opinion-forming process was completely free of the state, in which the state and its representatives were not active participants in the discourse. The only intermediaries between the state and the people were the media, protected under Article 5(1) sentence 2 of the Basic Law, and the political parties, privileged under Article 21(1) of the Basic Law. In the meantime, the assumption has solidified that state communication is also an integral part of public discourse (in the form of public relations, press work, warnings, etc.) and is sometimes even explicitly provided for in public law norms. Communication conducted by state agencies, as sovereign representatives, enjoys both special reach and a heightened level of trust.\(^{384}\) State communication may therefore not be used for any purpose and is limited in questions concerning the "what" and "how" of communication: The statement of the governmental body must be related to the respective task assignment and responsibility, which, depending on the institution, can encompass a broad (e.g. government with state management authority) or narrow (e.g. specialised authority) field of topics and contents.

State communication must be factual, correct in content and disseminated with restraint (factuality and correctness requirement). In addition, state agencies must communicate clearly and completely, and the state must always be recognisable as the author of a statement (communicator clarity). These requirements are an expression of the principles of democracy and the rule of law. In the case of information provided by state authorities that interferes with fundamental rights (e.g. warnings about products such as e-cigarettes), the principle of proportionality must also be observed. Furthermore, the requirement of party-political neutrality applies to state information activities, which was elaborated in particular in the context of court proceedings regarding public criticism of the German parties AfD and NPD. However, state actors do not have to act in a completely neutral manner, as the respective office holders can also defend their office politically and stand up for free democratic basic values.\(^{385}\)

---


\(^{385}\) BVerfGE 44, 125.
These restrictions on communication only apply to state bodies if they also communicate as state bodies.\textsuperscript{386} Therefore, there are no clear legal restrictions for opposition parties with regard to the use of communication channels, as their statements are not state communication. For public officials, an assessment of the overall circumstances of the communication must be made to determine whether it is to be classified as a state or private statement. In particular, the content, location and context of the message are relevant. A private account of a public official on a platform is not sufficient. If it emerges from the consideration of the overall circumstances that the public official is expressing himself/herself in his/her party-political function, this is protected by the extensive freedom of Art. 5, Art. 21 GG. If, on the other hand, it emerges that the statement was made in a state function, the person is bound by the rule of law under Articles 20 (3) and 1 (3) of the Basic Law.

Overall, the communication of public officials through the channels of the office is very limited and therefore not very suitable for election campaign purposes.

Communication through parties

The legal framework for the conduct of online election campaigning results for the parties from different norms that establish both rights and obligations of the parties.

German Basic Law

The right to freedom of expression also applies to political parties under Article 5 (1) of the Basic Law. In principle, this protects both the parties’ online presence and their election advertising. This protection is also derived from Article 21 of the Basic Law, which constitutes the right of parties to participate in the formation of political will. However, according to the current interpretation of Article 21 of the Basic Law, the right to place election advertisements, which is concretised in the State Media Treaty (§ 68 para. 2 MStV), only applies to broadcasting organisations.\textsuperscript{387} Other platforms are free in terms of content; here there is no entitlement of the parties to election advertising or presence.

The parties’ freedom of expression under Article 5(1) of the Basic Law is limited, among other things, by the principles of electoral law under Article 38(1) of the Basic Law. All voters must be able to make their free choice of a political idea on an informed basis.\textsuperscript{388} This is not guaranteed if a party spreads false information. This behaviour is then, as a rule, no longer covered by the freedom of opinion under Article 5(1) of the Basic Law because of the collision with Article 38(1) of the Basic Law. The same could apply to the use of social bots, because here it is a matter of deception about the support regarding a political view, which could also disturb the informative basis of the voter in the case of an increased extent of the use of such social bots.\textsuperscript{389}


\textsuperscript{388} Klaas, Arne, “Demokratieprinzip im Spannungsfeld mit künstlicher Intelligenz”, MMR 2019, 84, p. 88.

\textsuperscript{389} Ibid.
The dissemination of untrue content about other politicians is also regularly no longer covered by freedom of expression: Even in a political context, the freedom of expression of the person spreading the statement is secondary to the protection of the honour of the person concerned in the case of untrue content.\footnote{BVerfG, NJW 2000, 3485.}

Simple legal regulations

At the level of simple legal regulations (laws ranking below the constitution), the German Criminal Code sets limits to online election campaigning. In the context of online communication, criminal offences such as insult (§§ 185 ff. StGB) or incitement of the people (§ 130 StGB) are particularly relevant. Especially in online election campaigns, the offences of voter coercion (section 108 StGB) or voter deception could be fulfilled.

With regard to the financing of parties in general and of the election campaign in particular, the German Political Parties Act (PartG) prescribes certain transparency obligations, such as the filing of an accountability report (§ 23 PartG), which must also contain the expenses related to the election campaign (§ 24 para. 5 no. 2 lit. c PartG).

The European General Data Protection Regulation (GDPR) and the German Federal Data Protection Act (BDSG) limit the powers and duties related to the collection of data from users. For example, the processing (definition in Art. 4 No. 2 of the GDPR) of data containing political opinions of the person is only permitted in rare exceptional cases (Art. 9 of the GDPR). However, such an exception may already be the consent of the data subject. The creation of a political personality profile is also limited by said norms.\footnote{Klaas, Arne, "Demokratieprinzip im Spannungsfeld mit künstlicher Intelligenz", MMR 2019, 84, p. 90.}

Legal framework for platforms in online election campaigns

NetzDG

On 1 October 2017, the German Network Enforcement Act (NetzDG) came into force. The law is intended to improve law enforcement in social networks and lead to the consistent deletion of criminal content. The background was also the increasing spread of such content in the digital space and the experiences from the 2016 US election campaign.\footnote{Cf. BT-Drs. 18/12356, p. 1, http://dipbt.bundestag.de/dip21/btd/18/123/1812356.pdf.}

The core element of the NetzDG is the obligation for operators of social networks to remove "obviously illegal content" within 24 hours after it has been reported by users and to remove illegal content from the platform after 7 days. Important for the moderation practice are the obligation to set up complaint possibilities and regular reporting on the deletion practice according to the NetzDG. However, this obligation only takes effect if the reported content fulfils the facts of a criminal norm mentioned in § 1 (3). § 1 (3) mentions, among other things, incitement to commit a criminal offence, insult or the dissemination of signs of anti-constitutional organisations. Disinformation in particular rarely meets the elements of such criminal offences.

In addition, the NetzDG is only applicable to platforms that are operated with the intention of making a profit (§ 1 (1) sentence 1 NetzDG) and, in principle, not to services that serve individual communication (§...
1 (1) sentence 3 alt. 1 NetzDG). With reference to these two exceptions, Telegram, for example, evades the rules of the NetzDG. Whether Telegram, with groups of up to 200,000 members and public channels with an unlimited number of possible subscribers\(^{393}\), actually differs so much from other platforms such as Facebook that a non-application of the NetzDG is justified, seems questionable. Also, according to its own statements, Telegram does not aim to make a profit.\(^{394}\) On the other hand, the network also plans to monetise content according to its own statements, but without wanting to make a profit.\(^{395}\)

**State Media Treaty**

The German Interstate Treaty on Broadcasting (RStV) was replaced by the German State Media Treaty (MStV) on 7 November 2020. This is intended to adapt the legal framework to the changed conditions in response to the progressive digitisation of the media landscape.\(^{396}\) To this end, the media concept of the RStV, which focuses on broadcasting, has been replaced by the term media platform (§ 2 No. 14 MStV), which includes all services that process media content into an overall offer, regardless of the technology used to distribute the content.

In addition, the MStV also includes so-called media intermediaries (§ 2 No. 16 MStV), which also sort journalistic-editorial content and present it in a generally accessible way without combining it into an overall offer. These include, for example, search engines or social networks, which, as described above, have a strongly growing influence on the formation of public opinion.\(^{397}\)

One aim of the MStV is to ensure diversity of opinion and communicative equality of opportunity in the media landscape.\(^{398}\) This goal is to be achieved through comprehensive obligations for media intermediaries insofar as they have an influence on the formation of public opinion.\(^{399}\) In this case, they are obliged, among other things, to disclose the functioning of their algorithms and may not determine them in such a way that individual journalistic-editorial content is systematically and without justification disadvantaged (§§ 93(1), 94(1)). Social bots must also be labelled as such (§ 18(3)). The state media authorities can enact statutes to concretise the requirements for media intermediaries. These will be of great importance for the further development of the effectiveness of the MStV.

The responsibility for checking infringements also lies with the state media authorities. They can receive notifications of suspected violations from media providers. How many such notifications the state media authorities have received in the context of the 2021 federal election and how quickly they can process them will significantly determine the success of the MStV in securing diversity of opinion in social networks.

---

\(^{393}\) Telegram, Q&A, “What is the difference between groups and channels?”, https://telegram.org/faq/de#f-was-ist-der-unterschied-zwischen-gruppen-und-kanalen.


\(^{396}\) Martini, BeckOK Informations- und Medienrecht, MStV Preamble, marginal no. 43.


\(^{399}\) Martini, BeckOK Informations- und Medienrecht, MStV Preamble, marginal no. 45.
European legislative projects

Digital Services Act (DSA)

On 15 December 2020, the EU Commission presented its draft Digital Services Act (DSA). As the successor to the E-Commerce Directive, the DSA is intended to contribute to secure and trustworthy online communication in the form of an EU regulation (Art. 1 para. 2 lit. b).\textsuperscript{400}

According to the draft, intermediaries remain liable for illegal content as soon as they become aware of it. In order to enable such knowledge to be gained, an efficient complaints management system must ensure that reports of suspected illegal content are processed quickly and reliably. Similarities to the German NetzDG can be seen here.\textsuperscript{401} The transparency obligations for intermediaries are also to be expanded: Among other things, they must make their guidelines for moderating and restricting content publicly available.

Art. 24 of the draft contains the obligation of online platforms to make information about the displayed online advertising transparent. For users, it should be clear, unambiguous and recognisable in real time for each individual advertisement whether and whose advertisement is being displayed. In addition, the most important parameters for determining the target group must be visible. This should make personalised advertising and especially the controversial microtargeting used for election campaigns more transparent.\textsuperscript{402}

In addition, platform providers are obliged to submit annual transparency reports, which must include information on deleted content as well as on recommendation algorithms.

Another important regulatory subject of the DSA are the "Very Large Online Platforms" (VLOPs). These are "systemically relevant" platforms with at least 45 million monthly active users in Europe. The Commission considers such platforms to have a particular influence on public debates and sees them as important sources of information in the context of public opinion-forming. The Commission also sees risks in the reach of these platforms, such as the dissemination of illegal content, manipulation or restrictions on the exercise of fundamental rights, especially freedom of expression.\textsuperscript{403} The DSA provides for possible measures to minimise these risks, e.g. publicly accessible archiving of all advertisements placed (Art. 30), increased content moderation (Art. 27) and the obligation to conduct an annual independent audit to determine whether the requirements of the DSA have been met (Art. 28).\textsuperscript{404}

The topics of fake news and disinformation, on the other hand, if they do not fall under illegal content anyway, are hardly regulated in the DSA.\textsuperscript{405}

\textsuperscript{402} Ibid., 4 (5), https://beck-online.beck.de/Bcid/Y-300-Z-GRURPRAX-B-2021-S-4-N-1.
\textsuperscript{403} Ibid.
\textsuperscript{405} Berberich/Seip, Der Entwurf des Digital Service Act, GRUR-Prax 2021, 4 (7), https://beck-online.beck.de/Bcid/Y-300-Z-GRURPRAX-B-2021-S-4-N-1.
Digital Markets Act (DMA)

The draft Digital Markets Act (DMA), which was presented at the same time as the DSA, is directed against the business practices of so-called gatekeepers. These are companies that bring together a large number of customers with a large number of companies and exert a significant influence on the EU internal market over a certain period of time (Art. 3 para. 1 DMA-E). This also includes the social networks that are particularly relevant in the context of opinion-forming on the Bundestag elections. The large networks enjoy their supremacy in particular through the enormous amounts of data of their users, which enable them to offer an optimal range of products. In order to dissolve this data-based supremacy, gatekeepers should be restricted in their use of data and obliged to pass on the data. For example, data obtained from commercial users may not be used in competition with these users. There is also an obligation to pass on data on the behaviour of customers and persons confronted with advertisements to the companies that have placed the advertisement or sold the product.

Data Governance Act (DGA)

In addition to its advantages for consumers, data protection, which has been strengthened by the General Data Protection Regulation (GDPR) since 2018, has also brought significant obstacles for companies. In 2020, for example, in a survey by the industry association Bitkom, a good half of the companies surveyed stated that their innovative strength was limited by the GDPR. The difficulties associated with the GDPR are to be reduced by the Data Governance Act (DGA), the draft of which was presented on 25 November 2020, in the form of a European regulation. While maintaining the standards of the GDPR, it is intended in particular to strengthen the confidence of users in the security of the processing of personal data and thus increase the possibility of data use by companies and research institutions.

The core element of the draft is the requirement that personal data should not be anonymised and held in trust by the internet companies themselves, but by a neutral body. The supervision of this intermediary body is the responsibility of a supervisory authority created by the member state in the headquarters of the intermediary.

The DGA also creates the legal basis for so-called data altruism. Through a release valid for the entire EU, all users can voluntarily make their data available for purposes of general interest. Monitoring of data use is also the responsibility of the national supervisory authorities. By balancing data protection on the one hand and the interest of research and industry in the use of data on the other, the DGA aims to make Europe the "most data empowered continent", as EU Commissioner Thierry Breton said at the presentation of the draft.

---


409 Ibid.

410 Ibid.
Private ordering

Facebook

The Facebook platform has formulated community standards to protect democratic and liberal values. These prohibit the manipulation of elections. Spreading support for violence around elections and voter registration are also prohibited.\textsuperscript{411} Content glorifying and supporting violent or terrorist acts will be removed from Facebook.\textsuperscript{412} Furthermore, the misrepresentation of election data, especially regarding candidates, locations and eligibility to vote, is not permitted. Facebook also prohibits its users from influencing elections, especially in the form of intimidation and demonstrations of power.\textsuperscript{413} Facebook does not allow political exclusion that denies someone the right to political participation.\textsuperscript{414} Facebook also does not allow political influence through coordinated, non-authentic behaviour on behalf of a foreign actor or government agency.\textsuperscript{415}

In addition, videos created or manipulated by artificial intelligence or deep learning technology (so-called "deep fakes") are inadmissible if they lead to a false assumption about what a person is saying. Parodies and satire are exempt from this.\textsuperscript{416}

In the help section for businesses, Facebook informs about the requirements for elective advertising. Advertisers must complete an advertising authorisation process and the ad must include a disclaimer stating who is paying for the ad. It should also be easier to see who owns a Facebook page and how certain media may be politically influenced by the state.\textsuperscript{417} In addition, the ads will be stored in an ad library to create more transparency.\textsuperscript{418}

In general, advertisements must not contain lurid or discriminatory content. In addition, no misinformation should be displayed or controversial social and political issues used for commercial purposes.\textsuperscript{419}

Facebook itself creates the problem that users are primarily shown information that is close to their own interests due to recommendation logic. Facebook’s terms of use state that all available data on Facebook products and outside will be used for personalisation.\textsuperscript{420} Based on the belief that stronger connections create better communities, Facebook uses this data to show targeted people, events and other content that is

\textsuperscript{411} Facebook (ed.), Community Standards, I.1., https://de-de.facebook.com/communitystandards/credible_violence.
\textsuperscript{412} Facebook, “Community Standards”, I.2.
\textsuperscript{413} Facebook, “Community Standards”, I.3.
\textsuperscript{414} Facebook, “Community Standards”, III.12.
\textsuperscript{415} Facebook, “Community Standards”, IV. 20.
\textsuperscript{416} Facebook, “Community Standards”, IV.22.
\textsuperscript{418} Facebook, “Info on election advertising or advertising on politically or socially relevant topics”, https://de-de.facebook.com/business/help/167865905665506/id=288762101909005.
\textsuperscript{420} Facebook, “Terms of Use”, 1. Services We Offer. We provide you with a personalised experience, https://de-de.facebook.com/terms.
related to its own content and interests. Advertisements for services and products of companies and organizations are controlled by matching personal data about users’ interests and activities with the target audience specified by the company. By controlling the content presented in this way, the discourse can appear less diverse.

**Twitter**

Twitter has specifically issued a policy on the integrity of civic processes. It prohibits the manipulation and interference with elections. This includes, in particular, misleading information about how to vote and election results, as well as attempts to suppress and intimidate voters. In the run-up to elections in the respective country, Twitter activates a special reporting function through which tweets from all users with a suspicion of a violation of these special rules can be reported. Reported tweets can be flagged or deleted if violations are found. In the case of serious or repeated violations, the user’s entire account can be blocked. Polarising or controversial points of view as well as inaccurate statements about parties, representatives or candidates are explicitly not a violation.

Accounts of governments or state-affiliated media companies are uniformly marked on Twitter by means of a small flag symbol in the status of the account. Twitter does not promote or recommend accounts or tweets marked in this way. In addition, synthetic or manipulated content can be marked as such and its visibility restricted in order to avoid misleading users.

Regardless of elections, harassment and intimidation are prohibited on Twitter. In the event of violations, the platform can ask users to delete the content in question and temporarily put the account into read-only mode or block it permanently. Twitter provides even stricter measures against the threat and glorification of violence. Potential violations can be reported not only by users, but by anyone. “Any account that posts threats of violence will be immediately and permanently banned.”

**YouTube**

Similar to Facebook and Twitter, misinformation about elections and technically manipulated content that misleads users are prohibited on YouTube. YouTube also prohibits YouTube also prohibits inaccurate statements about the eligibility of political candidates or the legitimacy of incumbent government officials. Attempts to disrupt or obstruct an election are also prohibited.
prevent fraudulent interference in elections, YouTube works with Google’s Threat Analysis Group, other technology companies and law enforcement agencies.430 YouTube will remove film, image and audio material relating to the aftermath of terrorist attacks or other acts of violence.431

To support politically serious sources, the platform shows priority trustworthy content for news and info topics under "Next Videos". In addition, journalistically high-quality content can be highlighted.432

Similar to Twitter and its flag icons, details of funding sources are displayed below videos of public or government-funded sites.433 For election ads, the funding of the ad must be disclosed in the public transparency report.434 All rules set by YouTube explicitly apply regardless of the political orientation of the content or user.435

**Telegram**

Telegram attaches great importance to the privacy of its users. The platform categorically refuses to process requests regarding (illegal) non-public content. The content of (group) chats is "a private matter for the respective users".436 Only publicly accessible content can be reported by email or directly via the user’s profile.437 According to Telegram, group chats are intended for families, friends and small teams. However, the permitted group size of up to 200,000 members and the possibility of making groups public,438 speaks in favour of a wide-ranging use. The platform makes it clear that it does not support political censorship and that statements critical of the government may therefore also be disseminated on Telegram. Although copyright-infringing, terrorist and pornographic content is to be blocked, the platform wants to give space for the dissemination of "alternative[r] opinions".439

In order to make it more difficult to oblige the handover of data, Telegram uses different data centres around the world for its cloud chats. Due to the different jurisdictions, several court orders from different countries would be necessary to oblige Telegram to hand over data.440

---


431 YouTube, "Violent or Cruel Content Policy", https://support.google.com/youtube/answer/2802008?hl=de&ref_topic=9282436.


433 Ibid.


436 Telegram, "Questions and Answers, I found illegal content on Telegram. How can I have it deleted?", https://telegram.org/faq/de#f-ich-habe-illegale-inhalte-auf-telegram-gefunden-wie-kann-ich-d.

437 Telegram, "Questions and Answers, I found illegal content on Telegram. How can I have it deleted?", https://telegram.org/faq/de#f-ich-habe-illegale-inhalte-auf-telegram-gefunden-wie-kann-ich-d.

438 Telegram, "Q&A, What’s the difference between groups and channels?", https://telegram.org/faq/de#f-was-ist-der-unterschied-zwischen-gruppen-und-kanalen.

439 Telegram, "Questions and answers, wait a minute. 0_o You delete something at the request of a third party?", https://telegram.org/faq/de#f-ich-habe-illegale-inhalte-auf-telegram-gefunden-wie-kann-ich-d.

In addition, the platform offers the possibility to communicate via so-called secret chats. Due to the end-to-end encryption used only in this area, Telegram itself has no access to the distributed content, according to its own information. In these chats, there is the option to set a so-called "self-destruct timer", after which the messages are deleted from the sender’s and recipient’s device.441 Telegram recommends the additional protection of (not end-to-end encrypted) cloud chats by means of a password, if the user has reasons to "doubt your mobile carrier or government". 442

Telegram does not take a position on dealing with discriminatory, defamatory or inflammatory content in its terms of use, privacy policy or FAQs. An exception to this is the propagation of violence, which is prohibited according to the published terms of use, but only for the public parts of the platform. However, consequences for violations are not threatened.443 If Telegram receives information about accounts of terror suspects, the IP address and telephone number can be passed on to the authorities.444 However, Telegram does not impose an obligation to this effect - for example, on the grounds of protecting the general public. According to Telegram, no such measures have yet been taken.445

Telegram also does not make any statements about possible false voting information.446 In case of reported phishing, spam or other abuse, Telegram may block the responsible profiles or restrict their ability to contact strangers. Telegram also reserves the right to analyse cloud chat data for this purpose using algorithms.447 Telegram’s terms and conditions do not provide for a transparency report along the lines of the NetzDG.

**Other orders**

Parties can commit themselves to certain behaviour in online election campaigns in order to guarantee specific principles of conduct in addition to the legal regulations and conditions of the platforms.448 This is what the Greens did in 2017, among others, committing not to use social bots and to publish more detailed information on party donations than required by the Political Parties Act. Disinformation campaigns were also prohibited in the self-imposed election campaign rules.449

**Overview and comparison**

Most of the big platforms have terms of use that are intended to prevent election manipulation. Although they differ in details, their general approach is similar. Only Telegram falls off the grid and also allows

---

445 Ibid.
potentially illegal, or at least problematic, content in public channels. A summary of the election-related platform rules of Facebook, YouTube, Twitter and Telegram is shown in the following figure.

### Election-related platform rules of Facebook, YouTube, Twitter and Telegram

<table>
<thead>
<tr>
<th>Platform</th>
<th>Facebook</th>
<th>Twitter</th>
<th>Youtube</th>
<th>Telegram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prohibition of false election data</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Labelling and transparency of election advertising</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Marking of governmental organisations</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Prohibition/marking/limitation of visibility of “social bots” or “deep fakes”</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Prohibition of terrorist and violent content</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Problem cases

In the run-up to the election, a number of problem areas were already identified which were to be observed during the election campaign. With regard to the State Media Treaty, the enactment, use and effectiveness of the statutes regulating media intermediaries by the state media authorities (§ 96 MStV) were of particular interest. If content or entire profiles are deleted, it must be analysed on the basis of which norm this is done. This could be both the private terms of use of the networks, state norms such as the NetzDG or an interplay of such norms. This goes hand in hand with the question of whether the networks also take the same measures such as deletion, commenting or profile blocking in comparable situations, or whether different decisions and measures are taken even in ideologically comparable groups. In this context, it could be of particular relevance whether the measure is directed against the profile of a candidate. Messenger services such as Telegram could be of particular importance for the dissemination of illegal content. The fact that these services started as private communication spaces and that a (large) part of their platform is also used for this purpose makes it more difficult to take action against illegal content on these services in view of the NetzDG and the draft DSA.

The sum of the measures against published content could also provide information on whether freedom of expression finds different, actual limits online than offline. The question also arises whether disinformation campaigns can be effectively prevented within the framework of existing legal regulations or whether new regulations are needed here.

### Summary

The catalogue of norms for online election campaigns has expanded considerably. Not only have new norms of state order been enacted, which place particular responsibility on the operators of the large online platforms. Due to the enormous reach of these networks, their private norms in the form of terms of use, privacy settings or rules of conduct have also taken on a significance that could exceed the significance of state norms in terms of their actual impact. In the German super-election year 2021, all these norms regulate an essential part of the election campaign and thus an essential democratic process. Many of the norms discussed are still young (NetzDG of 2017, MStV of 2020) or awaiting adoption (DSA, DMA, DGA). The
novelty of the norms and the fact that communication on the internet has become enormously important for election campaigns in Corona times call for an analysis of the impact of said norms in order to be able to develop alternatives to the existing regulations on this basis. These effects on the democratic process of opinion-forming will become particularly evident in the German super-election year of 2021.
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Definition of objectives

It is common cause that the evolution of the internet has had an impact on private and public communication behaviour. The internet has become one of the most important tools we use to exercise our rights, especially the right to information and the right to freedom of expression. As the European Court of Human Rights put it in 2015, the internet provides “essential tools for participation in activities and discussions concerning political issues and issues of general interest”. The Committee of Ministers of the Council of Europe emphasised that “the internet plays a particularly important role with respect to the right to freedom of expression”.

But where exactly does “communication on the internet” take place? Very often on and via platforms. We understand platforms to mean service providers offering internet-based Web 2.0 applications, linking user-generated content by means of application-specific user profiles. Platforms regulate access to the online communication space; indeed, they help constitute it. Consequently, the companies providing these services play an important role in the communication framework. This gives rise to certain questions: Given that this form of communication, with its high relevance for democracy, is privately designed and managed, how can citizens influence the rules which determine the limits of what may be said online? How can platforms enable greater citizen involvement in norm-setting, and what would the consequences of doing so be for platforms, states, individuals and societies? In essence: Who is allowed to define the rules which regulate online spaces? Do rules formulated exclusively by platforms exercising their domiciliary right ipso facto suffer a legitimacy deficit? Can platforms be assigned institutions which help ensure greater accountability to society? Can such “social media councils” platform-proof democracy?

With the establishment of the Facebook Oversight Board in 2020, there now exists an example of a social media council which can be analysed – in terms of both its strengths and its weaknesses – as a sample of the institutionalised expression of the desire to integrate external experts in content governance decisions. Do social media councils offer a silver bullet to the challenge of political participation in the digital age?

---

450 This contribution is based on Kettemann/Fertmann, Platform-Proofing Democracy (Potsdam-Babelsberg: Friedrich-Naumann-Stiftung für die Freiheit 2021/05), https://shop.freiheit.org/#/Publikation/1084).
451 EGMR 01.02.2015, Nos 48226/10 and 14027/11, Cengiz and Others vs Turkey, section 49.
Does establishing such councils offer a convincing way of platform-proofing democracy and making the platforms more democratic?

These are the questions that helped establish the scope of this study, which is made up of six parts. We start with an introduction to the challenges of political participation in the digital age, with a particular focus on the normative design of opportunities for participation in setting and enforcing platform norms. This is followed by an overview of the history and conceptualisation of social media councils and an analysis of the Facebook Oversight Board as a paradigmatic social media council. An overview of other social media councils and a concluding summary and appraisal round the study off.

Introduction

In 2014, a workshop on “Public International Law of the Internet”, hosted in Berlin by the German Foreign Office, among others, concluded that all digital policy stakeholders without exception were dissatisfied with the status quo: “States are frustrated about being unable to enforce the law on the internet. In the absence of clear and applicable regulations, companies don’t know how to deal with (state and private) requests; they are effectively given no choice but to administer justice. Users worry about their data and about violations of their fundamental rights.” These frustrations represent a considerable challenge both for the 4.4 billion people who have access to the internet and for the 3.3 billion who do not, as internet governance and access to online content were recognised as being constitutionally relevant topics at an early stage. For example, the United Nations were quick to link democratic constitutionality and development, but also orient the internet towards human development based on constitutional principles. At the UN World Summit on the Information Society (WSIS) (2003, 2005), the states of the world committed themselves to “a people-centred, inclusive and development-oriented Information Society”, to be based on the purposes and principles of the Charter of the United Nations, international law and multilateralism, and “respecting fully and upholding the Universal Declaration of Human Rights”. In and of itself, internet access does not lead to more democracy, although the rule of law and high internet access levels are positively correlated. However, the internet can be deployed as an effective means to strengthen civil society engagement. At the same time, and in addition to protecting spaces where individual freedom can be exercised, we also have to secure the societal prerequisites of social cohesion, which represents a considerable challenge in the face of the privatisation of online communication spaces and the dynamisation of online communication (including the renegotiation of “truths”, the questioning of shared information assets, the changing of communication practices, and the distribution of media portfolios).

A diffuse sense of unease persists, be it regarding the sharing of disinformation related to Covid-19, or, more recently, when the account of a sitting US president was suspended: The measures taken by platform
companies are often welcomed in substance, but their impact on democratic discourse processes and
democracy per se is considered a challenge. A comment by German Chancellor Angela Merkel was
emblematic of this unease. In a statement on the Trump matter, the chancellor said that it was problematic
that important decisions regarding communication rules (and the presence of politicians) in
communication spaces were no longer being made by “lawmakers”, but by “the managers of social media
platforms”.

It is not a new insight that all relevant forces should be involved in developing, adopting and enforcing
rules in functioning democracies. It helps to counter the concentration of public opinion and the
concentration of power in the (communicative) structures in which social innovation is generated. As
Germany’s Federal Constitutional Court emphasised in 1986 on the topic of the freedom of broadcasting,
it is sufficient to transfer “all significant decisions to an external organ that is independent of the state and
which is subject to the influence of the relevant social forces and trends” while putting in place effective
legal provisions to prevent a concentration of the power to shape public opinion.

Yet currently many decisions with a considerable impact on online communication are essentially being
taken by platforms on their own. While it is true that platforms have increasingly constructed their own
normative orders as coherently conceived rule sets equipped with narratives to establish legitimacy, they
are generally far removed from the demands of the Committee of Ministers of the Council of Europe in its
recommendation on internet intermediaries: “The process of drafting and applying terms of service
agreements, community standards and content-restriction policies should be transparent, accountable and
inclusive. Intermediaries should seek to collaborate (...) organisations representing the interests of users and
affected parties (...) before adopting and modifying their policies. Intermediaries should seek to empower
their users to engage in processes of evaluating, reviewing and revising, where appropriate, intermediaries’
policies and practices. (...) Internet intermediaries should make available – online and offline – effective
remedies and dispute resolution systems that provide prompt and direct redress in cases of user, content
provider and affected party grievances.”

It is without any doubt possible to align these requirements with the core responsibilities of states in this
context, namely the protection of fundamental and human rights in the digital environment. States not
only have the negative obligation of not violating the right to freedom of expression and other human rights
in the digital context, but also the positive obligation to protect human rights while creating a regulatory
environment for all, in which everybody can exercise these rights.

As most communication spaces on the internet are privately owned, intermediaries, including social media
companies, have become important normative actors. Network effects and acquisitions have led to a
situation where a relatively small number of important platform companies dominates the market. These

461 Council of Europe, Recommendation CM/Rec(2018)2 of the Committee of Ministers to member States on the roles and responsibilities of internet intermediaries, section 11; appendix 2, especially 2.2.2. on enabling users to participate in formulating rules and 2.5 regarding access to
effective complaint mechanisms (our emphasis).
companies have certain obligations under international and domestic law. In accordance with the UN Guiding Principles on Business and Human Rights and the embedded “Protect, Respect and Remedy” framework (UN Guiding Principles, “Ruggie Principles”),463 intermediaries should respect the human rights of their users (and other affected parties) in all their activities (including in formulating and applying terms of use) and remedy any negative impacts on human rights directly linked to their business activities.

At the global level, rights-based entitlements of individuals to participate in internet governance are being incorporated by means of the increased inclusion of individuals in governance decisions related to the internet.464 Everybody – and especially citizens – has a democratic interest in participating in the internet and its regulation, in other words a stake, a value-based interest in the process and outcome of regulation, the operationalisation of which requires involving all stakeholders in all phases and normative processes.465 But how can the participation entitlements of individuals be realised at a smaller scale, too – by platforms? How can these be made “more democratic”?

The concept of social media councils is a valuable starting point in this debate. In Germany, it can be embedded in the fertile legal context of decades of experience with “council-based” governance in the media sector, including through the broadcasting and television councils of public broadcasters, the media councils of the state media authorities responsible for broadcast and telemedia,466 and sectoral self-regulating bodies such as press467 and advertising468 councils.

Properly understood, social media councils are no utopia of self-regulation in the sense of John Perry Barlow’s famous “Declaration of Independence” of cyberspace.469 They are not meant to replace existing models of private and state regulation, but rather complement them “to create an independent, accountable, and transparent mechanism that can cooperate with platforms to improve their own systems and eliminate the need for some regulation.”470

Accepting that there are no silver bullets and that incremental improvements are the best one might hope for in the complex regulatory triangle between states, companies and civil society471 – not least because of


466 This refers specifically to the decision-making bodies of the state media authorities and commissions, which are referred to as media councils (“Medienräte”) in Baden-Württemberg, Bavaria, Berlin/Brandenburg, Hamburg/Schleswig-Holstein, Saarland and Saxony; for example, see sections 39-47 of the State Media Treaty for Hamburg and Schleswig-Holstein, the “Medienstaatsvertrag HSH”.

467 Deutscher Presserat (German Press Council), https://www.presserat.de.

468 Deutscher Werberat (German Advertising Council), https://www.werberat.de.

469 See Barlow (1996): “A Declaration of the Independence of Cyberspace” stating that “We believe that from ethics, enlightened self-interest, and the commonweal, our governance will emerge.”, https://www.eff.org/de/cyberspace-independence.


the challenging diversity of regulatory objectives – the question arises: How can social media councils contribute to such improvements?

**History and design of social media councils**

**Overview and definition**

We use “social media councils” to mean external governance structures tasked either with formulating and/or applying rules or determining the discoverability or visibility of content on social networks in addition to or instead of the platforms; or tasked with monitoring the platform’s activities relating thereto. This implies that the membership of “social media councils” can include civil society representatives and/or experts with the aim of creating multi-stakeholder governance, although this is not strictly necessary for them to be referred to by that name. The name should therefore not pre-empt the complex question of whether such an institute effectively constrains the influence of a company or – going even further – legitimises the social accountability of the governance system.

**Origins of the concept**

Proposals for governance mechanisms that provide affected parties with an independent channel for complaints and/or involve civil society or user representatives in formulating the private rules of platform companies are nothing new. Quasi-judicial private institutions for reviewing company decisions started appearing in the German debate on regulation almost a decade ago, for instance with reference to “Cyber Courts” or in the form of alternative dispute resolution mechanisms. In the US, participatory approaches to formulating the private rules of companies have been proposed, such as a “Content Congress” or external advisory bodies.


474 Spindler: “Persönlichkeitsschutz im Internet – Anforderungen und Grenzen einer Regulierung“ Gutachten F on the occasion of the 69th German Jurists’ Conference, 2012, p. 133; a similar proposal was made by Wagner: “Haftung von Plattformen für Rechtsverletzungen (Teil 2)“, GRUR 2020, 447; such procedures appear to hold promise regarding justice in individual cases, but seem less suited to triggering general improvements in the governance systems of the platforms; see the comparison by Brown (2020): “Models of Governance for Online Hate Speech“, Council of Europe https://rm.coe.int/models-of-governance-of-online-hate-speech/16809e671d (p. 84).


The current debate around social media councils was advanced by proposals from NGOs, such as Global Partners Digital. ARTICLE 19’s concept of “Social Media Councils” was mentioned in the 2018 annual report by the then UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, David Kaye. His recommendation for platform companies was that they “must open themselves up to public accountability. Effective and rights-respecting press councils worldwide provide a model for imposing minimum levels of consistency, transparency and accountability to commercial content moderation. (...) All [companies] that moderate content or act as gatekeepers should make the development of industry-wide accountability mechanisms (such as a social media council) a top priority.”

The debate around social media councils is closely related to demands that platforms should align their private rules, which are often international in scope, with international human rights standards. In this context, social media councils as potential external supervisory bodies would play a role by publicly criticising violations, thereby in a sense acting as an institutionalised “trigger” to create societal and political pressure on companies.

In addition, social media councils could also be used to verify that national agencies’ commands and requests to platforms are in compliance with international human rights standards. In cases where such actions were in violation of applicable human rights standards, the councils could publicly back companies in rejecting the requests; but this is only being proposed in isolated instances. The debate – and, therefore, this study – is primarily focused on ways of boosting the democratic legitimacy of the platforms’ private orders.

Requirements

Social media councils as a concept do not have a very long history. Insofar as they are used to supervise the discretionary powers of platforms and act in areas in which the platforms are not restricted by applicable national legislation, national law does not provide much in the way of substantive or procedural criteria for them. Human rights are a more important source of law in this context, not least because of the implied


480 Ibid.

481 The idea was favourably received by some companies in 2019, but was not pursued further, see Donahoe/Hughes/Kaye (2019): “Social Media Councils: From Concept to Reality,” https://fsi-west-live.s3.amazonaws.com/ajil-articles/ajil/sp19_smc_conference_report_wip_2019-05-12_final_1.pdf at the bottom of p. 13; the most powerful illustration of the need for robust, international mechanisms to protect human rights on digital platforms – even against infringements by states – is the Rohingya genocide in Myanmar, which was partly stoked by appeals on social media platforms, see Irving (2019): “Suppressing Atrocity Speech on Social Media”, in: AJIL Unbound 113: 256-261, https://www.cambridge.org/core/journals/american-journal-of-international-law/article/suppressing-atrocity-speech-on-social-media/494334d2936a6a6e7c547c708b16714d4; the most recent example of the potential of such an institution is provided by directives issued by India against Twitter, which likely contravened the guarantees by the Indian Constitution, Mahapatra/Fertmann/Kettemann (2021): “Twitter’s Modi Operandi: Lessons from India on Social Media’s Challenges in Reconciling Terms of Service, National Law and Human Rights Law,” Verfassungsblog, https://verfassungsblog.de/twitter-modi-operandi.
supervisory function for private platform law; this applies even more for quasi-judicial social media councils.

The United Nations Guiding Principles for Business and Human Rights (UNGP) represent the most important benchmark for quasi-judicial social media councils. Their “soft law” defines a corporate responsibility to respect human rights. Under Principles 29, 30 and 31, the UNGP also formulate guidelines for creating non-governmental, especially corporate or independent, complaints institutions and procedures.482

In this sense, social media councils (also) have to ensure that their decisions comply with international human rights norms. Regarding the institutional design and the procedural practices of social media councils, the UNGP require institutions to be suitable to justify the trust of those who use them, based on transparent and independent membership and transparent processes. Furthermore, they have to ensure that proceedings are fair and accessible to all who may potentially be affected. They have to warrant that affected parties dispose of all the information needed to present their cases, and their decision-making methods must be transparent.

In addition to the UNGP, the “Santa Clara Principles”, an industry norm,483 can also be used to develop minimum criteria for social media councils. The principles require that “companies should provide a meaningful opportunity for timely appeal of any content removal or account suspension.” The accompanying list of minimum standards for such appeals mechanisms lists some of the key components of a due process, e.g., “Human review by a person or panel of persons that was not involved in the initial decision. An opportunity to present additional information that will be considered in the review. Notification of the results of the review, and a statement of the reasoning sufficient to allow the user to understand the decision. In the long term, independent external review processes may also be an important component. (…)”

Even in the absence of national regulations for social media councils, there are therefore already guidelines that can be used to assess and shape the design and decision-making practice of such institutions.

**Design decisions**

**Areas of activity**

As comprehensive lists of possible areas of activity of social media councils already exist,484 we will direct our attention to some core questions regarding the design of such institutions here. A transatlantic working group on platform governance accurately described the many possible factors affecting the design of social media councils: “Policy makers and multi-stakeholder groups might consider a wide range of organizational structures and precedents to choose from, with format, purpose, jurisdiction, makeup, member selection,

---

482 See also Council of Europe: Recommendation CM/Rec(2018)2 of the Committee of Ministers to member States on the roles and responsibilities of internet intermediaries, section 11; appendix 2, especially 2.2.2. on enabling users to participate in formulating rules and 2.5 regarding access to effective complaint mechanisms.
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A council’s underlying mission can be manifold. Obvious candidates include:

- preventive protection against unjustified measures against content; remediation after such measures have been imposed;
- systematic impulses to improve the governance systems of companies beyond individual cases;
- enabling an access to justice for as many affected parties as possible beyond automated and/or internal platform mechanisms;
- greater transparency;
- diversity-oriented supervision of content curation;
- securing the discoverability of certain content in the public interest;
- specific supervision regarding political campaign advertising and political communication; and
- supervision of basic design decisions and potential influences that guide users (so-called persuasive design and dark patterns).

Regulatory implementation: self-regulation or co-regulation

Social media councils can be implemented on the basis of voluntary cooperation between companies and experts and/or civil society (self-regulation), or alternatively in the form of models where social media councils are embedded in a framework defined by the state (co-regulation, regulated self-regulation\footnote{An early contribution: Wolfgang Schulz / Thorsten Held: Regulierte Selbstregulierung als Form modernen Regierens. Commissioned by the Federal Commissioner for Cultural and Media Affairs of Germany. Final report. Hamburg: Publisher: Hans-Bredow-Institut, May 2002, p. 5, https://www.hans-bredow-institut.de/upload/fds/media/Publikationen/cms/media/a80e566dbc2427639ca0f437fe76d3c4c95634ac.pdf.})

Statutory implementations of co-regulation are conceivable. But it is unclear to which extent lawmakers can, within a constitutional framework, prescribe procedures and institutions that lie outside the domain of government to platforms that make decisions and formulate rules which lawmakers cannot make and formulate precisely because the opinion-forming process lies outside the jurisdiction of government.

If social media councils are to improve company decision making in areas where lawmakers are unable or unwilling to formulate guidelines, it is apparent that social media councils will – at least initially\footnote{A different view is put forward by Jarren/Gostomzyk (2020): Facebook’s Hausgericht, https://www.medienpolitik.net/2020/04/facebooks-hausgericht, according to which co-regulation could already be considered at this stage.} – be implemented by means of self-regulating initiatives. But even such self-regulation could be politically encouraged and collaboratively shaped, for instance when concrete, but non-binding proposals for an institution are formulated and political pressure is exerted on companies to participate in implementing them effectively (“quasi-regulation”).\footnote{Tworek, Heidi (2019) Social Media Councils, (p. 100) https://www.cigionline.org/sites/default/files/documents/Platform-gov-WEB_VERSION.pdf#page=100} Examples include initiatives by expert NGOs such as ARTICLE 19, which exerted considerable influence on the process of developing the social media council concept and which is currently involved in introducing a national social media council in Ireland, as well as Ranking Digital Rights, which is already measuring the transparency of large technology companies by means an
Mission: advisory, quasi-legislative, quasi-judicial

A further fundamental design decision is whether social media councils should be involved at the level of formulating rules and designing enforcement practices or whether they should only check individual judgments after the fact, in response to user complaints.

Involvement in rule-setting can in principle be designed as a quasi-legislative user parliament, but is limited to an advisory role in norm-setting within many approaches. Limiting a social media council to a purely advisory function risks restricting its influence. Conversely, binding rule-setting by a social media council creates the risk that a company could lose control over its platforms, which would likely disincentivise participation from a business perspective.

Apart from allowing involvement in developing rules and practices, creating opportunities for involvement in individual decisions regarding actions against user content is also conceivable. Taking into account the considerable volume of decisions that have to be made, a social media council would not be suitable as the first decision level for moderator decisions or even for initial appeals, but only as a later or higher-level review authority.

Here, one needs to take into account that restitution (restoring the previous state) is only possible within certain limits because unjustified measures taken against content imply negative impacts in the form of missed communication opportunities which cannot be restored when such measures are lifted days, weeks or even months later (vice-versa, content removal represents also a very limited restitution when measures against the content have initially been erroneously rejected).

---

493 The initiative “Who targets me?” in support of transparent political advertising has also expressed an interest in participating in social media councils, see https://whotargets.me/en/oversight-boards-for-everything.

494 For example, see the reference to the press codex, initially developed by the press in a self-regulating process, in interpreting statutory media obligations: Begr. zum Medienstaatsvertrag, LT-Orts. NRW 17/9052, 135; Lent, ZUM 2020, 593 (599); Heins/Lefeldt MMR 2021, 126.

495 For certain journalistic/editorial online media, the new German State Media Treaty ("Medienstaatsvertrag") also takes this step in section 19, see Klausa: “Staatlicher Zahnersatz für den Presserat: Der Medienstaatsvertrag macht die Selbstregulierung der Presse zum Auslaufmodell”, VerfBlog, 29 March 2021, https://verfassungsblog.de/staatlicher-zahnersatz-fur-den-presserat.


499 One of the first cases handled by the FOB (2020-004-IG-UA) serves as an illustrative example. At issue was the removal of content because of nudity; the content had been posted in October 2020 in connection with “Pink October”, an international campaign to generate awareness for breast cancer. The FOB arrived at its decision four months later, in January 2021, and emphasised that the impossibility of restitution in the face of the expired campaign made it clear that its decisions needed to aim at transcending individual cases: https://oversightboard.com/decision/IG-7THR351.
As the vast majority of such measures are by now automated, social media councils have an opportunity to exert influence by contributing to the design of such tools. Beyond that, it is precisely the design of platforms’ feed and recommendation algorithms that represents a potential source of power which has to be supervised, implying that a complaints-based model cannot control platform measures which users don’t notice (so-called shadowbanning). The potential benefits of a complaints-based social media council therefore are to be found primarily in potential systemic improvements which such a council could initiate based on individual cases.496

Existing social media council concepts, such as those proposed by ARTICLE 19497 or the Stanford Global Digital Policy Incubator,498 agree that a combination of a complaints-based institution (quasi-judiciary) and involvement in designing rules (quasi-legislative) is required. In any case, involvement in analysing content governance techniques which users are unaware of is critical.

Membership: councils of experts or citizens

Social media councils can be composed of experts on technology governance and freedom of expression, representatives of civil society groups or even randomly selected citizens.499 Such approaches to deliberative democracy in randomly selected small groups are discussed under the term “mini-publics” and are not without controversy.500 Keeping in mind current challenges to democracy, such as political polarisation and the spreading of disinformation, there is however something to be said for the development of “new forms of deliberative, collaborative and participative decision making that are evolving worldwide.” 501

On the other hand, formulating recommendations, defining binding rules or adjudicating complaints regarding expression on the net requires a certain level of expert knowledge, among other things to avoid unintended consequences. In this sense, models that combine representation with expert knowledge would seem advisable.

Geographic jurisdiction: national, regional or global

Social media councils can have national, regional or global jurisdiction. The Facebook Oversight Board operates at a global level. This offers certain benefits, but conceptualising councils at the national or regional level is also conceivable to help ensure that cultural and language contexts are appropriately reflected. Unified regional jurisdictions (such as Europe with EU law and the European Human Rights Convention) also suggest that unified social media councils are feasible, which could be designed in a way...

---

498 Ibid., pp. 26-29.
that covers multiple platforms. Creating social media councils at the national level is also an option. They could function as alternative dispute resolution mechanisms for content moderation decisions made by platforms.  

Again, the design choices made here are not necessarily mutually exclusive, as national councils could be connected through a global association that defines best practices regarding the councils’ work and principles.

"Material" jurisdiction: platform-specific or industry-wide

The jurisdiction of social media councils can be limited to a specific platform (platform-specific) or extended to cover many or all platforms or a specified type of platform (industry-wide). A specialised social media council would appear to be easier to implement by comparison, as only one company would need to support the concept if it is implemented through voluntary self-regulation. An industry-wide social media council would encounter greater challenges, not least in interacting with a multitude of different platforms and their diverse governance systems. A challenge for building such industry-wide mechanisms may also lie in applicable national anti-trust law that may restrict such forms of product (policy) related cooperation.

On the other hand, an industry-wide approach is especially promising because it could contribute to the independence of the institution. With industry-wide jurisdiction, such a council would not depend on its relationship with one or just a few companies for its existence and acceptance. As with other design dimensions, an iterative approach might be advisable, i.e., a social media council could be launched as an initiative by one or two companies and evolve over time into an industry-wide institution. It cannot be ruled out that other companies might join the platform-specific social media council of a competitor at a later stage. In the discussion to date, the predominant call has been for the establishment of industry-wide social media councils.

Sources of inspiration of existing institutions of self-regulation

At this stage, the discussion around the design of social media councils is very much at the initial stages. Nonetheless, there are existing models of private institutions of self-regulation which are mentioned as examples or role models in the context of the social media council debate. They include press councils, the US Financial Industry Regulatory Authority (FINRA), the Canadian Broadcast Standards Council (CBSC), the Internet Corporation for Assigned Names and Numbers (ICANN) and various  

---
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institutions of self-regulation established in other industries to ensure that practices comply with human rights, for instance in the resource extraction and manufacturing industries.\textsuperscript{508}

From a German perspective, an approach to define the design and composition of a social media council could take its guidance from the broadcasting councils of the German public broadcasters. These councils include socially relevant groups, such as unions, employer associations, churches, environmental groups etc., which are considered “trustees of the interests of the general public”\textsuperscript{509} and monitor compliance with statutory duties in this capacity.\textsuperscript{510} There is no constitutional requirement for representatives to be affiliated with such associations. Instead, lawmakers can also require unaffiliated or weakly organised groups to be represented in some other way.\textsuperscript{511} This appears increasingly advisable in light of the constitutionally required\textsuperscript{512} consideration of the equality provisions of Article 3 of Germany’s Basic Law in determining the composition of the councils. A promising route to pursue is to develop a model for social platform councils based on the extensive literature and constitutional jurisprudence on broadcasting councils. Such a model should at the same time reduce existing representation deficits, for instance through (partly) random selection of council members.\textsuperscript{513}

Pursuing this route would also be helpful in balancing the need for the social media council’s independence and the large number of checks required with the cooperative relationship it needs to have with the company. If the chosen approach is that of a national social media council designed with reference to broadcasting councils, this could also help to create the required high levels of acceptance. Such a national institution could also be integrated into an international network of social media platforms, as indicated above.

The Facebook Oversight Board

Evolution

In 2018, Mark Zuckerberg announced that he wished to create “an independent appeal process” that would function “almost like a Supreme Court.”\textsuperscript{514} Following Zuckerberg’s announcement, a global consultation process was set in motion, involving stakeholders from civil society, academia and politics. It lasted for over a year and was intended to establish the jurisdiction of such an institution and its requirements in terms


\textsuperscript{509} Federal Constitutional Court judgment of 25 March 2014, 1 BvF 1/11, available at https://www.bundesverfassungsgericht.de/SharedDocs/Entscheidungen/DE/2014/03/fs20140325_1bvf000111.html (margin no. 40).


\textsuperscript{511} BVerfGE 83, 238 – 6. Rundfunkentscheidung (p. 335), available at https://www.servat.unibe.ch/Dfr/bv083238.html.


\textsuperscript{513} This is also suggested for broadcasting bodies, see Dobusch (2019) for example: Zusammensetzung der Rundfunkgremien, https://www.deutschlandfunk.de/zusammensetzung-der-rundfunkgremien-schoeffen-fuer-mehr.2907.de.html?dram:article_id=448617.

of staffing, organisational, legal, financial etc. resources. The process of establishing the Facebook Oversight Board (FOB) was subject to close academic scrutiny, especially by evelyn douek and Kate Klonick. The FOB is not an isolated initiative. It is embedded in the context of Facebook’s ongoing slow-but-steady development of the private order system of its platforms towards greater transparency and justification of their private decision-making powers. Measures introduced include global transparency reports, a formalised system for amending community standards, informal methods to enable civil society participation in formulating the standards, and commissioning external researchers to publicly assess the company’s decision-making processes. All of these initiatives are to be welcomed, but in the absence of robust supervisory and enforcement structures, they have not imposed any substantial limits on the company’s power.

Operating principle

The FOB is a global, currently platform-specific, quasi-judicial and advisory social media council. Its members are representatives of civil society and academia who act as an appeals body that reviews Facebook’s decisions to delete user-generated content on its platforms Facebook and Instagram. Decisions are based on the respective community standards and take into account “international human rights standards.” For any given case, the FOB’s decisions are binding on the company in terms of its voluntary commitment and are intended to be transferable to “identical content with parallel context.” Furthermore, the FOB acts as an advisory body that issues public, non-binding “recommendations” regarding Facebook’s general rules and practices. The company is required to respond publicly within

---


520 For greater detail on stakeholder engagement, see https://www.facebook.com/communitystandards/stakeholder_engagement, for information on how it unfolded in practice, see the observations provided in Kettemann/Schulz: “Setting Rules for 2.7 Billion”, https://www.hans-bredow-institut.de/Uploads/media/Publicationen/cms/media/R5p12huo_AP_WIP001InsideFacebook.pdf, pp. 15; pp. 23.


522 The initial 20 members announced on 6 May 2020 included academics, political (internet) activists, a former prime minister of Denmark and a former judge of the ECHR, see https://www.oversightboard.com/news/ announcing-the-first-members-of-the-oversight-board/, but some commentators have criticised the fact that US citizens and people with a legal background are overrepresented if one considers the global Facebook user base, see Article 19 (2020) The Facebook Oversight Board: A significant step for Facebook and a small step for freedom of expression, https://www.article19.org/resources/facebook-oversight-board-freedom-of-expression.


Part. V: Improving Platform Rules

specifying time frames. Facebook is funding the legally independent body through a $130m trust for the period 2020-2026. The FOB Charter was completed and published in November 2019. It provides the framework for the establishment of the FOB and is complemented by a set of bylaws and a rulebook adopted by its members.

The FOB has pointedly been given a structure that allows other platform companies to join it, opening the way for it to become an industry-wide institution in time. But whether joining would be attractive for other companies is questionable, given the close ties between the FOB and Facebook.

First decisions

By March 2021, within its first six months of operation, the FOB had published decisions on a dozen cases from a range of countries. That is not even a drop in the ocean; it is a water molecule, considering that Facebook makes around three million decisions regarding content removal every single day.

A closer look at the FOB’s decisions shows, however, that it is serious about defining its own position in Facebook’s system of norms. In doing so, it refers more to international human rights standards than to the Facebook terms of use. Even though there is no “hard” mechanism to force Facebook to implement the FOB’s decisions, the public pressure generated by its published decisions does seem to have an effect: Facebook has responded in a cooperative way and implemented the recommendations, as far as one can tell. However, there are still significant problems with accessing the data needed to establish to which degree Facebook has really modified its practices. The initial decisions indicate that many problems will remain, but that the FOB will gradually improve the platforms’ governance systems.

---

531 Calculation based on global statistics provided by the company on measures taken against content (posts, comments etc.) for “substantive” violations of its community standards, see “Community Standards Enforcement Report” for Q3 2020. “Substantive” means that content belonging to the categories Fake Accounts (1.3 billion items of content) and Spam (1.9 billion items of content) was not counted; if those categories were included, the figure would reach 36 million pieces of content per day. The following categories were included: “Adult Nudity & Sexual Activity: 36,700,00; Bullying & Harassment: 3,500,000, Child Nudity & Sexual Exploitation: 12,400,000, Dangerous Organizations: Organized Hate, 4,000,000, Terrorism: 9,700,000, Hate Speech 22,100,000, Regulated Goods: Drugs, 4,730,000, Regulated Goods: Firearms 1,050,000, Suicide and Self-Injury 1,300,000, Violent & Graphic Content 19,200,000 – totalling 116.700.000 pieces of content for the period July-September 2020. The data can be downloaded from https://transparency.facebook.com/community-standards-enforcement.
Further examples of social media councils

Other company initiatives

In addition to the FOB, there are several platform-specific advisory bodies which the respective companies use to a greater or lesser extent to market the idea of legitimisation through participation, but which are not designed to be effective “social media councils,” as defined here. The bodies in question represent a form of informal cooperation rather than an institution. For instance, the activities of these bodies and/or their influence on the company’s practices are opaque, while their members are not protected against being recalled without good cause by the companies in question.

Such initiatives include the “Councils” established by TikTok for the EU,534 the Asia-Pacific region535 and the US,536 with a membership constituted in each case by individuals including (former) politicians and/or civil society representatives. As far as can be established with any degree of certainty, these institutions do not communicate independently with the public, do not report on their activities and are not independent, neither legally nor by means of a voluntary commitment by the company.

The “Trust and Safety Council”537 operated by Twitter has a different kind of membership, where the members are NGOs rather than individuals. But this “Council” also serves as little more than a company forum for obtaining non-binding opinions on the company’s actions. Because of the absence of an independent organisational structure or public image, it is more akin to an informal cooperation.

Beyond that, there is a range of industry-wide cooperation mechanisms focusing on appropriate ways of dealing with content. The Global Network Initiative is a well-known initiative in this category. It has brought together companies, NGOs and research institutes to develop codes of conduct in support of corporate practices that respect human rights and to which companies which are members commit themselves.538 Such initiatives are criticised for not going far enough and not holding companies to their voluntary commitments sufficiently,539 but they could represent a promising launchpad to start building social media councils at the international level.

Planned “Social Media Council” in Ireland

Regarding projects which have already been launched, the most promising initiative apart from the FOB is the establishment of a national social media council with broad jurisdiction in Ireland. ARTICLE 19, a non-governmental organisation, has proposed the creation of an Irish “Social Media Council” and promoted

---


538 See https://globalnetworkinitiative.org/gni-principles, members include Facebook and Google.

539 See Labowitz/Meyer (2016), for example: Why We’re Leaving the Global Network Initiative, https://bhr.stern.nyu.edu/blogs/why-were-leaving-the-gni.
the idea that future Irish legislation should support this endeavour. The NGO also offered to manage the institution in the context of a pilot project. At this stage it is not yet clear if this will in fact happen; however, one of the organisers expressed cautious optimism at a presentation in November 2020.

“Institutions of regulated self-regulation” under the German Network Enforcement Act (Netzwerkdurchsetzungsgesetz, NetzDG)

In Germany, the recognised institutions of regulated self-regulation provided for under Article 3.2.3b) of the Network Enforcement Act provide a legal framework for quasi-judiciary institutions which make decisions about removing certain types of content covered by the Act. Social networks which are covered by the Act because of their size can opt to join these institutions to submit content for legal review. Currently, only one such institution is active: the NetzDG review panel of the German Association for Voluntary Self-Regulation of Digital Media Service Providers (Freiwillige Selbstkontrolle Multimedia-Diensteanbieter, FSM).

The conceptualisation of these institutions falls short of the potential of social media councils. This is not so much owing to the way it has been implemented in practice by the FSM (the only example to date), but is a consequence of the NetzDG regulatory context. The NetzDG application framework limits the jurisdiction of institutions to the tightly circumscribed area of the (omitted) deletion of supposedly unlawful content. It does not address questions of content aggregation or restrictions on the visibility of content, nor does it cover the much broader field of removing content that only violates the terms of use of the platform providers.

Within this narrowly limited scope of the law, the NetzDG also fails to leverage these institutions to encourage platforms to implement systemic improvements of their internal procedures and decision-making structures. The institutions do not develop any form of “case law” from their regular reviews of individual cases and do not assess the process leading up to the submission of content to them. Within the NetzDG, any systemic improvements are to be triggered through a traditional approach of imposing fines for regulatory non-compliance (so-called “command and control regulation”).

Even in terms of the extremely limited scope of the NetzDG, this regulatory approach is already highly controversial from a constitutional law perspective. Broadening it to other areas, such as measures against “legal, but harmful” content within the (at least de facto) existing discretion of the platforms would likely overstep these boundaries. This traces back to constitutional requirements relating to the independence of the process of opinion formation from the state and the very limited legislative power of the Bund (opposed to the Länder) in this context. The institutions provided for under the Network Enforcement Act therefore do not offer a suitable framework for the development of social media councils.

---


541 See the recording of a lecture by Pierre François Docquir (ARTICLE 19), https://www.youtube.com/watch?v=2Yw7bB8o&l=1530s, from time stamp 25:30.


543 The legislative competence of the federal government regarding the Network Enforcement Act in its current form is mostly rejected in the literature, see Liesching in: Spindler/Schmitz/Liesching, 2. ed. 2018, NetzDG § 1 margin no. 10-12 and also Hoven/Gersdorf in: BeckOK InfoMedienR/ 31. Ed. 1 May 2019, NetzDG § 1 margin no. 5-8 with numerous further citations; in support, see Schwartmann (2020), Stellungnahme im Rahmen des NetzDG-Aenderungsgesetzes [BT-Drucksache 19/18792], available at https://www.bundestag.de/resource/blob/700958/c2132ca5cbf5b61d04a8f0058c18b/schwartmann-data.pdf; as well as, by the same author:
Summary and conclusion: the potential of social media councils

The concept of social media councils and especially the Facebook Oversight Board (FOB) is not without controversy. In response to the establishment of the FOB, for example, a “Real Facebook Oversight Board” was created, an initiative by critics of Facebook who call for government regulation while criticising the lacking effectiveness and slow establishment of the FOB, which – contrary to earlier announcements – only commenced work after the US presidential elections.544

With specific reference to the FOB, its structure is seen to be insufficiently independent while its mandate is considered to be too limited, among other things because practices not related to deletions can hardly be monitored and assessed.545 A further criticism is that the FOB does not have the structural capacity to improve the situation because it can only review a very small number of individual cases.546

Some commentators also express a concern that quasi-judicial social media councils could erode the effectiveness of government legal protections;547 impede the international standardisation of guarantees such as freedom of expression or hamper the ability to use national courts in other ways.548 These concerns cannot be dismissed entirely if quasi-judicial social media councils were in fact to be established and if they made a great number of decisions. However, considering that the approach to designing such social media councils – presumably the only feasible way – is to focus on reviewing a very small number549 of “leading cases” to improve general systems, this does not appear to be a particularly significant risk.

A further concern regarding social media councils is that they effectively stabilise private orders without giving rise to real changes.550 A counterargument is that (even minimal) iterative improvements through stronger social accountability for decisions, including those made by private companies, can only be a good thing and that – arguing from the point of view of the separation of powers – even a slightly broader


548 McNamee, Roger; Ressa, Maria: Facebook’s "Oversight Board" is a Sham. The Answer to the Capitol Riot Is Regulating Social Media (2021), https://time.com/5933989/facebook-oversight-regulating-social-media/, with similar comment regarding its limited capacity see Ghosh, Dipayan; Hendrix, Justin: Facebook’s Oversight Board Just Announced Its First Cases, but it Already Needs an Overhaul, VerfBlog, 2020/12/19, https://verfassungsblog.de/fof-first-cases.


551 Weinzierl (2019).

552 For every single FOB decision, there are millions of measures taken by Facebook (see above) that are not subject to review; considering the very low probability of the FOB’s accepting a given case for review, it is unlikely that national courts would regard this as an alternative remedy in civil cases, for example.

distribution of the decision-making power of platforms should not be rejected as a matter of principle (“more could be done”). In this sense, social media councils could resemble institutional role models like press and broadcasting councils, which have existed in Germany for decades. As compromise solutions, they also face inevitable criticism, but have never been replaced due to the absence constitutionally, politically and/or practically viable alternatives.554

A common perspective on social media councils rooted in legal theory is that such councils form part of the emergent phenomenon of private “constitutions”.595 This viewpoint illustrates the considerable potential of the internal, functional differentiation of companies towards democratisation – or, at least, a partial implementation of rule-of-law principles by the platforms and the creation of internal checks and balances.596 In this way, social media councils can contribute to generating internal transparency and discussions about rules.597

On the precision scales that measure the balance of power in the field of digital expression, the relationship between platforms and states is far from being in balance. This may be lamentable, but it offers the advantage that it makes even bold institutional experiments worthwhile. In this sense, social media councils cannot replace private or government regulation. They can only partly relieve the regulatory pressure resulting from the manifold challenges of online communication; but they enable interesting models for the necessary redemocratisation of the normative orders of the hybrid596 communication spaces of the public sphere in the present era.

For the further debate around social media councils, it is important to note that the attempt by Facebook remains only one version of such an institution. The “Oversight Board” should not be elevated to an archetype of a social media council, and the concept of social media councils should not be monopolised by Facebook.599 Still, the Oversight Board provides a useful opportunity to discuss many of the core challenges and design decisions.


555 As a representative example of many similar contributions, see douek: “Facebook’s ‘Oversight Board’: Move Fast with Stable Infrastructure and Humility”, North Carolina Journal of Law & Technology Volume 21, Issue 1 (2019), p. 4, which describes the social media council of Facebook as “one of the most ambitious constitutional projects of the modern era”; Pozen: “Authoritarian Constitutionalism in Facebookland” (2018), who argued (before the establishment of the Oversight Board) that Facebook was at best an authoritarian constitutional state. https://balkin.blogspot.com/2018/10/authoritarian-constitutionalism-in.html.


558 For an early example, see Ladeur, Neue Institutionen für den Daten- und Persönlichkeitsschutz im Internet: “Cyber-Courts” für die Blogosphäre, DUD 2012, 711 (pp. 713): “It is conceivable that one could respond to the hybrid [authors’ note: private-public] nature of the new media (...) by outlining a model of a legal order that is also hybrid in nature. It could start with an attempt to encourage the self-organisation of social rules which form the infrastructure of traditional media law (...) through national law, especially through jurisprudence as a kind of ‘regulator’ of the new media, but without replacing such self-organisation.”

559 In this context, we should also avoid using “oversight boards” as a generic term for social media councils, which is already happening in some instances. For example, see Who Targets Me, Oversight boards for everything (2021), https://whotargets.me/en/oversight-boards-for-everything.
An open marketplace of ideas requires competition. Now, it is becoming increasingly clear, that competition is also needed among different concepts to institutionally protect this market on the internet.

Further discussions on this topic could be based on the following considerations:

- Despite current uncertainty around their exact design, social media councils represent a good opportunity to increase the legitimacy of the normative orders of platforms, strengthen the protection of individual rights, and promote social cohesion.
- At the same time, it must be recognised that social media councils are no silver bullet. As independent mechanisms, they can complement existing models of private and state regulation of social networks and initiate improvements, but they cannot replace such models. In this context, the main emphasis is on improving company rules and the corresponding enforcement approaches.
- If not properly configured, social media councils may conceal actual power structures and fail to initiate real change. Therefore, such councils have to meet the highest standards of transparency regarding their own operations, while being equipped with appropriate rights to information and data access to ensure that diverse stakeholders can verify which systemic improvements they initiated, if any.
- In the absence of the national regulation of social media councils, there are already guidelines in the field of international human rights standards and industry agreements which would allow the configuration and decision-making practice of social media councils to be designed and measured.
- Politics, civil society, companies and multi-stakeholder groups provide a broad palette of configuration options for social media councils, depending on their underlying goals.
- A promising objective for social media councils is to initiate systemic improvements in the governance systems of companies beyond just individual cases. On the other hand, social media councils do not appear suited to contribute to remedy violations that have already occurred or to provide a type of legal hearing for as many affected parties as possible.
- The most important configuration dimensions of social media councils include their jurisdiction in various respects (industry-wide or platform-specific; national, regional or global; quasi-legislative or quasi-judicial design), their composition and the selection of members, their decision-making tools and the question of how to implement them, either through self-regulation or co-regulation.
- With specific reference to the idea of pursuing a national social media council for Germany, a promising approach would be to develop a model for social platform councils based on the extensive literature and constitutional jurisprudence on broadcasting councils. Such a basis in constitutional law could also contribute to creating the greater acceptance for social media councils needed in the absence of “hard” enforcement mechanisms.

The debate around the potential of social media councils to reimport democratic values into the private orders of public communication has only just begun. Private orders can (and should be) oriented towards public values via laws or legal judgments.\(^{560}\)

However, in light of the increase of multiple public spheres (“many publics”)\textsuperscript{561} and the growing recognition of the inner complexity or multi-faceted nature of the platforms themselves,\textsuperscript{562} the time has come to reconceptualise the democratisation of platforms. In this context, social media councils could be the starting signal in the necessary race to establish a fairer configuration of the normative order of the digital world.\textsuperscript{563}
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Introduction
The big tech giants have faced increased public scrutiny and public hearings during the last years. The reason for this scrutiny is their transformative impacts on businesses, social connections and media use in everyday life. Social media platforms have been especially criticised for not taking seriously their position as crucial nodes of public life. Privately owned platforms' growing role and wide range of social functions have created regulatory problems. The business goals of such platforms have been colliding with common values underlying the public good. However, responses to these global problems have either been regional or national in scope.

Social Media Councils (SMCs) are one of the proposals for solving the problems caused by social media. The definition of SMCs is quite vague, however. In this paper, SMCs are defined the same way as in the proposal made by ARTICLE 19. SMCs are compared to contemporary media/press councils, which are part of the self-regulation of heritage media. The media (press) councils are analysed at a general level and focus is placed on how media councils in three selected countries (the UK, Sweden and Finland) differ at a more historical and detailed level.

First, I describe briefly why a growing need exists for solutions like SMCs to (self-)regulate platforms. Second, I briefly introduce the proposal for SMCs made by ARTICLE 19. Third, I provide a summary of media councils and focus in more detail on three selected countries to highlight how various media council models differ and to compare such media councils to SMC proposals.

Why Are SMCs Needed?

Problems with Platform Moderation
The concept of moderation is old. Its former definition stressed the need to eliminate or at least reduce the extremes between ancient philosophy and early Christianity. In the context of the internet, moderation means removing unsuitable content that violates rules. In the internet's early days, a bulletin board System (BBS) and discussion boards were moderated by administrators and trusted users. Gradually, media companies established discussion forums, and moderation became more professional in some cases. A platform's business model involves gathering information, which requires keeping users engaged with the platform as long as possible. Therefore, platforms have an incentive to curate content to lure and keep users, whereas harsh moderation measures would drive away such users. From the viewpoint of public good, moderation is needed to protect human rights and minimise harms.
In the beginning of the 1990s, most major internet companies were US-based companies. Kate Klonick (2018) has thus argued that the rules for these types of proto-platforms and moderators were strongly influenced by and sometimes even actively guided by US lawyers specialising in free speech. The First Amendment of the US constitution is more liberal in its guarantees and individualistic in nature than equivalent European doctrines or other free speech theories. Hence, the ethos and practices of many internet companies are heavily influenced by strict US interpretations of free speech and the liberal, individual vision of a free internet (Suzor, 2019).

Moderation practices vary. The first approach is manual content moderation. Tarleton Gillespie (2018) distinguishes between the work of internal teams, crowd workers, community managers, flaggers, super flaggers, peer support, external efforts and everyone else. Moderation is one aspect of platform administration, wherein the platform administrator (owner) can select users and edit content. Currently, large platforms are professionally moderated, with the work often outsourced and delegated to algorithms. Additionally, platforms can allow users to flag content and inform administrators and moderators.

Automated or algorithmic content moderation entails the use of automated detection, filtering and moderation tools to flag, separate and remove content. Hybrid content moderation is another approach, which incorporates elements of both manual and automated approaches (Singh, 2019, p. 7). Typically, this approach involves using automated tools to flag and prioritise specific content cases for human reviewers, who then make final judgements on a case-by-case basis. Both smaller and larger platforms are increasingly adopting hybrid content moderation because it helps reduce the initial workload for human reviewers.

Content can be moderated before or after publication. Ex ante content moderation means that content is screened before it is published. Ex post reactive content moderation takes place after a post has been published on a platform and subsequently flagged or reported for review by a user or entity, such as an internet referral unit or trusted flagger (Singh, 2019, pp. 7–8).

Despite recent pressures, the present state of moderation on social media platforms is largely inadequate. The billions of messages spreading globally create a huge challenge for reviewers. Automated, algorithmic tools have created problems because of their inability to detect and identify illegal or harmful content and/or expressions based on the specific context. The pressure to remove illegal or harmful content has compelled platforms to remove even slightly suspicious content that might harm rule-abiding users’ freedom of speech. Users also constantly criticise the fact that appeal processes are slow and haphazard, if they are available at all.

On the other hand, some harmful or even illegal content has been maintained on platforms. A recent report by the Soufan Center (2021) elucidated the present state of content moderation problems. Though social media platforms promised to adopt measures that prevent false information during the 2020 US presidential election, the report claims that the Russia-driven amplification of QAnon-related narratives predominated in 2020 and that China continued to promote QAnon conspiracies toward the end of 2020, outpacing Russia-related amplifications in 2021.

Moreover, moderation is only part of a platform’s content management operations – curation as plays a role (Klonick, 2018; Gillespie, 2018). Curated content helps keep users engaged on platforms. Platforms are, thus, incentivised to keep as much content available as possible. Especially controversial content, such as QAnon-related narratives, create debates and keep users engaged. Essentially, the incentive for platforms to manage content differs radically from that of users or the requirements of the public good. Therefore, moderation must be monitored.
The Problems with Regulation

In the beginning, the internet was considered a vehicle for new technological inventions and a place for freedom of speech. Developments can be divided into two periods. First, regulators as well as existing literature focused on the liability of intermediaries. Second, human rights were introduced in the form of different principles and declarations. Contemporary research increasingly focuses on how to protect human rights on the internet. Meanwhile, NGOs and other groups are presenting models for ensuring digital rights, and digital constitutionalism is a frequently used catchphrase when introducing a more rights-based approach to regulations (Pollicino, 2021). Altogether, a shift has occurred from promoting freedom to creating regulatory models based on a notion of rights that originate from basic human rights.

The ethos of freedom in the early days of the internet has also affected regulations. In the United States, Section 230 of the Information Technology Act of 2000 guarantees a liability exemption to intermediaries for third-party content if the intermediary has acted in good faith. In the European Union, Article 14 of the E-Commerce Directive of 2000 (ECD) states that intermediaries, or digital or online platforms, are not legally responsible for hosting illegal content—although they are required to remove such material once it has been flagged. This obligation only applies to certain content, though. Article 15 of the ECD prohibits the general monitoring of content, but it allows the monitoring of specific content as well as voluntary monitoring by platforms. Only courts can order intermediaries to remove illegal content; however, the circumstances under which social media platforms are considered intermediaries are unclear.

Similarly, social media is also on the fringes of media regulation. The word ‘media’ is a questionable component of the social media concept. From the perspective of traditional media regulation, social media is not media because social media companies have no editorial responsibility. Phil M. Napoli (2019) has argued that in some situations, social media companies have even tried to take advantage of media privileges without committing to any obligations. Social media platforms are too active to count as intermediaries, but they do not operate like traditional media.

The growing significance of platforms has increased the pressure to address unclear regulations. Solutions in Europe have been national and regional in scope. One of the first national laws regarding such platforms was Sweden’s Electronic Bulletin Boards Responsibility Act of 1998, which applies to platforms other than internet bulletin boards (BBs). A more recent example of such national laws is Germany’s Network Enforcement Act (Netzwerkdurchsetzungsgesetz) of 2018, which targets especially large social media platforms with German users. Both national laws reference criminal law and oblige platforms to moderate and remove content.

The European Commission has provided the impetus for the voluntary removal of content through, for example, the 2016 Code of Conduct on Hate Speech, the 2017 Communication on Tackling Illegal Content and the 2018 Recommendation on Measures to Effectively Tackle Illegal Content Online. In 2019, the European Parliament also adopted a report pushing for content monitoring to be outsourced to hosting services under the pretext of the fight against terrorism. EU initiatives have included a desire for legal safeguards that do not require practical measures. In 2018, the renewed Audiovisual Media Service Directive (AVMSD) began requiring video-sharing platforms to take appropriate measures to protect minors and the public from specific harmful content. These new obligations have been effectively executed by monitoring and removing content. As a directive, the AVMSD is more binding than previous recommendations, representing a change from the previous soft regulation. The Digital Service Act and the Digital Market
Act are the next steps in the move from soft regulation via communication or codes to harder regulation via more binding measures.

At the global level, human rights treaties by the UN and regional entities guarantee freedom of speech and privacy, which are the most crucial human rights for platform users. The UN human right treaties have steered development of a regulatory framework for the internet. The special advisors in particular have given statements on how the internet should be governed. Human rights are not only global but also regional. The European Convention on Human Rights (ECHR, drafted in 1950) is one of oldest regional treaties, and the European Court of Human Rights (ECtHR) interprets its provisions in various cases. All members of the European Council are committed to following the rules of the ECHR and practice of the ECtHR. Other regional human rights organisations and treaties also exist. The Organization of American States has established the Inter-American Court of Human Rights to interpret the provisions of the American Convention on Human Rights (ACHR). The role of the Inter-American court is more adjudicatory and advisory. The US and Canada are not members of the ACHR or the Inter-American court. The third regional human rights body to be mentioned is the African Court on Human and Peoples’ Rights, which complements and reinforces the functions of the African Commission on Human and Peoples’ Rights. Additionally, the EU Charter of Fundamental Rights of the European Union and the European Court of Justice have played a role in setting human rights standards in Europe, with both the EU and ECJ being quite active in cases related to the internet and platforms.

Another issue concerns the concurrence (or competing/conflicting role) of freedom of speech and other communication-related rights (freedom of art, freedom of assembly, freedom of science and access to information). The traditional conflict has been between freedom of speech and the right to privacy, but the current situation is more complex. Various treaties, courts and entities are creating multipolar fundamental/human rights situations. This problem is more severe in a digital environment because different actors regulate different factors, such as global self-regulation (e.g. ICANN), the domestic regulation of companies, the regulation of supranational competition, administrative regulation and the limitations laid down in law, both in a company’s home country and in its country of operation. Human rights, fundamental rights and different principles are all sources of tension that steer regulatory choices in different directions.

However, these regional human rights treaties have little effect on the global internet. Human rights should be protected on the internet, but the UN represents soft law and more effective human rights watchdogs are in scope regionally. All global regulatory bodies, such as the ICANN, are focused on infrastructure, and expanding their competence to regulate content is politically impossible. Therefore, forms of regulation other than traditional state-based or organisation-based regulation are needed.

Social Media Councils in Nutshell

Altogether, there is a need for a global mechanism to make platform moderation more transparent and more accountable. There is not much academic discussion or other sources on social media councils. Therefore, this paper focuses on the ARTICLE 19 (from 12.10.2021) proposal as a model for such transparency and accountability. The initial proposal was made in 2018, and it has subsequently been updated based on consultations and different situations. Soon after, the idea for SMCs was endorsed by then UN Special Rapporteur on freedom of expression David Kaye. The current plan is to establish a pilot SMC in Ireland in the near future.
According to the proposal, the key objectives for the SMCs include reviewing individual content moderation decisions made by social media platforms on the basis of international standards on freedom of expression and other fundamental rights, providing general guidance on content moderation practices to ensure they follow international standards on freedom of expression and other fundamental rights, acting as a forum where stakeholders can discuss recommendations and using a voluntary-compliance approach to the oversight of content moderation that does not create legal obligations.

The model is therefore self-regulatory and contains very little legal precedent or other hard normative power. While SMCs’ sources of power vary, they are based mostly on international standards on freedom of expression and other fundamental rights. It is interesting whether that will entail interpreting UN treaties or some regional human rights instruments or even fundamental rights guaranteed in national constitutions (or, e.g. the EU Charter) as the basis for SMC decisions. References to international standard are problematic because of multipolar fundamental rights situations and the co-existence of different rights or normative documents. The lack of consensus on human rights is one of the key reasons why the SMCs are needed, but at the moment the sources buttressing the decision-making power of SMCs are still quite fragmented.

The actions of SMCs are based on the Charter of Ethics. They gather information from social media platforms; the platforms are committed to following the decisions made by the SMCs. The main difficulty with SMCs is funding and the commitments required from social media companies. Interestingly, the Article19 proposal promotes freedom of speech more than other rights.

One section of the proposal describes the finds and prior experiences of SMCs. On this basis, it suggests that SMCs should be independent of government, commercial and special interests. The SMCs should be established via a fully inclusive and transparent process that includes broad and inclusive representation and they must be transparent. While these are all quite commendable goals, SMCs have existed for some time and were established in various ways, as we see in the next section. Based on workshops conducted in 2019, experts proposed creating SMCs at the national level and that they should resemble media councils.

The Oversight Board of Facebook

The Oversight Board (OB) is an articulation of Facebook’s intentions to meet its claims of accountability through self-regulation. It was launched with a relatively high level of media attention in 2020, and it includes several well-known politicians, journalists and experts in international law, such as former Prime Minister of Denmark Helle Thorning-Schmidt, former Guardian Editor-in-Chief Alan Rusbridger, PEN America Chief Executive Officer Suzanne Nossel and Nobel Peace Prize Laureate Tawakkol Karman.

The rules of Facebook – ‘Lex Facebook’, as Lee A. Bygrave (2015) has termed them – form a hierarchically structured normative system. Their principles comprise Facebook Values at the top tier, Community Standards at the second tier and Internal Implementation Standards and AI Protocols as the interpretation of these abstract rules. The Standards and Protocols are specific, non-public instructions for moderators and protocols of algorithms. Facebook Values and Community Standards are public documents.

The Oversight Board’s core function is to review content enforcement decisions, determine whether they were consistent with Facebook’s content policies and values, and interpret decisions vis-à-vis Facebook’s articulated values (OB Charter, 1.4.2). Therefore, all decisions must be based on Lex Facebook. The board has the option of offering advice on how Lex Facebook should be developed, but the company has no obligation to follow this advice. Lex Facebook constitutes the core structure of the norms upon which the
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board bases its decisions. After its establishment, the board announced that it also considered international human rights norms and standards (Gradoni, 2021). The Rulebook for Case Review and Policy Guidance is a framework for the board, and it reportedly is in alignment with the UN Guiding Principles on Business and Human Rights (UNGP). The UNGP guidelines address how companies and states should prevent and remedy human rights abuses in a business context. It comprises three pillars and 31 principles. The UNGP pillars include the stated duty to protect human rights, corporate responsibility to respect human rights and individual access to a remedy if human rights are not respected or protected. However, the UNGP is a soft law by nature, lacking an enforcement mechanism.

Lex Facebook is an idiosyncratic system of standards, some of which are not public. One criterion for appeal to the OB is when content is not removed on the basis of its illegality. The OB decides solely on the basis of Lex Facebook and the board’s bylaws. In its first decisions, the OB referred to the ICCPR and the UNGP, but what is the added value of these references? The OB does not interpret laws or human rights treaties; rather, it picks one guideline (UNGP) and one treaty (ICCPR) to give its decisions juridical camouflage. Its decisions thus far represent a very liberal and US-based interpretation of freedom of speech, with a hint of the European preference for proportionality (Pollicino et al., 2021). However, its fundamental problem is not whether platforms remove certain content, but rather, that users depend on these platforms and it is almost impossible for them to appeal the removal of such content (Ghosh & Hendrix, 2020).

The OB is not an SMC in the sense of the ARTICLE 19 proposal. It is more like a platform council, i.e. a council that monitors only one platform (or platforms owned by the same company) (Fertmann & Kettemann, 2021). The OB is an interesting experiment in that sense, and only the future will show whether Facebook and Instagram follow its guidance or whether the OB only creates conflict with Meta, which will lead to the bitter end of this experiment. One key test is the recent hearing for the whistleblower and leaker of the so-called Facebook Papers, Frances Haugen. The revelations regarding how the moderation efforts of Facebook focus only on the English-speaking world are especially significant. The controversy highlights the fact that such issues are global and that even global companies are not able to moderate content in every country and in different languages. Therefore, there is a need for regional or national SMCs, as ARTICLE 19 proposes.

Lessons from Media Councils

Media Councils in a Nutshell

The Alliance of Independent Press Councils of Europe (AIPCE) describes press (media) council functions as monitoring codes of ethics/practice and defending press freedom. The AIPCE defines councils as self-regulating bodies set up by the media. AIPCE is the most important union for press councils. For example, the World Association of Press Councils (WAPC) describes itself as a defender of free speech, but none of the members of the AIPCE members are members of the WAPC; instead, members include, for example, Turkey, Kenya, Zimbabwe and other councils from countries not known for free media. Therefore, a media council can also be part of an authoritarian state.

The media councils can serve as potential benchmarks for social media councils (Tambini, Danilo, & Marsden 2008). Therefore, it is essential to focus on the media councils in democratic states, i.e. members of the AIPCE. Most media councils are only established as a result of regulatory pressure from regulators (state) and public. The pressure is often driven by the growing importance of privacy and questionable
practices by the press. When media councils first adopted self-regulatory measures, the key issue was the publication of a person’s name.

Recent research (Neuvonen, 2005) has claimed that self-regulation began in the year 1900, when Svensk Publicisklubben made recommendations regarding the publication of names. The impact of the recommendations remained limited, though (Weibull & Börjesson, 1995, pp. 58–60). However, the first ethical code of rules was published in the US by the Kansas Editorial Association in 1910 and in France by the Syndicat National des Journalistes in 1918. The problem with the first codes is that their scope and efficiency varied. Still, more codes were issued after the First World War, and after the Second World War almost all Western European countries had a code of practices/ethics (Laitila, 1995; Thorgeirsdottir, 2002, p. 460).

The first media council, the Swedish Pressens Opinionsnämd, was established in 1916. Some sources claim that some kind of council was already established in Norway in 1915, but this claim remains questionable (Heinonen, 1995, p. 72). Claims have likewise been made that a council was established in Croatia in 1910; this may have been the year when the Croatian Journalists’ Association was founded, which is similar to ones founded in Slovenia and Norway. Therefore, in some cases it is difficult to distinguish self-regulation from general journalistic associations. It should be mentioned that in the US, the National News Council was active in the years 1973–1984 but was dissolved due to resistance from journalists who opposed any kind of media regulation. However, in 1971 the Minnesota News Council was still active. Nonetheless, the US is almost the only Western nation that actually opposes self-regulation.

The AIPCE has compiled a data bank on media councils and this introduction is based on that data. It collected this data via interviews mostly with members of European councils as well as Canadian councils. Seventy-five per cent of the councils focus on television and radio as well. The interviews also accounted for weblogs produced by a media outlet. It is interesting that 50% of the council reportedly did not include media outlets owned by individuals as members and 53% did not include media outlets owned by organizations as members. That indicates that structures and the level of inclusiveness vary. In some countries, council is a synonym for an association of journalists while in others the competence of the council is based on law.

From the viewpoint of SMCs, it is interesting that 66% of councils reportedly cover user comments on media outlet websites, while 47% of councils cover user comments on the social media page of media outlets. Furthermore, 91% of councils cover posts by media outlets on social media platforms, while 47% cover posts by individual journalists on social media platforms. Therefore, the media councils already have in some countries the competence to monitor third-party posts and posts by journalists. However, this also depends on how media outlets and journalists are defined.

Altogether, this databank, developed by Vereniging van de Raad voor de Journalistiek Belgium, is impressive. However, the interview approach has given rise to a few discrepancies in relation to academic studies on media self-regulation, but not to any significant degree. The main issue from the standpoint of SMCs is that media councils are products of the media environment of each country. Therefore, media councils can be models for SMCs, with the caveat that some media councils are controlled by governments.

Tale of the Three Councils

The Finnish Council for Mass Media (FCMM) is one of the few councils that has not undergone a major reorganization and that still plays a significant role in the media sphere. The FCMM was founded 1968 and
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has existed largely unchanged since then. The biggest change is that since 2016, the position of chairperson has been made a full-time position. In comparison with some councils, the FCMM regulates practically all media from newspapers to celebrity (gossip) magazines, radio, children’s magazines, political party newspapers, television and internet publications.

In addition, the FCMM was founded by both publishers and journalists. It consists of a chairperson and thirteen members. Eight members represent the media and eight members represent the general public. Therefore, the FCMM is not just a press club or a society merely owned by journalists.

Studies have shown that Finnish journalists are extremely committed to their ethical guidelines and to decisions made by the FCMM. Similarly, different studies have shown that most people in Finland have a high level of trust in the country’s traditional news media. The FCMM was founded at a time when there were no restrictions on publishing news about a person’s private life, aside from libel (Neuvonen, 2005). This led to several instances of journalistic overreach and prompted parliament to consider instituting regulations. The idea of self-regulation was to keep the state at arm’s length from directly regulating content. Despite the establishment of the FCMM, new laws were enacted in 1973 even as self-regulation was widely adopted by the Finnish media.

The FCMM interprets the guidelines for journalists. It can also issue policy statements regarding questions of professional ethics and handles complaint investigations free of charge. The framework for the FCMM’s operations are stipulated in its charter, which all media organizations have signed, committing themselves to self-regulation and accepting its objectives.

The key word accounting for the longevity of the FCMM is trust: journalists trust self-regulation, the public trusts journalism, media companies are committed to self-regulation and the state trusts self-regulation. Another key issue is coverage, with the FCMM covering practically all Finnish media and including members from outside the media.

However, the history of Finnish self-regulation is not just a straightforward success story. The first council, Suomen Sanomalehdistön Kunniaoikeusto, was established in 1927 to settle disputes between journalists. It was a complete failure (Vuortama, 1984). The first code was drawn up in 1958 by Finnish media associations. The effort did not prevent the press from publishing scandalous news and, after the death of the famous writer Timo K. Mukka, attitudes towards the press became more judgmental. The public blamed a few scandalous publications for contributing to the writer’s death. The JSN was established out of fear of government regulation, but it did not prevent stricter laws from being passed in 1973 (Neuvonen, 2005).

In April of 1916, the Swedish newspaper Ny Dagligt published a private letter, causing a scandal in that country. The scandal led to calls for greater regulation of the press. As a result, the first modern press council, Pressens Opinionsnämnd (PON), was established in Sweden in 1916. It only covered the press and suffered from a lack of funding in the early years, leaving 70% of complaints unresolved (Weibull & Börjessön, 1995, pp. 67–70). Sweden is in many ways similar to Finland, but the press council was in crisis in the 1960s due to more scandalous press reporting. The solution was to remodel the system and establish a new position of authority called the Pressombudsmannen in 1969.

The PON adheres to a strict publication code (publitetsregel). In addition, professional issues are regulated via a professional code (yrkesregel), which is interpreted by Council of Professional Ethics, the Yrkesetiska nämden, part of the Swedish Union of Journalists (Journalistförbundet). Television and radio are self-
regulated by the Swedish Press and Broadcasting Authority (Granskningsnämnden för radio och tv), while magazines are regulated by the Swedish Media Publishers’ Association (Tidningsutgivarna).

The English Press Council (PC) was long considered an example of media councils. The first Royal Commission on the Press recommended in 1949 that a General Council of the Press should be formed to govern the behaviour of print media publishers (Frost, 2000, p. 177). The PC was criticized during its first decades of operation. The Second Royal Commission on the Press recommended that some council members should be members of the general public without any connections to the press. The press and PC were extensively criticized in the 1973 Younger Committee Report on Privacy, prompting the third Royal Commission on the Press to suggest the adoption of a written code of conduct for the press.

During the 1980s, the PC lost the confidence of journalists and publishers. As a result, in 1991 the Press Complaints Commission (PCC) replaced the PC based on findings reported in the Calcutt Report (Shannon, 2001). The PCC also drafted a code of conduct. However, the PCC was later dissolved after a phone hacking scandal in the early 2010s, uncovered by the Leveson Inquiry, which was a judicial public inquiry into the culture, practices and ethics of the British press. The resulting Leveson Report argued that the PCC could not efficiently regulate the press and recommended a new voluntary regulatory body. The new system does not involve self-regulation in its purest form, though it is based on the 2013 Royal Charter on self-regulation of the press (hereinafter the Charter). The Charter created a Press Recognition Panel to ensure that regulators of the press and other news publishers are independent, properly funded and able to protect the public. The first regulator recognized by the PRB was the Independent Monitor for the Press (IMPRESS). However, none of the large national publishers are members of IMPRESS. Instead, most national publications are members of the Independent Press Standards Organisation (IPSO), which the PRB does not recognize. In addition, several prestigious newspapers (e.g. The Guardian, Financial Times) have established their own independent complaint systems. Therefore, the current status of media self-regulation in the UK seems quite complicated.

What Can Social Media Councils Learn from Media Councils?

The focus of the article has been on three media councils. Two of the three councils have been considered positive examples for decades, but both have had difficult times. In contrast, the Finnish Council for Mass Media has been quite stable for more than 50 years. The same applies to a few other councils. However, the basis for a council’s competence varies, as does other aspects of how councils operate. Media councils have largely followed the example of other councils, but still no single prototype exists for a media council. In addition, in some countries the council is controlled by the government or else it is completely neglected.

As we have seen especially with respect to the UK regulators, the key issue is trust between stakeholders. The regulator (the state) must trust that publishers and journalists follow the rules set by the council. The public must trust that publishers and journalists will act ethically and follow the rules. Therefore, all participants must trust that the council tries its best and is impartial. At the beginning of media self-regulation, neither the state nor the general public trusted journalists and publishers. As a result, demands for stricter media regulation intensified. In Sweden in the 1960s, journalists and publishers lost faith that the council benefited the entire press. In the UK, the press has always been sceptical of self-regulation because self-regulatory bodies have appeared biased. Thus, the system has faltered and stumbled from crisis to crisis.
The case of the FCMM indicates that a few key elements are essential to earning the trust of the state and general public. First, the scope of the council must be as wide as possible. Second, regulation must be based on rules. Third, the council must represent all sectors, not just publishers or journalists. Fourth, some members of the council must be members of the general public. Fifth, self-regulation must be open and transparent.

However, the Nordic countries rank highly in their guarantees of freedom of speech, and each country has also developed an exemplary self-regulatory system, the so-called Nordic welfare state model (Syvertsen et al., 2014). It should be noted that all the Nordic countries have strong public service media outlets as well as strong national and independent, family-owned media. In comparison to the UK, the Nordic countries do not contain global media giants on the same scale. Therefore, the media owners tend to know their country and its culture quite well, and usually family-owned businesses have some added value other than just making a profit, especially in the media business, even though they are listed companies. The situation with social media is completely different. Almost all major social media companies are in the US and are listed on the stock exchange. The major competitors are found in China, and, for example, one of the most noteworthy regional companies is the Russian firm vKontakte. If it is difficult to regulate American companies, it is much harder to influence Chinese companies. Therefore, two of the examples were from Nordic countries, which represent exceptions in many ways in comparison to larger, more global social media companies. So, the SMCs could follow the path of self-regulators in Sweden and Finland and have a significant impact on UK regulators, which may cause problems and result in the need for constant remodifications. But numerous alternatives exist.

How can the lessons be applied to social media? First, SMCs cannot focus on just one platform; they must regulate all platforms that meet certain criteria. Second, SMCs must have their own ethical rules for regulating the activities of platforms at a higher level of scrutiny. Platforms have their own rules, both general public rules and secret detailed rules, but these rules need to be based on rules set by SMCs. Third, SMCs must include members who are not connected to the platforms. Fourth, the main asset of SMCs is the level of trust between different stakeholders, and that trust must be earned; there are no instant recipes for success. Fifth, the whole idea of SMCs is utopian, so the first step must be both realistic and credible.
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