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The vulnerability of European regional labour markets to job
automation: the role of agglomeration externalities
Frank Crowleya , Justin Doranb and Philip McCannc

ABSTRACT
Automation is expected to have strong implications for labour-saving technologies. We calculate the proportion of jobs at
high risk of automation across European regions using data from the 2018 Labour Force Survey (LFS). We examine the
relationship between regional vulnerability to job automation, specialization, related (and unrelated) variety and
agglomeration. The results indicate that regions at low vulnerability to job automation benefit from unrelated variety
and high population density. Regions with higher proportions of clerical support workers, craft and related trade
workers, and plant and machine operators and assemblers are likely to face greater disruption.
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INTRODUCTION

In recent decades, an increasingly uneven geography of
innovation and production has emerged. Many people
argue that we are on the cusp of a new industrial revolu-
tion – often termed ‘Industry 4.0’ (De Propris & Bailey,
2020, p. 1). This is expected to unleash an exponential
wave of technologies and value chain organizations that
will integrate cyber physical systems, the so-called ‘Inter-
net of Things’, big data, cloud computing, robotics, arti-
ficial intelligence (AI)-based systems and additive
manufacturing (European Commission, 2018). One of
the key components of Industry 4.0 is a potential step
change in job automation and a new generation of intel-
ligent machines. This paper focuses on increased job
automation (defined as computer-controlled equipment),
which is predicted to have a major impact on labour
markets (Brynjolfsson & McAfee, 2014; Ford, 2015;
Frey & Osborne, 2017).

It is highly contested as to whether automation will
lead to positive or negative job growth. Some predict a
doomsday outcome where technological unemployment
is inevitable (Brynjolfsson & McAfee, 2014; Ford, 2015;
Susskind & Susskind, 2015), whilst others highlight con-
cerns around changes in the relative share of labour to
capital (Acemoglu & Restrepo, 2017). Other views hold
a more optimistic outlook for employment opportunities
due to a creation of new needs, new tasks and professions,
and a further benefit to the economy from technological
efficiency gains (Gates et al., 1995; Schmidt & Cohen,
2014). More recently, job polarization has also become
an increasing concern, with significant evidence of a
decline of middle-skilled, middle-income jobs (Adermon
&Gustavsson, 2015; Goos et al., 2009; Goos &Manning,
2007) in comparison with employment at the upper and
lower ends of the skills profile. All these concerns are
still persisting and creating anxiety in the age of Industry
4.0 (Autor, 2015; McClure, 2018) with empirical evidence
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suggesting that job polarization will continue (Arntz et al.,
2016; Frey & Osborne, 2017; Muro et al., 2019a).

Technological job disruption and polarization are inex-
tricably linked to the dynamics of regional labour markets
and the underlying technological specializations and var-
iety present in regions. In recent decades, regional labour
markets throughout Europe have been significantly
impacted by the de-industrialization process and the adop-
tion of new technologies (Barzotto & De Propris, 2019).
There is a limited burgeoning literature focusing on the
risk of future automation to jobs at the regional level
(Frank et al., 2018; Muro et al., 2019b; Organisation for
Economic Co-operation and Development (OECD),
2018). However, Leigh et al. (2020) emphasize that
there is a ‘clear need for more research, data and theory
to answer critical questions about the future of work and
all of the ensuing implications of that future for local
and regional economies and society’ (p. 95). This is further
underscored by Leigh and Kraft (2018) who highlight that
existing analyses fail to shed any deep understandings on
the spatially contingent implications of Industry 4.0 and
its regional diffusions. Addressing this gap in existing
knowledge is critical as Frank et al. (2018) emphasize
that answering the question of how local areas deal with
automation will have significant impacts on ‘everything
from urban migration to investment, and from social wel-
fare policy to educational initiatives’ (p. 1). Yet despite the
clear policy relevance of this issue, Leigh and Kraft (2018)
suggest that policymakers are operating in a knowledge
vacuum relating to job automation risk at the local level.

Linked with the need to provide insights into regional
automation risk, the spatial composition of industries has
long been regarded as a key explanatory factor in deter-
mining the success of regions and in explaining the vulner-
ability of regions to shocks (Boschma, 2015; Ezcurra,
2011; Martin & Sunley, 2015; Porter, 1990). In the lim-
ited literature exploring the impending job automation
shock associated with the Industry 4.0 period, regional
agglomeration and underlying occupational structures
have been identified as having the potential to impact
regional exposure to potential job automation (Frank
et al., 2018). In the broader literature on regional growth
and innovation it is hypothesized that regions character-
ized by MAR externalities – Marshall (1920), Arrow
(1962), Romer (1986) – with a high concentration of
firms specializing in an industry, will tend to be more
innovative due to enhanced scale economies, reduced
transaction costs and knowledge spillovers arising between
similar firms in an industry in co-located environments.
Competing to some degree with this is the literature on
Jacobs (1969) externalities which argues that different
firms have different knowledge bases, skillsets and knowl-
edge capabilities primarily driving innovation in agglom-
erations. Recent developments in the conceptual
framework of related and unrelated variety suggest that
some sectors are more related than others, and thus knowl-
edge spillovers are more likely to occur between related
sectors relative to unrelated sectors in regions, enhancing
employment growth and recombinant innovation

(Frenken et al., 2007). The spatial concentration of indus-
try is intrinsically linked with the potential automation
shock literature, with Frank et al. (2018) emphasizing
that it is not clear whether ‘the forces of diversity, special-
ization and the division of labour shape a city’s [/regions’]
ability to accommodate automation’ (p. 2). This is further
supported by Ciffolilli and Muscio (2018) who identify
that there is also an absence of understanding on the
regional comparative advantages and regional technologi-
cal specializations associated with job automation.

Our paper makes several contributions to the nascent
literature of regional automation risk. First, we explicitly
address the call by Leigh et al. (2020) for further analysis
and insights into regional automation risk by measuring
the degree to which automation risk is present across
European regions. Second, building on the work of
Frank et al. (2018), we consider the role of industry and
regional structure, focusing on measures of, specialization,
related and unrelated variety, and agglomeration as predic-
tors of job risk of automation. We measure the job risks of
automation by employing the occupational methodology
of Frey and Osborne (2017) and apply this to European
Labour Force Survey (LFS) 2018 data at the NUTS-2
level. As far as we are aware, our paper is the most detailed
study yet undertaken in investigating these regional and
spatial implications of automation in the European
Union (EU) context and thus makes a timely and necess-
ary contribution to the Industry 4.0 literature. Our results
go some way towards providing insights, deemed necessary
to address the knowledge deficit identified by Leigh and
Kraft (2018), which will enable policymakers to strategi-
cally consider how regional industrial structures in the
Industry 4.0 period may lock regions into job decline.

The remainder of this paper is structured as follows.
The next section provides a review of the existing literature
and develops our hypotheses. The third section outlines
the methodology. The data are described in the fourth sec-
tion. The fifth section discusses our findings. Section six
concludes.

LITERATURE BACKGROUND

Computerization and the introduction of robotics and AI
into work settings is reshaping the tasks and occupational
skills required of workers and the overall nature of work
(Coulibaly et al., 2008). This could potentially trigger a
‘transformational shift in the techno-socio-economic
paradigm’ (De Propris & Bailey, 2020, p. 1) of economy
and society. The step changes afforded by technological
breakthroughs which are widely adopted across the econ-
omy and society are neither necessarily gradual nor linear.
Past industrial transitions leading to job automation have
proved to be disruptive and have completely reshaped
the geography of economies (Audretsch, 2018). For
example, increased automation alongside globalization
led to a shift of manufacturing jobs to developing cities
by reducing the relative costs of labour resulting in indus-
trial employment to fall in regions with high labour costs
(Glaeser, 2018). Automation causes employment in old
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sectors to decline, but at the same time innovation of new
products and services may create new sectors to emerge
(De Propris & Bailey, 2020). These countervailing
Schumpeterian forces will introduce the need for new
skills, tasks, occupations and employment opportunities
(Perez, 2010), ultimately shaping future employment pro-
spects. The capacity of regions to reabsorb redundant
labour from declining sectors into newly created ones dif-
fers from one region to the next leading to spatial labour
market imbalances and interregional labour mobility (Car-
oleo & Pastore, 2010; Martynovich & Lundquist, 2016).
Technological changes can be costly for some sections of
society as skills obsolescence, labour polarization, digital
skill gaps, consumption exclusions and unemployment
are transitional problems occurring within regions (De
Propris & Bailey, 2020; Perez, 2010).

Significant research has been undertaken in the field of
regional resilience, analysing the degree to which econ-
omic shocks impact regional economies (Boschma, 2015;
Fingleton et al., 2012; Martin, 2012). Fingleton et al.
(2012), Martin et al. (2016), Crowley and Doran (2019)
and Doran and Fingleton (2018) show that industrial
and economic structures are important in explaining vul-
nerability to shocks. How regions react to shocks is
strongly influenced by path dependency and lock-in;
namely the pre-existing industrial structure of the regional
economy, as well as the broader set of economic, social and
cultural factors that support these sectors (Wolfe, 2010).
Regional effects and accidents of history persist (Malm-
berg, 1996), or as Krugman (1991, p. 80) referred to it,
‘the long shadow cast by history over location’. Industries
that emerge will be conditioned and constrained by the
sectors the region has traditionally specialized in (Wolfe,
2010).

In the context of automation, Frank et al. (2018)
emphasize the lack of clarity on the role played by indus-
trial structures in accommodating automation in urban
areas. This is not isolated to the area of automation because
it is recognized that different regional structures are
advantageous in different situations, and in addition
regional economic growth also depends on local forces
and context which differ across regions (Beaudry & Schif-
fauerova, 2009; Caragliu et al., 2016; de Groot et al., 2009,
2016; Melo et al., 2009). The extent of regional vulner-
ability to future job automation and what to expect by
the role played by different agglomeration structures is
unclear. However, a regular theme in the literature is
that a more varied economic structure and areas benefit-
ting from enhanced levels of agglomeration externalities
will be less vulnerable to shocks (Frenken et al., 2007).

Much of the debate in the literature focuses on the
contrasting impacts of specialized versus diversified indus-
trial structures. Specialization involves economies of scale
external to the firm, but internal to an industry (Hoover,
1937). Clusters of industry specialization are linked to
innovative activity in all the previous major industrial tran-
sitions (Audretsch, 2018).1 Industry 4.0 is expected to hit
all sectors, but sectors concentrated in routine activities
and physical tasks in predictable environments are

predicted to be particularly vulnerable (Frey & Osborne,
2017). Places with lower levels of human capital and
higher rates of job dependency on focused manufacturing
and low-end services are predicted to be harder hit (Muro
et al., 2019b). Specialized regions may therefore have
fewer options for renewal and diversification resulting in
technological lock-in and regional lock-out (Boschma,
2015; Crespo et al., 2014) and a ‘trap of rigid specializ-
ation’ (Grabher, 1993) and so could be particularly at
risk to future decline if vulnerable to job automation.
This leads to our first hypothesis:

Hypothesis 1: Specialization increases vulnerability to job

automation.

Conversely, it is also hypothesized that positive advan-
tages occur for firms when they locate in areas that
have a high level of industrial diversity (Jacobs, 1969).
Indeed, industrial diversification is identified as being
more conducive for innovation than specialization in
many empirical studies (Audretsch & Feldman, 1996;
Glaeser et al., 1992; Glaeser & Gottlieb, 2009). In
terms of resilience, regions with increased industrial
diversity are more likely to be hit by shocks as they
have more sectors that could be vulnerable, but at the
same time considerable evidence supports the contention
that regions rich in industrial diversification are more
resilient (Brown & Greenbaum, 2017; Castaldi et al.,
2015; Martin et al., 2016). Regions with diverse knowl-
edge bases tend to avoid technological crises, have lim-
ited downturns in patent production and recover faster
from shocks (Balland et al., 2015).

The conceptual framework of related and unrelated
variety also builds upon this tradition (Content & Fren-
ken, 2016; Frenken et al., 2007). The thesis of related
variety is that knowledge spillovers are more likely to
occur between related sectors relative to unrelated sectors
in regions, creating job growth and innovation (Frenken
et al., 2007). The foundation behind the thesis of related
variety is that effective knowledge combinations require a
balance of cognitive distance to avoid lock-ins (which
may occur under specialization) and of cognitive proxi-
mity to enable effective learning (which may occur
under diversification/unrelated variety conditions)
(Boschma & Iammarino, 2009; Nooteboom, 2000).
Unrelated variety is hypothesized to be superior to
related variety for insulating regions from asymmetric
shocks as regional sectoral risk is spread out, akin to
an investment/product portfolio strategy in business
economics (Frenken et al., 2007). Unrelated variety can
also in some situations provide a favourable climate for
technological breakthroughs and the emergence of new
sectors (Castaldi et al., 2015). Studies employing the
related and unrelated variety concepts in empirical analy-
sis have found them to be important for some types of
regional growth, although with very mixed accounts
across the literature with respect to significance (Content
& Frenken, 2016). This leads to our second and third
hypotheses:
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Hypothesis 2: Related and unrelated variety decrease regional

vulnerability to job automation.

Hypothesis 3: Unrelated variety will be more important than

related variety as sectoral risk is more spread out under the con-

ditions of unrelated variety.

Whilst, larger, populated areas would generally benefit
from both industrial specialization and diversification sim-
ultaneously, holding these factors constant; there are other
aspects of agglomeration economies beyond industrial
scope including geographical, temporal and organizational
dimensions that also effect economic growth (Ciccone,
2002; Ciccone &Hall, 1996; Henderson, 1997; Rosenthal
& Strange, 2003, 2004). Here, we focus on the geographi-
cal aspects of agglomeration economies, or more precisely
that increasing returns to density may play a crucial role
(Ciccone & Hall, 1996) in determining job automation
outcomes across regions. Agglomerations bring together
pools of skilled labour, suppliers, home market demand
and enhanced sharing, matching and learning effects
between firms (Duranton & Puga, 2004) and so the den-
sity of this activity can matter as well as scale (Rosenthal &
Strange, 2004). Indeed, there is evidence that density is
associated with enhanced productivity in United States
(Ciccone & Hall, 1996) and European regions (Brülhart
& Mathys, 2008; Ciccone, 2002), enhanced income,
population and house price growth (Ottaviano & Pinelli,
2006) and knowledge indicators (Carlino et al., 2007).
As such, density as well as scale also appears to be related
to the knowledge spillover and labour-matching features
underpinning agglomeration economies. If places are sub-
ject to shocks such as automation, then if these features are
indeed locally evident, this would imply that denser places
will be better able to adjust to these shocks. This leads us
to our fourth hypothesis:

Hypothesis 4: Regions benefiting from agglomeration effects

related to density are less vulnerable to job automation.

METHODOLOGIES FOR IDENTIFYING
AT-RISK OCCUPATIONS

We use the methodology developed by Frey and
Osborne (2017) to identify the proportion of workers
at risk of automation across European regions. There
are several alternative approaches to the computation of
automation risk,2 each resulting in different estimates
of absolute risk of automation. Frank et al. (2018)
emphasize that even if we treat these absolute measures
with some scepticism, they are still internally consistent
and are extremely useful at providing insights into the
relative risk of automation across different jurisdictions.
Therefore, our interpretation is to draw on the Frey
and Osborne (2017) methodology to provide insights
into the relative exposure of European regions to auto-
mation risk.

Specifically, Frey and Osborne (2017) arrive at their
automation risk probabilities using machine-learning

experts to assess the automatability of 70 occupations
using detailed task descriptions. They asked the experts
to assess whether each task for these occupations is likely
to be automated given current knowledge on computeriza-
tion capabilities and possibilities. Nine properties were
used to assess occupations such as the level of manual dex-
terity or social perceptiveness.3 They drew on data from
the O*Net database, which has detailed data from popu-
lation surveys of 20,000 unique task descriptions and
additional data on the skills, knowledge and abilities pos-
sessed by different occupations. Using big data and algor-
ithm applications they assess automatable versus non-
automatable tasks of the 70 different occupations. This
algorithm was then applied to assess the automatability
of another 632 occupations. Frey and Osborne were then
able to examine a total of 702 occupations that existed
for 97% of the workforce in the United States. They esti-
mated that 47% of jobs in the United States were at high
risk of being automated. Overall, jobs with tasks linked to
perception and manipulation, creativity, and social intelli-
gence are considered to be safer from automation (OECD,
2018).

Frey and Osborne (2017) provide detailed infor-
mation on the probability of automation of 702 occu-
pations at US Standard Occupational Code (SOC) six-
digit level. In order to operationalize the Frey and
Osborne methodology in the European context, the US
SOC codes must first be translated into International
Standard Occupational Codes (ISCO). Frey and
Osborne base their analysis on the 2010 occupational
classifications of the US SOC. The US SOCs can be con-
verted using the Bureau of Labour Statistics official con-
version table to ISCOs (Bureau of Labor Statistics,
2012). The ISCO present in the LFS are at three-digit
level. When converting US SOCS to the ISCO there is
not a one-to-one match. This is due to the ISCO codes
being at a higher aggregation level. Therefore, in some
instances two or more of the US SOC codes are com-
bined into one ISCO code. Where this occurs the risk
of automation values from Frey and Osborne are aver-
aged to provide an average risk for the aggregated occu-
pation. In total, the 702 occupations present in Frey
and Osborne translate to 122 ISCOs at the three-digit
level present in the EU LFS. A complete list of the 122
occupational codes in this analysis are presented in
Appendix A in the supplemental data online.

As we are moving from the six-digit US codes to the
three-digit EU codes, we investigate whether this trans-
lation significantly impacts our measure of automation.
When aggregated, the average automation risk probability
using the EU codes is 0.51 (standard deviation (SD) ¼
0.27, minimum ¼ 0.004, maximum ¼ 0.97) while the
average probability for the United States is 0.53 (SD ¼
0.36, minimum ¼ 0.002, maximum ¼ 0.99). This indi-
cates that our transformation has reduced the variability
within our measure, but the average, minimum and maxi-
mum values remain closely aligned with the original data,
indicating that the scaling down does not negatively
impact the reliability of the risk measure.
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As an illustrative example of the automation risk to
occupations, we consider an example of select occupations
in our analysis which have amongst the highest and lowest
degrees of automation risk (see Figure B1 in Appendix B
in the supplemental data online). General office clerks,
numerical clerks and general secretaries are some examples
of occupations with the highest level of automation risk.
These occupations would be characterized as requiring
low levels of finger and manual dexterity, are dominated
by routine tasks, require low levels of creativity and
decision-making, and are situated in predictable working
environments that do not require high levels of social per-
ceptiveness or caring for others. In comparison, occu-
pations identified at low risk such as medical doctors,
teachers and health professionals would be at the opposite
end of the scale on these features.

DATA

The European Labour Force Survey (LFS)
The dataset used to create our automation risk variable is
the 2018 European LFS microdata from Eurostat. All
other control variables are derived from alternative sources
and are discussed below. The LFS microdata are available
for 31 countries in total, but we limit our analysis to the 26
European Union countries and the UK. Within these 27
countries our sample is reduced to 24 due to issues sur-
rounding missing data. For instance, the Netherlands
microdata do not contain any information on the NUTS
region where the surveyed individuals reside or work.
Likewise, Bulgaria is dropped from the sample as the
data on occupational codes for those in employment are
only available at the ISCO two-digit level, while the mod-
elling approach outlined above requires ISCO three-digit
levels to be available. Cyprus is dropped for a similar
reason as the ISCO codes are only available at a one-
digit level.

As we analyse the exposure of regional employment to
automation risk, our analysis focuses on individuals who
are in employment. Therefore, we retain in our analysis
approximately 1.55 million individuals who are in employ-
ment across these 24 European countries. In terms of
analysis, we aggregate this individual data to the NUTS-
2 level to identify the proportion of those employed at
risk of automation. At this point a further issue is noted
whereby 23 countries allow for individuals to be identified
at the NUTS-2 level, while the UK only provides infor-
mation at the NUTS-1 level. Despite this we retain the
UK in our analysis, focusing on NUTS-2 regions for 23
countries and noting that the spatial scale is different for
the UK.4 We also note that in some instances the
NUTS-2 region considered consists of a complete country.

The EU LFS is designed to give accurate quarterly
information at the national level and accurate annual
information at the NUTS-2 regional level (Eurostat,
2019). We use the annual data. The microdata we use,
which are provided by all participating countries, include
the NUTS-2 level codes for each individual (with the
exception of the UK where it is the NUTS-1 level code).

We note that it is not possible to employ NUTS-3 level
data as the provision of NUTS-3 data has no legal basis
in the EU LFS and the figures are provided by participat-
ing countries on a voluntary basis (Eurostat, 2019).

REGIONAL EMPLOYMENT EXPOSURE TO
AUTOMATION RISK

In order to identify the proportion of employment at risk
of automation across European regions we adopt the fol-
lowing procedure. We identify the probability of each
individual’s job in the LFS being automated using the
ISCO three-digit codes present in the LFS and matched
them with Frey and Osborne’s (2017) automation prob-
abilities. Following existing convention (Arntz et al.,
2016; Frank et al., 2018; Frey & Osborne, 2017;
OECD, 2018), we assume anyone with a probability of
automation > 70 is at ‘high risk’ of automation. To find
the number of jobs at high risk of automation in each
region, we sum the number of individuals in the LFS in
each NUTS region at high risk of automation. To calcu-
late the proportion of jobs at high risk of automation,
we next sum the total number of people employed in the
LFS in each region. We then divide the total number of
jobs at high risk of automation in the LFS in each region
by the total number of people employed in the LFS in each
region.

Figure 1 presents a heat map of job automation risk
across the regions of the 24 European countries con-
sidered. What is apparent is that there is significant vari-
ation in exposure across European regions and within
countries to automation risk. Norway is the least exposed
nation on average, while Romania has the highest
exposure to automation. The clustering of high-risk
regions in Eastern Europe, the Mediterranean area and
in the most western regions is particularly striking. Appen-
dix C in the supplemental data online provides a discus-
sion of two sample regions, NO01 – Oslo og Akershus
and RO21 –Nord-Est, and highlights how different occu-
pational labour market structures explains the degree of
observed automation risk in each region.

EXPLANATORY VARIABLES

Structural business statistics: industrial
structure variables
When considering the industrial structure variables, we
use Structural Business Statistics (SBS) derived from
Eurostat. This provides information on NACE Rev. 2
two-digit sectors at the NUTS two-digit regional level.
We follow the approach of Cainelli et al. (2019) and Ketels
and Protsiv (2021) in our use of the SBS data, and where
data are missing for some sectors use a similar method-
ology to their imputation approaches (see Appendix D
in the supplemental data online for details). We construct
three indicators of industrial structure, the Herfindahl
index and related/unrelated variety indexes. All indicators
are constructed for 2017. Equation (1) displays the
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method of calculating the Herfindahl index:

Heri,2017 =
∑
h

yih
yi

( )2

(1)

where Heri is the Herfindahl index for region i; yih is the
level of employment in region i in NACE two-digit indus-
try h; and yi is the level of employment in region i. The
Herfindahl index measures concentration in a particular
industry. A higher value indicates higher industrial con-
centration in a region, while a lower value indicates a
lower level of industrial concentration in the region (van
Egeraat et al., 2018).

Variety of industrial structure can be decomposed into
unrelated and related variety. Which we specify following
Basile et al. (2017):

UVi,2017 =
∑
j

P jilog2
1

Pji

( )
(2)

RVi,2017 =
∑
j

P ji

∑
h[( ji)

Phi

P ji
log2

1

Phi/P ji

( )⎛
⎝

⎞
⎠ (3)

where the two-digit NACE classification h fall exclusively
under a one-digit NACE classification j; and where
P ji =

∑
h[( ji) Phi indicates the one-digit shares. Higher

values of these indices indicate higher levels of unrelated
variety or higher levels of related variety.

Population density
To capture agglomeration effects related to density we use
population density at the NUTS-2 level as per equation
(4):

PDi,2017 = ln
popi

km2
i

( )
(4)

where PDi,2017 is the natural logarithm of the population
density of region i in 2017; popi is the population of region
i; and km2

i is the area of region i in km2.
The use of population density to measure scale of

agglomeration is consistent with Frank et al. (2018) and
Muro et al. (2019b).

Regional context control variables
Apart from industrial structures and agglomeration,
regional economic growth also depends on local forces
and context which differ across regions (de Groot et al.,
2009). These additional contextual factors include issues
such as regional innovation systems (Asheim & Isaksen,
2002), human capital accumulation (Bronzini & Piselli,
2009), learning regions (Morgan, 2007), institutions
(Rodríguez-Pose, 2013), cultural and creative regions
(Cooke & De Propris, 2011), and the extent of start-up
intensity and entrepreneurial regimes (Audretsch &
Fritsch, 2002; Klepper, 1996). Subject to data availability,
we attempt to control for a variety of factors which may
impact a region’s exposure to automation risk.

The first set of control variables considered are derived
from the European Regional Innovation Scoreboard 2017.
From this dataset we obtain a ranking of the region’s

Figure 1. Job automation risk across European regions (based on the 2018 European Union Labour Force Survey (LFS).
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educational quality, engagement in lifelong learning, and
the overall innovativeness of the region. The measures
included are the normalized rankings of each region as cal-
culated in the Regional Innovation Scorecard (RIS) 2017.
The regions educational quality is proxied for by the nor-
malized ranking of the percentage of population aged 25–
34 having completed a tertiary education. For lifelong
learning this is the normalized ranking of the share of
the population aged 25–64 enrolled in education or train-
ing aimed at improving knowledge, skills and compe-
tences. For the innovativeness of the region, to avoid
double counting the education and lifelong learning vari-
ables, we calculate the average of each region’s normalized
ranking in every other category.

A significant literature emphasizes that creative occu-
pations are less exposed to automation risk. Therefore,
we calculate an indicator of the proportion of the work-
force that is employed in creative occupations based on
the LFS (in a similar way to our automation risk variable).
To identify creative occupations, we follow the definitions
set out by Bakhshi et al. (2013) of creative occupations at
the ISCO three-digit level.

To capture other occupational labour market structure
impacts, we also include the proportion of the workforce
employed in ISCO one-digit occupations in each region.
This provides nine alternative occupational categories
and we exclude ‘managers’5 as the reference category.

In addition to this we also incorporate measures of
economic performance. Specifically, we incorporate the
natural logarithm of gross domestic product (GDP) per
capita and the unemployment rate of each region. Con-
trols are also included to capture the proportion of the
population aged under 15 and over 65. The proportion
of the population which is male is also included.

Descriptive statistics for our variables
Table 1 presents the descriptive statistics for the variables
considered. It can be noted that the average degree to
which employment across European regions is at high
risk of job automation is approximately 30%, but this has
significant variation. Similarly, there are wide disparities
across the independent variables by region, highlighting
the need to control for heterogenous context effects across
European regions. We also present a correlation matrix for
our variables in Appendix E in the supplemental data
online.

EMPIRICAL STRATEGY

We empirically analyse the association between regional
industry structure, agglomeration related to density and
the exposure to automation risk, controlling for a variety
of regional specific characteristics which may impact auto-
mation risk. To do so we specify the following model:

AutoRiski = b0 + b1Heri,2017 + b2UVi,2017

+ b3RVi,2017 + b4PDi,2017 + b5Zi + 1i (5)

where AutoRiski is the proportion of workers in region i at

high risk of automation; Heri,2017 is the Herfindahl index;
UVi,2017 and RVi,2017 are unrelated variety and related var-
iety, respectively; PDi,2017 is the natural logarithm of
population density; Zi is a series of regional control vari-
ables outlined previously and country dummies. The coef-
ficient b1 allows us to test Hypothesis 1, and if significant
and positive implies that specialization increases employ-
ment risk of automation. b2 and b3 allow us to assess
Hypotheses 2 and 3. If b2 and b3 are negative, this pro-
vides support for Hypothesis 2, and if b3 has a more nega-
tive effect on automation risk than b2, this provides
support for Hypothesis 3. b4 allows us to test Hypothesis
4. If this coefficient is significant and negative it implies
that more dense regions have lower exposure to auto-
mation risk.

Our model is estimated in stages, with additional con-
trols added at each point, as discussed below. We utilize
ordinary least squares (OLS) to estimate equation (1)
while including country fixed effects and robust standard
errors.

RESULTS

Table 2 presents the results of our analysis. The OLS esti-
mation of equation (1) is presented in column (I).
Additional specifications of the results whilst controlling
for broad sectors (II) and occupational sectors (III) are
also presented. Across all estimations the results are
broadly consistent in terms of the signs and significance
of the coefficients.

Beginning with Hypothesis 1, which hypothesized that
specialized regions are more vulnerability to job auto-
mation, the coefficients across all models for the Herfin-
dahl index are statistically insignificant. This suggests
that specialization has no impact on the degree to which

Table 1. Summary statistics.
Variable Mean SD

Proportion at high risk of automation 0.2988 0.0746

Proportion employed in agriculture 0.0477 0.0635

Proportion employed in industry 0.1734 0.0763

Herfindahl index 5.8969 3.5587

Related variety 16.8083 1.0961

Unrelated variety 2.9027 0.1614

Regional Innovation Scoreboard index 0.4627 0.1287

Regional Innovation Scoreboard

education index

0.4144 0.1847

Regional Innovation Scoreboard lifelong

learning index

0.3266 0.2133

Natural logarithm of GDP per capita 10.1709 0.5281

Natural logarithm of population density 4.9123 1.2534

Proportion creative occupation 0.0373 0.0193

Proportion of population who are male 0.4906 0.0083

Unemployment rate 8.2188 5.9293

Note: GDP, gross domestic product.
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Table 2. Results of models.
(I) (II) (III)

Variables OLS model OLS model OLS model

Herfindahl Index −0.00425 −0.000299 −0.00187
(0.00584) (0.00513) (0.00448)

Related Variety 0.00107 0.00332 0.000148

(0.00266) (0.00231) (0.00208)

Unrelated Variety −0.0819*** −0.0814*** −0.0403**
(0.0190) (0.0178) (0.0165)

Log of population density −0.0152*** −0.00931*** −0.00396*
(0.00274) (0.00249) (0.00237)

RIS Index 0.0909** 0.0165 0.0303

(0.0385) (0.0358) (0.0316)

Population with tertiary education −0.0482** −0.0493** −0.0254
(0.0243) (0.0210) (0.0196)

Lifelong learning −0.0159 −0.0270 0.00712

(0.0432) (0.0371) (0.0328)

Log of GDP per capita −0.0395*** −0.0115 0.000354

(0.0129) (0.0117) (0.0114)

Proportion creative occupations −1.018*** −0.884*** 0.0754

(0.370) (0.318) (0.310)

Proportion male 0.807* −0.159 0.0783

(0.455) (0.414) (0.392)

Unemployment rate −0.00189** −0.00173** −0.000552
(0.000841) (0.000724) (0.000752)

Proportion employed in agriculture 0.365*** 0.451***

(0.0502) (0.122)

Proportion employed in industry 0.165*** −0.0150
(0.0364) (0.0530)

Professionals −0.275
(0.192)

Technicians and associate professionals −0.271
(0.188)

Clerical support workers 0.815***

(0.197)

Service and sales workers −0.0574
(0.175)

Skilled agricultural, forestry and fishery workers 0.0318

(0.204)

Craft and related trades workers 0.386**

(0.196)

Plant and machine operators and assemblers 0.383**

(0.175)

Elementary occupations 0.0252

(0.189)

Constant 0.630** 0.743*** 0.315

(0.275) (0.241) (0.310)

Observations 203 203 203

R2 0.905 0.931 0.953

Notes: Standard errors are shown in parentheses ***p < 0.01, **p < 0.05, *p < 0.1.
The reference category for the sector variables is services. The reference category for the occupational variables is managers. Country dummies are also
included but not reported.
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regions are exposed to potential job automation. As noted
previously, sectors concentrated in routine activities and
physical tasks in predictable environments are predicted
to be particularly vulnerable to job automation (Frey &
Osborne, 2017). The Herfindahl index does not make a
distinction between sectors which are characterized by
routine activities and physical tasks and those which are
more creative and require critical thinking. What this
analysis suggests is that specialization itself is not a predic-
tor of automation risk; however, in model (III), which
considers concentration in certain occupations, we do
observe that specialization in certain, distinct occupations
poses an increased risk of automation. For example,
regions with a higher concentration of employment in
occupations such as clerical support workers, and plant
and machine operators and assemblers are more exposed
to potential job automation. This suggests that it is
specialization in certain occupations, rather than specializ-
ation itself, which may explain automation exposure.

Regarding Hypothesis 2, which proposed that related
and unrelated variety lower vulnerability from job auto-
mation, we find partial support for this hypothesis. Related
variety is found to be statistically insignificant across all
models; however, unrelated variety is consistently statisti-
cally significant and negative across our models. This
suggests that higher levels of unrelated variety are associ-
ated with lower job automation risk in regions, while
related variety is neither associated with higher or lower
job automation risk in regions. The finding on unrelated
variety, and its greater impact on automation risk than
related variety, is not surprising and provides support for
Hypothesis 3. Unrelated variety is hypothesized to provide
a greater ‘industry portfolio’ insulating regions from exter-
nal shocks such as automation.

Regarding Hypothesis 4, which proposes agglomera-
tion effects related to density lowers vulnerability from
job automation, we find significant negative coefficients
present for population density across all models. The
results indicate that more populously dense regions are
at lower risk of job automation. This finding is partly con-
sistent with that of Frank et al. (2018) who note that smal-
ler agglomerations are predicted to be more vulnerable to
automation in the future.

When this is combined with insights from our control
variables, one can observe that regions with larger pools of
better educated workers are also at lower risk. These latter
results reinforce and support the literature highlighting the
importance of agglomeration forces in explaining regional
vulnerability, resilience and growth (Glaeser & Gottlieb,
2009).

We now turn to our control variables. Regarding the
proportion of the workforce engaged in creative occu-
pations, we identify a consistently negative effect across
all specifications as is to be expected. This finding on crea-
tive occupations lends additional support to the argument
by Cooke and De Propris (2011) that cultural and creative
industries have a crucial role to play in supporting a
balanced industrial mix for resilient regions in Europe.
The results from model (I) indicate that the regional

innovation systems index is significant and positively
related to higher automation risk. However, this factor
loses significance once broad sectors and occupational cat-
egories are controlled for in models (II) and (III). Simi-
larly, regions with higher GDP per capita are
significantly associated with lower regional job automation
risk, but once sector and occupational groupings are con-
trolled for, this significance disappears. This suggests
that regions with a greater proportion employed in services
is driving this pattern. The proportion of males in the
region is also associated with higher job automation risk
(in model I), but again once broad sectors and occu-
pational categories are controlled for, this significance dis-
appears. Considering that occupational automation risk is
related to underlying sectoral composition, it is not sur-
prising that we see the clustering of automation risk at a
broad sectoral level and by occupational grouping. When
we control for these factors in models (II) and (III),
workers in agriculture and manufacturing sectors are
associated with higher risk, relative to their service
counterparts. The sectors of agriculture and manufactur-
ing have undergone significant transition from once
labour-intensive industries to industries now dominated
by mechanization and power-intensive production systems
and continue to be the most susceptible sectors to auto-
mation (Nedelkoska & Quintini, 2018). Workers in the
occupational groupings of clerical support workers, craft
and related trade workers and plant and machine operators
are at higher risk relative to their counterparts in manage-
rial occupations. This result can rationally be decomposed
down to the narrow and low complexity of tasks underpin-
ning these types of jobs giving rise to routine work in more
predictable environments. Finally, we note a negative sign
on the unemployment coefficient, which in models I and
II suggests that the risk of automation is lower in the
regions where there is a high level of unemployment. A
relatively low risk of automation in a region may reflect
the fact that automation technologies have already been
implemented successfully in the affected region. However,
this relationship loses significance once occupational
groupings are controlled for in model III.

In order to ensure the validity of our results, we per-
form several robustness tests to ensure our interpretation
of our coefficients are not sensitive to model specification
or the inclusion or exclusion of variables. Interested read-
ers can examine these in Appendices F and G in the sup-
plemental data online.

CONCLUSIONS

Automation and AI are not the same thing, although in
the current technological climate their distinctions look
increasingly blurred, especially in the domain of robotiza-
tion. Consideration therefore needs to be given to the pro-
found shifts underway in these broad technological
regimes, which are often collectively termed as ‘Industry
4.0’. Relatively little is known about the comparative
advantages of regions in this regard (Ciffolilli & Muscio,
2018). Using Frey and Osborne’s (2017) definition of
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automation, the types of occupations at lower risk of auto-
mation are characterized as non-routine, require judge-
ments and the ability to adapt to changing
circumstances. This article identifies that the geography
of low-risk jobs is varied across Europe, with regions in
Central and Northern Europe containing higher pro-
portions of low-risk jobs. The places with the greater abil-
ity to adapt to the automation shocks of Industry 4.0 are
those which are more diversified (in the specific sense of
unrelated variety) and with higher population densities
and higher shares of knowledge and creative workers.
Our analysis suggests that these types of regions are less
vulnerable to potential automation shocks. We suggest
this may be attributed to the portfolio effect of Jacobs
externalities, where separately agglomeration effects
related to density also act as a mitigating factor providing
diverse and highly populated regions security in the face of
a technological shock that will impact all industries and
occupations, albeit at different intensities.

Policymakers looking to transform the regional resili-
ence of their region in the longer run, at least throughout
Industry 4.0, could focus on encouraging entrepreneur-
ship, labour mobility and research collaborations from
unrelated industries and involving actors with unrelated
competencies (De Propris & Bailey, 2020), whilst at the
same time implementing horizontal policies targeting
aspects of places rather than sectors specific to the region
(Nathan & Overman, 2013).

An ongoing regional policy concern is to enhance local
human capital and skills (McCann & Ortega-Argilés,
2015). We identify that regions with higher proportions
of clerical support workers, craft and related trade workers,
and plant and machine operators and assemblers may face
greater disruption. Whilst occupations such as craft and
related trade workers have competencies that enable
them to tackle complex and unpredictable situations (Bar-
zotto &De Propris, 2019), the skill mismatch between old
and emerging sectors within a region and the geography
mismatch between where jobs are lost and created may
impact the employment transition of affected workers
(Ghimire et al., 2020). Skills shortages are creating diffi-
culties for four out of 10 employers in Europe and only
56% of employees report that their skills match their job
(Panorama, 2016). Against this background, a focus on
skills and occupational mix to develop the pool of skills
necessary for regions to absorb technological innovations
and harness productivity improvements should be an
important component of any future EU industrial strategy
(Barzotto & De Propris, 2019).

One particular challenge in transforming regional
occupational knowledge and skills competencies is that
non-core regions often have more specialized industrial
structures, dominated by a few sectors, which are deeply
embedded in the locale (McCann & Ortega-Argilés,
2015). Consequently, it will be unrealistic for many
regions to pivot abruptly away from their hereto now
path dependency. For this reason, it may make sense for
specialized regions to (re)create a supply of competences
and smart skill mix that reflect its underlying industrial

structure but widen it with new and emerging technologies
(Barzotto &De Propris, 2019; Martynovich & Lundquist,
2016). In essence, this may entail creating a step-change
approach towards harnessing related varieties (McCann
& Ortega-Argilés, 2015) before making connections
between related and unrelated industries (De Propris &
Bailey, 2020; Grillitsch et al., 2018).

Finally, regarding the future, the pace of adoption of
new technologies such as automation is neither linear
nor necessarily gradual. In the months immediately before
the Covid-19 pandemic, there was some evidence of a
slowing down in the rate at which companies were pursu-
ing integrated digital strategies (McKinsey, 2020). In the
short run it is many of Europe’s most prosperous cities
and regions which are at the centre of the pandemic. How-
ever, the pandemic is also likely to increase the pace at
which new automation technologies are adopted (Muro
et al., 2020b) as recessionary shocks tend to increase the
rate of adoption of new technologies. In these recessionary
shocks, the introduction of new technologies such as auto-
mation disproportionately affects lower skilled workers,
especially in more routinized activities in a range of sectors
including services, manufacturing, food services and trans-
portation, and in the types of regions typically specialized
in these sectors (Muro et al., 2020b). In the long run our
results suggest that there is no reason to assume that
these patterns will be any different in the post-Covid-19
era (Muro et al., 2020a), although the rate of transform-
ation may be even faster than many had until recently
anticipated (Muro et al., 2020b). These technological
and regional trends are likely to exacerbate the growing
‘geography of discontent’ evident in many European
regions (Dijkstra et al., 2020; McCann, 2020).
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NOTES

1. Indeed, this is already being observed in the context of
AI and robotics. Firms involved in the research and devel-
opment of core general-purpose technologies in AI are
setting up in places that combine research and industrial
activities related to them, indicating that a clustering and
co-location pattern is already emerging in AI industries
(Klinger et al., 2018). Industrial robotics, whilst global,
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is currently a concentrated industry, with robot-related
foreign direct investment in the United States following
a geographically concentrated pattern (Leigh & Kraft,
2018).
2. Such as the task-based approach by Nedelkoska and
Quintini (2018), who use the OECD’s Survey of Adults
Skills (PIACC), which contains individual data that
enables them to apply Frey and Osborne automation prob-
abilities to the task make-up of jobs; and Dengler and
Matthes (2018) who also use a task-based approach but
use occupational experts to assess automation risk for
tasks specific in the German case.
3. The nine properties are: finger dexterity; manual dex-
terity; cramped workspace, awkward positions; originality;
fine arts; social perceptiveness; negotiation; persuasion;
and assisting and caring for others. For more information,
see Frey and Osborne (2017).
4. Subsequently we re-run our analysis excluding the UK
for robustness, which produces no significant difference in
our results.
5. ISCO-08 one-digit code of 1.
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