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EVALUATING THE UTILITY OF INDIRECTLY
LINKED FEDERAL ADMINISTRATIVE RECORDS FOR
NONRESPONSE BIAS ADJUSTMENT

JOSEPH W. SAKSHAUG*
MANFRED ANTONI

Survey researchers are actively seeking powerful auxiliary data sources
capable of correcting for possible nonresponse bias in survey estimates of
the general population. While several auxiliary data options exist, con-
cerns about their usefulness for addressing nonresponse bias remain. One
underutilized—but potentially rich—source of auxiliary data for nonres-
ponse bias adjustment is federal administrative records. While federal
records are routinely used to study nonresponse in countries where it is
possible to directly link them (via a unique identifier) to population-based
samples, such records are not widely used for this purpose in countries
which lack a unique identifier to facilitate direct linkage. In this article, we
examine the utility of indirectly linked administrative data from a federal
employment database for nonresponse bias adjustment in a general popu-
lation survey in Germany. In short, we find that the linked administrative
variables have stronger correlations with the substantive survey variables
than do standard paradata variables and that incorporating linked adminis-
trative data in nonresponse weighting adjustments reduces relative nonres-
ponse bias to a greater extent than paradata-only weighting adjustments.
However, for the majority of weighted survey estimates, including the ad-
ministrative variables in the weighting adjustment procedure has minimal
impact on the point estimates and their variances. We conclude with a
general discussion of these findings and comment on the logistical issues
associated with this type of linkage relevant to survey practice.
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1. INTRODUCTION

There is increasing interest in identifying auxiliary data sources capable of
measuring and mitigating the effects of nonresponse bias in surveys (Smith
2011). It is well-established that auxiliary data collected on both respondents
and nonrespondents permit more detailed investigations into the impact of non-
response bias than the response rate alone (e.g., Schouten, Shlomo, and
Skinner 2011; Wagner 2012). Public calls for powerful auxiliary information
capable of adjusting for nonresponse bias have been made by prominent sur-
vey methodologists, including Groves (2006) who asserts that “effective sur-
veys require the designer to anticipate nonresponse and actively seek auxiliary
data that can be used to reduce the effect of the covariance of response propen-
sities and the survey variables” (p. 670) and Smith (2011) who, in summariz-
ing a workshop on using auxiliary data for nonresponse adjustment, remarks
that “Much research is needed on the augmenting of sample-frame data with
information from other databases and sources” (p. 392).

In this article, we consider the use of a relatively underused source of auxil-
iary data for nonresponse bias adjustment: federal administrative records. In
particular, we consider the situation where federal administrative records can-
not be directly linked to the survey sample via a unique identifier and, instead,
must be indirectly linked using error-prone and nonunique identifiers. The util-
ity of this approach for addressing nonresponse bias is assessed using a novel
linked-data source in Germany described in Sakshaug, Antoni, and Sauckel
(2017). Using these data, we evaluate associations between the linked adminis-
trative variables and survey variables and determine whether incorporating the
linked administrative variables in weighting adjustments improves nonres-
ponse bias reduction over paradata alone.

2. BACKGROUND

2.1 Auxiliary Data Sources

The range of auxiliary data sources available for general population surveys is
sparse (Olson 2013). Process-oriented paradata recorded at each call attempt
are among the most commonly used auxiliary data sources (Kreuter 2013), but
their ability to detect and adjust for nonresponse bias in specific survey esti-
mates is limited. Little and Vartivarian (2005) show that the most effective
auxiliary variables for nonresponse bias adjustment are those that are strongly
correlated with both the survey variables and the response outcome. While pro-
cess paradata tends to be moderately correlated with the response outcome,
their correlations with the survey variables are weaker (Lin and Schaeffer
1995; Peytchev and Olson 2007; Kreuter and Kohler 2009; Kreuter, Olson,
Wagner, Yan, Ezzati-Rice et al. 2010; Sakshaug and Kreuter 2011). As Smith
(2011) alternatively puts it, “Process paradata are much more likely to be
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related to general causes of nonresponse and much less likely to be related to
specific substantive variables. Their value is more in predicting nonresponse in
general” (p. 395). Other forms of paradata, such as interviewer observations
about the sampled neighborhood (e.g., cleanliness, safety), household (e.g., ap-
pearance, size) and household members (e.g., demographic characteristics,
proxy variables) are more likely to be associated with substantive survey varia-
bles, but in practice these associations tend to be modest (Diez Roux 2001;
Peytchev and Olson 2007; West, Kreuter, and Trappmann 2014).

Alternatively, there is considerable interest in linking sample auxiliary infor-
mation from commercial databases to sampled households (Smith 2011).
Studies report relatively high rates of linkage (generally greater than seventy
percent) in general population samples; however, agreement rates and correla-
tions between the commercial and survey variables vary widely (Raghunathan
and Van Howyek 2008; DiSogra, Dennis, and Fahimi 2010; Pasek, Jang,
Cobb, Dennis, and DiSogra 2014; Sinibaldi, Kreuter, and Trappmann 2014;
West, Wagner, Hubbard, and Hu 2015). Further, commercial variables tend to
yield only modest improvement in response propensity models with little im-
pact on the resulting weighted estimates (West, Wagner, Hubbard, and Hu
2015). These studies also caution on the quality of commercial data, since they
can have high rates of item missing data, outdated information about house-
hold occupants, and contents which are not standardized across local govern-
ment boundaries (Smith and Kim 2013).

2.2 Linked Administrative Data as an Auxiliary Data Source

In the present study, we examine a relatively underutilized auxiliary data
source that overcomes some of the above limitations: federal administrative
records. Such records possess unique qualities that make them a particularly
appealing source of auxiliary data for population samples. While not designed
for research purposes, federal administrative records often contain detailed and
relatively up-to-date information on population members, including participa-
tion in government-sponsored programs (e.g., welfare, healthcare) and details
regarding financial matters (e.g., taxable earnings, healthcare expenditures).
Typically, federal records are longitudinal in nature and document important
life course transitions that surveys attempt to measure (e.g., labor force partici-
pation, unemployment duration, benefit receipt). For these reasons, federal ad-
ministrative records are commonly linked to survey respondents to supplement
the collected interview data (e.g., Olson 1999; Antoni and Bethmann 2018;
Korbmacher and Czaplicki 2013; Freedman, McGonagle, and Andreski 2014;
Knies and Burton 2014; Mostafa 2016).

Beyond using federal administrative records as a supplementary data source
for analyzing survey respondents, their contents related to common survey
topics make them a potentially promising source of auxiliary data for
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addressing nonresponse bias. Several countries (e.g., the Netherlands, Sweden,
Finland) already make use of administrative data for this purpose. This is facil-
itated through population registers which are used as sampling frames for
household surveys (Blom and Carlsson 1999; UNECE 2007; Wallgren and
Wallgren 2007). These population registers contain unique personal identifiers
through which various substantive administrative databases can be directly
linked to the drawn sample. However, this situation is atypical in countries
where population registers either do not exist or lack a unique identifier that
facilitates direct linkage. Linking federal administrative data to general popula-
tion samples must therefore be carried out using indirect linkage procedures
(e.g., probabilistic linkage) that rely on nonunique and error-prone identifiers
(e.g., first and last name, address; for an overview of record linkage error sour-
ces, the reader is referred to Sakshaug and Antoni 2017).

Published case studies of indirect linkages between federal administrative
records and general population samples (respondents and nonrespondents) are
rare, and it is unclear whether such linkages are useful for addressing nonres-
ponse bias (Bee, Gathright, and Meyer 2015; Sakshaug, Antoni, and Sauckel
2017). Two relevant outcomes associated with this type of linkage are the link-
age rate—the proportion of sample units that can be successfully linked to the
target administrative database—and how representative the linked cases are of
the entire data file. In nearly all indirect linkage applications there is a failure
to link a subset of units, either because the linkage criterion is not met or be-
cause the target database does not contain a record for every sample unit. In
both cases, the failure to link all units introduces the potential for linkage bias.

Bee, Gathright, and Meyer (2015) investigated these issues in a study con-
ducted at the US Census Bureau where sampled addresses from the 2011
Current Population Survey (CPS) Annual Social and Economic Supplement
were indirectly linked to 2010 federal tax records compiled from the Internal
Revenue Service (IRS) 1040 form. Household linkage rates of seventy-nine
and seventy-six percent were reported for respondents and nonrespondents, re-
spectively. Some linkage biases were reported: for example, low-income
households were linked at a lower rate than higher-income households, likely
due to the fact that lower-income households are not required to file tax returns
and are, thus, underrepresented in the record base. In Germany, Sakshaug,
Antoni, and Sauckel (2017) report the results of an indirect linkage performed
on a general population sample of individuals from the German Panel Study
“Labour Market and Social Security (PASS)” to a federal employment data-
base maintained by the Institute for Employment Research (IAB) of the
Federal Employment Agency (BA). The authors report a linkage rate of about
sixty percent under a strict linkage criterion and eighty percent under a more
relaxed criterion with similar linkage rates between respondents and nonres-
pondents. Older age groups, self-employed, and civil servants, who are known
to be underrepresented in the employment database, were linked at lower rates
compared to their counterparts.
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2.3 Linked Administrative Data for Addressing Nonresponse Bias

The previously mentioned case studies highlight the difficulty in achieving one
hundred percent linkage rates for general population samples. However, for
the majority of sample cases that can be linked, a key question is whether the
linked administrative data are useful for studying nonresponse bias. Bee,
Gathright, and Meyer (2015) addressed this question by examining whether
CPS respondents differed from nonrespondents with respect to key variables
derived from the linked tax records. Most notably, they found very little evi-
dence of nonresponse bias in the CPS with respect to adjusted gross income as
reported in the filed 1040 form. In contrast, the number of dependents, receipt
of income from certain sources, proportion of units with a married filer, and
some demographic characteristics were reported as evidence of nonresponse
bias.

A further issue that is underexplored is whether indirectly linked administra-
tive data are useful for nonresponse bias adjustment. The above literature re-
view suggests that these data likely possess key properties amenable to bias
correction, but whether they substantially 1) improve model fit and 2) reduce
nonresponse bias relative to paradata alone is unclear. To investigate this issue,
we make use of the linked PASS survey and federal employment database of
the IAB, reported in Sakshaug, Antoni, and Sauckel (2017), to address the fol-
lowing research questions:

(1) To what extent are linked administrative data from a federal employment
database correlated with substantive survey variables and the response out-
come? How do these correlations compare to those involving standard
paradata?

(2) Does the inclusion of linked administrative variables in nonresponse ad-
justment models substantially improve model fit over paradata-only adjust-
ment models?

(3) Does the inclusion of linked administrative variables in nonresponse-
adjustment weights reduce nonresponse bias to a greater extent than para-
data-only adjustment weights?

(4) To what extent do weighted survey estimates differ depending on whether
linked administrative data are included in the nonresponse weighting
procedure?

3. DATA AND METHODS

3.1 Survey Data Source

The PASS is a longitudinal study of households conducted annually by the
IAB in Germany since 2006 (Trappmann, Beste, Bethmann, and Müller 2013).
The study was designed to measure the economic and social circumstances of
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individuals and their households in the aftermath of the reorganization of the
welfare and unemployment benefits system (the “Hartz-Reforms”), which
included the introduction of a new means-tested benefit scheme coined
Unemployment Benefit II (UB II; Möller and Walwei 2009). The PASS
study is based on separate, independent samples of UB II benefit recipients
and residents of the general population. The UB II sample is drawn from an
administrative list of all UB II recipients, and the general population sample is
drawn from population lists amassed from municipality registration offices; in
Germany, resident registration is mandatory. Both samples are drawn using a
stratified cluster sampling design with (approximately) equal probabilities of se-
lection. Each sample is composed of named individuals and all members of the
sampled person’s household starting from age fifteen are interviewed. A
household-level interview is completed by the household member most knowl-
edgeable about the household situation. Data collection is carried out using a se-
quential mixed-mode design involving computer-assisted personal and
telephone interviewing. Full details about the PASS methodology are available
in Trappmann, Beste, Bethmann, and Müller (2013).

Building on Sakshaug, Antoni, and Sauckel (2017), we utilize the 2011
PASS wave five general population refreshment sample. The total drawn
sample consists of 6,237 individuals, of which 1,540 completed the PASS
interview for a response rate of 25.1 percent (Response Rate 1; AAPOR
2016). In evaluating the utility of the administrative data for nonresponse
adjustment, we make use of eight household-level and eight person-level
PASS survey variables. The household-level variables include household
size, presence of child under fifteen years of age, household ownership, ma-
terial deprivation item index and material deprivation activity index (Berg
et al. 2012), net income (in Euros) in past month, household savings, and re-
ceived UB II at least once since 2009. The person-level variables include
age (in years), sex, foreign citizenship, currently employed, total number of
employer changes in lifetime, if ever registered as regular unemployed, pres-
ence of officially recognized disability, and if currently receives statutory
pension payments. These variables and their coding schemes are described
in Appendix table A.1 of the online supplementary material. The variables
were selected based on their popularity among data users and discussions
with the PASS team. Additionally, we make use of the following paradata
variables collected during the PASS recruitment: total number of contact
attempts, case initially refused interview, refusal conversion was applied,
case involved an interviewer switch, and case involved a mode switch.

3.2 Administrative Data Source

The administrative data source linked to the PASS wave five general popula-
tion refreshment sample is the employment database of the IAB. The IAB
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database is constructed from administrative processes rendered by the BA, in-
cluding social security notifications submitted by employers regarding their
employees and registered activities concerning unemployment, job search, and
participation in active labor market programs (Jacobebbinghaus and Seth
2007; Antoni, Ganzer, and vom Berge 2016). The culmination of these pro-
cesses results in a database that covers the majority of the working population
in Germany. Underrepresented groups include civil servants, the self-
employed, and homemakers, who are exempt from making social security con-
tributions.1 In the following analyses, we consider eight administrative varia-
bles: received UB II at least once since 2009, total number of employment
spells in lifetime, currently employed, ever received regular unemployment ben-
efit, age, sex, average daily wage, and foreign citizenship. These variables are
commonly used in economic studies utilizing the IAB database (Boockmann,
Ammermüller, Zwick, and Maier 2007; Kreuter, Müller, and Trappmann 2010;
Baumgarten 2013; Burr, Rauch, Rose, Tisch, and Tophoven 2015).

We note that each of these administrative variables has a similar counter-
part among the selected PASS survey variables. For instance, age, sex, and
UB II receipt are closely measured in both data sources. We expect moderate
to high correlations between some of these counterparts, but others (e.g.,
employment variables) are likely to have lower correspondence due to con-
struct and data generation differences. For example, only employment spells
that are subject to social security contributions are included in the adminis-
trative counts, whereas the self-reported counts can include a broader range
of employment spells. We believe this situation is representative of survey
practice as linked administrative variables are likely to have similarities with
the collected survey variables, but are not designed to be perfect replace-
ments for them.

3.3 Linkage Procedures and Evaluation

Before describing the linkage procedures, we reiterate that the purpose of link-
ing the IAB employment database to the PASS general population sample is to
maximize the amount of auxiliary information available for both respondents
and nonrespondents. In Germany, record linkages are subject to strict data pro-
tection regulations and often require authorization from survey participants
(Federal Data Protection Act 2013). The PASS survey routinely links interview
data—conditional on respondent consent—to the IAB employment database.
However, our use of linkage differs in the sense that only the sample paradata
are linked to the IAB database. That is, only process-oriented survey variables
(e.g., sample disposition codes, number of call attempts), and no substantive

1. These subgroups comprise roughly 12.5 percent of the total population aged fifteen to sixty-
five based on figures from the 2011 Microcensus data obtained from the Federal Statistical Office.
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survey variables, are linked to the administrative data. The IAB legal team con-
firmed that linking process-oriented variables does not require consent.

Full details of the linkage procedure can be found in Sakshaug, Antoni, and
Sauckel (2017). Here we provide a basic summary of the process. An indirect
linkage procedure was performed on the 6,237 persons drawn from municipal-
ity records for the PASS wave five refreshment sample. Other members of the
sampled person’s household were excluded from the linkage. The linkage proce-
dure was based on eight non-unique linkage variables available in the sampling
frame and IAB administrative data: first name, last name, zip code, city name,
street name, house number, sex, and binary birth cohort (born before 1945 or af-
ter). Numerous preprocessing steps were implemented to standardize these vari-
ables. The actual linkage was carried out using three subsequent procedures:
1) deterministic linkage; 2) distance-based linkage; and 3) probabilistic linkage.
The distance-based and probabilistic linkage procedures were performed using
the Merge ToolBox (MTB) software package developed by the German Record
Linkage Center.2 The deterministic linkage was performed using Stata.

A match certainty index (MCI) was constructed to classify the strictness of a
link. MCI values ranged from zero to seventeen with zero denoting a non-link
and values one to seventeen denoting links obtained at thresholds of increasing
strictness (i.e., higher values correspond to a higher certainty that a true link
has been identified).3 We classify a link as having an MCI value between thir-
teen and seventeen. This is a slightly stricter range than the one used by
Sakshaug, Antoni, and Sauckel (2017), who classified a restrictive link within
the MCI range six to seventeen. The revised MCI range was adopted after
inspecting the linkage distribution (provided in Appendix figure A.1 of the on-
line supplementary material) and identifying a relatively sparse number of
links for each step of the range seven to twelve. The revised MCI range, which
in our view represents a more natural cut-off based on the empirical distribu-
tion, corresponds to an overall linkage rate of 58.6 percent or a total of 3,653
linked cases out of 6,237. A total of 875 respondents and 2,778 nonrespond-
ents were linked with linkage rates of 56.8 and 60.3 percent, respectively.
These 3,653 linked cases serve as the basis for answering the four research
questions.

2. See www.record-linkage.de for more details on the German Record Linkage Center and the
Merge ToolBox software.

3. Despite our relatively comprehensive list of non-unique identifiers, false-positive or one-to-
many links are still a possibility. This can be due to missing, incorrect, imprecise, or (inconsis-
tently) abbreviated names and addresses in either of the databases. One linkage variable, in partic-
ular, that contributed to several false-positive links as reported in the linkage evaluation by
Sakshaug, Antoni, and Sauckel (2017) was the dichotomous indicator of birth cohort. This
broadly defined indicator of age yielded several false links and one-to-many links with persons
within the same household but from a different generation than the sampled person. The authors
reported that increasing the strictness of a link (based on the MCI scale) substantially reduced the
age discrepancies for the linked cases (p. 69).
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3.4 Statistical Analysis

3.4.1 RQ1: correlation between linked administrative variables and survey
variables.
RQ1 is addressed by calculating absolute Pearson correlation coefficients for
the eight administrative variables paired with the sixteen survey variables for
the 625 (out of 875) respondents who consented to linkage of their interview
data with the IAB administrative data. In addition, correlations between the ad-
ministrative variables and the response outcome are presented based on all
linked cases irrespective of linkage consent (n¼ 3,653). For comparison, the
same correlations are presented for the paradata variables to assess the strength
of their linear relationship with the substantive survey variables and the re-
sponse outcome.

3.4.2 RQ2: incorporating linked administrative data in survey response modes.
RQ2 is addressed by fitting two logistic regression models with survey participa-
tion (1¼ response; 0¼ nonresponse) as the dependent variable. The first model
conditions on the aforementioned paradata variables only and the second model
conditions on the paradata and linked administrative variables. The impact of in-
cluding the administrative variables in the response model is evaluated by assess-
ing the statistical significance of the administrative data coefficients and looking
for substantial improvement in model fit statistics, including McFadden’s Pseudo
R2 and area under the ROC curve (AUC) relative to the paradata-only model.

3.4.3 RQ3: utility of administrative data for nonresponse bias reduction.
RQ3 is addressed by assessing and comparing nonresponse bias for weighted
estimates of the eight administrative variables. The weights are constructed us-
ing estimated response propensity scores (e.g., Brick and Kalton 1996) gener-
ated from the two regression models fitted from the previous analysis. For each
model, the response propensity scores are generated, sorted from lowest to
highest and divided into ten approximately equal-sized groups. The adjustment
weight is calculated as the inverse of the average propensity score within each
decile group. The same procedure is carried out using both regression models,
yielding two sets of weights that vary in their level of covariate information:
1) paradata only; and 2) paradata and administrative data.

Nonresponse bias for the estimated mean (or percentage) of each administra-
tive variable is calculated by taking the difference between the (weighted or
unweighted) estimate based on the linked respondents (�Y rÞ and the estimate
based on the linked respondents and nonrespondents (�Y nÞ:

Nonresponse bias ¼ �Y r � �Y n:

A measure of absolute relative nonresponse bias (ARNB) is also reported
which shows the amount of nonresponse bias in the linked respondent estimate
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relative to the linked sample (respondents and nonrespondents) estimate.
Specifically, ARNB is calculated as:

Absolute relative nonresponse bias ARNBð Þ ¼
�Y r � �Y n

�Y n

�
�
�
�

�
�
�
�
:

3.4.4 RQ4: impact of administrative data on weighted survey estimates.
To answer RQ4, we apply the two sets of adjustment weights from the
previous analysis to the sixteen survey variables and calculate the difference
between the weighted estimates (�Y r;wtd) and the unweighted (�Y r;unwtd)
estimates to compare the impact of both sets of weights on the survey
estimates:

Difference between weighted and unweighted estimates ¼ �Y r;wtd � �Y r;unwtd:

Standard errors and coefficients of variation for each estimate are also
reported to assess the impact of the weights on the variability of the estimates.

A measure of absolute relative difference (ARD) is presented to quantify the
magnitude of the difference between the weighted and unweighted point esti-
mates in relation to the unweighted estimate:

Absolute relative difference ARDð Þ ¼
�Y r;wtd � �Y r;unwtd

�Y r;unwtd

�
�
�
�

�
�
�
�
:

Both ARNB and ARD measures are reported in percentage terms by multi-
plying the above formulae by 100.

All analyses are performed using the survey functions in Stata 14.1.

4. RESULTS

4.1 RQ1: Correlation between Linked Administrative Variables and
Survey Variables

In the first analysis, we compare the linked administrative variables and para-
data variables with respect to their strength of association with the survey vari-
ables. Absolute Pearson correlation coefficients for the eight administrative
variables paired with the sixteen survey variables are provided in figure 1 (see
Appendix table A.2 in the online supplementary material for a tabular version
of the correlations). The absolute correlations span the full range from zero to
almost one. The majority of the correlations are small: ninety-six (out of 128
possible correlations or seventy-five percent) lie in the range 0.00 to 0.20,
twenty-two (or seventeen percent) lie between 0.20 and 0.40, and the
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remaining ten correlations (eight percent) exceed 0.40.4 As expected, the larg-
est correlations are observed for administrative variables that have similar
counterparts in the survey data (e.g., age [0.97], gender [0.99], UB II receipt
since 2009 [0.77], ever registered as regular unemployed/received regular un-
employment benefit [0.71]). Moderate to high correlations exist for several
nonsimilar pairs of survey-administrative variables (e.g., employment status-
average daily wage [0.64], household savings-UB II receipt [0.43], material
deprivation activity index-UB II receipt [0.41]). Overall, the administrative
variables that contribute to the greatest number of correlations with the survey
variables of at least 0.20 are UB II receipt (eight), average daily wage (seven),
ever received regular unemployment benefit (six), and age (five).

For comparison, figure 1 also shows the correlations between the survey
and paradata variables, which appear to be weaker than the survey-
administrative variable pairs; the maximum correlation between the survey
and paradata variables is 0.22 (a tabular version of all survey-paradata corre-
lations is provided in Appendix table A.3 of the online supplementary mate-
rial). This pattern persists even when the correlations between the similar
survey-administrative variable pairs are ignored. Figure 1 also indicates that
both paradata and administrative data are only weakly correlated with the
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Figure 1. Absolute Pearson Correlations of the Administrative Variables and
Paradata Variables Paired with the Survey Variables and Response Outcome.

4. We also assessed these correlations under a less strict linkage criteria (i.e., using MCI values
between one and twelve). In general, we found that gradually lowering the linkage threshold
monotonically dampens the correlations between the survey and administrative variables. This re-
sult was not unexpected given that the rate of false-positive links was found to be higher for the
smaller MCI values as reported in Sakshaug, Antoni, and Sauckel (2017).
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response outcome; the maximum absolute correlations with the response
outcome are 0.08 and 0.12 for the administrative data and paradata, respec-
tively. From these analyses, we can confirm that the administrative data gen-
erally yields higher correlations with the substantive survey variables
compared with the paradata, and that both paradata and administrative data
are only weakly associated with the response outcome.

4.2 RQ2: Incorporating Linked Administrative Data in Survey
Response Models

Next, we turn to the question of whether adding linked administrative variables
as covariates in nonresponse adjustment models improves model fit over models
that make use of paradata only. Table 1 presents two logistic regression models
of response. Model one is the reduced model with paradata covariates only, and
model two is the full model, which includes both paradata and administrative
covariates. Two of the five paradata variables are statistically significant in each
model: the number of contact attempts is positively associated, and switching
interviewers is negatively associated with response. The magnitude of the associ-
ation (and standard errors) with the paradata variables does not change with the
addition of the administrative variables, indicating a different type of relationship
between these two sets of variables. In model two, only two of the eight adminis-
trative variables yield a statistically significant association with response: age and
foreign citizenship. Older age groups (44–53 and 54 or older) and the missing
age group are more likely to respond relative to the youngest age group (30 or
younger). There is no statistically significant difference in response between for-
eign and German citizens, but individuals for whom foreign status is missing are
significantly less likely to respond compared with foreign citizens. In terms of
model fit, there is only minor improvement when the administrative covariates
are added to the model: the Pseudo R2 increases from 0.27 to 0.29, and the area
under the ROC curve (AUC) increases from 0.83 to 0.85. In summary, there is
only slight evidence that adding administrative variables to the response model
improves model fit.

4.3 RQ3: Utility of Administrative Data for Nonresponse Bias
Reduction

Here, we turn to the issue of whether including administrative variables in non-
response weighting adjustments enhances nonresponse bias reduction. Table 2
shows estimates of nonresponse bias and absolute relative nonresponse bias
(ARNB) for each of the eight administrative variables estimated under the alterna-
tive weighting schemes (paradata only versus paradata-administrative data). The
rationale for assessing nonresponse bias on the administrative data rather than on
the survey data is simply due to the availability of the administrative data for both
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Table 1. Logistic Regression Models of Survey Response on Paradata and
Administrative Variables (n 5 3, 653)

Model 1:
Paradata only

Model 2:
Paradataþ

administrative data

Coef. Std. Error Coef. Std. Error

Paradata variables
Case initially refused interview �0.15 0.22 �0.18 0.23
Refusal conversion was applied �0.42 0.35 �0.47 0.36
Case involved an interviewer switch �1.85*** 0.33 �1.93*** 0.33
Total number of contact attempts

1–2 REF REF REF REF
3–5 3.58*** 0.27 3.60*** 0.27
6–10 4.87*** 0.29 4.91*** 0.28
11 or more 5.01*** 0.34 5.11*** 0.33

Case involved a mode switch 0.20 0.34 0.18 0.34
Administrative variables
Received UB II at least once since 2009 � � �0.23 0.15
Total number of employment spells

in lifetime
0–2 � � REF REF
3–4 � � 0.07 0.17
5–7 � � 0.07 0.20
8 or more � � 0.16 0.21

Currently employed 0.29 1.12
Avg. daily wage (in Euros)

0 � � REF REF
1–32 � � �0.31 1.14
33–67 � � �0.38 1.16
68–100 � � �0.30 1.14
101 or higher � � �0.41 1.16

Ever received regular unemployment
benefit

� � �0.18 0.13

Age (in years)
30 or younger � � REF REF
31–43 � � 0.06 0.16
44–53 � � 0.36* 0.16
54 or older � � 0.76*** 0.20
Missing � � 9.04*** 1.51

Male �0.01 0.11

Continued
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respondents and nonrespondents and the lack of high-quality benchmark informa-
tion for the survey data.5 For comparison, nonresponse biases for the unweighted
estimates are also shown. We remind readers that these estimates are not based
on the full PASS sample, but rather the subset of linked cases.

The table shows, for example, that UB II receipt is underrepresented among
the linked respondents: the unweighted percentage is 14.06 percent among the
linked respondents and 18.07 percent among the linked respondents and non-
respondents, which yields a nonresponse bias of �4.01 percent and an ARNB
of 22.19 percent—a moderately large bias. Both the paradata-only and com-
bined paradata-administrative data weighting schemes succeed in reducing the
ARNB to a more reasonable level—1.83 and 7.80 percent, respectively—with
the paradata-only weights slightly outperforming the combined data weights.
In contrast, the foreign citizenship variable, which has the largest ARNB over-
all, yields a substantial reduction in ARNB under the combined paradata-
administrative data weighting scheme (from 36.05 to 14.14 percent) compared
with only a minor reduction under the paradata-only weighting scheme (from
36.05 to 33.97 percent).

Table 1. Continued

Model 1:
Paradata only

Model 2:
Paradataþ

administrative data

Coef. Std. Error Coef. Std. Error

Foreign citizenship
Yes � � REF REF
No � � 0.48 0.31
Missing � � �8.12*** 1.50

Intercept �4.03*** 0.21 �4.66*** 0.46
Model fit statistics
AUC 0.83 0.85
Pseudo R2 0.27 0.29

†p < 0.10; *p< 0.05; **p< 0.01; ***p< 0.001.

5. To avoid the circular use of the same administrative variable used in both the weight generation
and survey estimation processes, we remove the target administrative variable from the logistic
regression model used to estimate the response propensity scores and resulting weights. This
variable removal procedure is performed separately for each target administrative variable used in
the survey estimation. For example, the UBII_2009 administrative variable was dropped from the
logistic regression model during the process of estimating nonresponse bias for this variable in ta-
ble 2.

240 Sakshaug and Antoni



T
ab

le
2.

E
st

im
at

es
of

M
ea

ns
/P

er
ce

nt
ag

es
an

d
N

on
re

sp
on

se
B

ia
s

in
W

ei
gh

te
d

an
d

U
nw

ei
gh

te
d

A
dm

in
is

tr
at

iv
e

V
ar

ia
bl

es

L
in

ke
d

re
sp

on
de

nt
s

(n
¼

87
5)

N
on

re
sp

on
se

bi
as

%
A

bs
.r

el
at

iv
e

no
nr

es
po

ns
e

bi
as

(A
R

N
B

)

A
dm

in
is

tr
at

iv
e

va
ri

ab
le

s
L

in
ke

d
sa

m
pl

e
(n
¼

3,
65

3)

N
o

w
ei

gh
ts

W
ei

gh
te

d
(p

ar
ad

at
a)

W
ei

gh
te

d
(p

ar
ad

at
a
þ

ad
m

in
da

ta
)

N
o

w
ei

gh
ts

W
ei

gh
te

d
(p

ar
ad

at
a)

W
ei

gh
te

d
(p

ar
ad

at
a
þ

ad
m

in
da

ta
)

N
o

w
ei

gh
ts

W
ei

gh
te

d
(p

ar
ad

at
a)

W
ei

gh
te

d
(p

ar
ad

at
a
þ

ad
m

in
da

ta
)

U
B

II
_2

00
9

(%
)

18
.0

7
14

.0
6

18
.4

0
19

.4
8

�
4.

01
0.

33
1.

41
22

.1
9

1.
83

7.
80

E
M

P
L

O
Y

E
D

(%
)

60
.7

5
62

.1
7

56
.8

5
64

.0
6

1.
42

�
3.

90
3.

31
2.

34
6.

42
5.

45
E

M
P

_S
P

E
L

L
S

5.
30

5.
28

5.
28

5.
42

�
0.

02
�

0.
02

0.
12

0.
32

0.
36

2.
25

U
N

E
M

P
_B

E
N

(%
)

57
.1

0
56

.9
1

54
.8

5
52

.9
7

�
0.

19
�

2.
25

�
4.

13
0.

33
3.

94
7.

23
A

G
E

43
.2

0
45

.3
2

45
.5

8
44

.3
7

2.
11

2.
37

1.
17

4.
89

5.
49

2.
70

F
O

R
E

IG
N

(%
)

10
.5

4
6.

74
6.

96
9.

05
�

3.
80

�
3.

58
�

1.
49

36
.0

5
33

.9
7

14
.1

4
M

A
L

E
(%

)
52

.7
0

53
.7

1
51

.6
8

51
.6

3
1.

01
�

1.
02

�
1.

07
1.

92
1.

94
2.

03
W

A
G

E
43

.0
4

45
.5

7
35

.8
2

39
.0

0
2.

53
�

7.
22

�
4.

04
5.

88
16

.7
8

9.
38

A
ve

ra
ge

A
R

N
B

(%
)

–
–

–
–

–
–

–
9.

24
8.

84
6.

37

Utility of Linked Federal Administrative Records 241



In total, the combined paradata-administrative data weight outperforms the
paradata-only weight for half of the estimates. However, for some of these esti-
mates (e.g., currently employed, average daily wage), both sets of weights in-
crease rather than decrease the level of bias. Overall, the average ARNB for
the paradata-administrative data weighted estimates is about 2.5 percentage points
smaller than the paradata-only case (6.37 versus 8.84 percent, respectively),
which equates to a relative reduction of about twenty-eight percentage points due
to the inclusion of the linked administrative data in the weighting process.

4.4 RQ4: Impact of Administrative Data on Weighted Survey
Estimates

The final analysis examines the impact that the linked administrative data have
on the weighted estimates of the actual survey variables. Table 3 shows the
weighted and unweighted estimates of the sixteen selected PASS survey varia-
bles and corresponding ninety-five percent confidence intervals (CIs). The
weights are based on the full set of variables used in models one and two from
table 1. It is readily apparent that the paradata-administrative data weighted
estimates are similar to the paradata-only weighted estimates. Each of the
ninety-five percent CIs overlap, indicating that including the administrative
data in the weighting adjustment procedure does not substantially alter the sur-
vey estimates. This finding is further supported when examining the absolute
relative difference (ARD) between the weighted and unweighted estimates; for
the majority of the survey estimates, the ARD values under both weighting
schemes differ by less than ten percentage points. Moreover, the average ARD
values under each weighting scheme differ only by about five percentage
points, suggesting that both weighting schemes have similar impact on the
point estimates.

A limitation of this analysis is the absence of benchmark data to validate
whether any shifts in the weighted survey estimates reflect an actual reduc-
tion in nonresponse bias. We can only speculate on the possible impact of
the weights by gleaning information about the direction of nonresponse bias
observed for similarly-measured administrative variables studied in the pre-
vious section (section 4.3). In particular, we consider the two variables
found to be most affected by nonresponse bias: UB II receipt since 2009 and
foreign citizenship. UB II receipt measured in the administrative data was
found to be underrepresented among linked respondents, and both sets of
weights succeeded in increasing the representation of UB II recipients and
reducing nonresponse bias (see table 2). The survey estimate of UB II expe-
riences a similar increase under both weighting schemes, suggesting that
both weighting approaches reduce nonresponse bias for this variable.
Foreign citizenship, as measured in the administrative data, was also under-
represented among linked respondents, and both weighting approaches
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reduced nonresponse bias by shifting the estimate upward, with the com-
bined paradata-administrative data weight yielding a much larger bias reduc-
tion than the paradata-only weight. A similar picture emerges in the survey
data as only the combined-data weighted estimate of foreign born experien-
ces an upward shift relative to the unweighted estimate; thus, using the ad-
ministrative data in the weighting process may do a better job of reducing
nonresponse bias for this particular survey item relative to the standard (par-
adata-only) weighting approach.

In addition to the point estimates, it is also important to consider the impact
of the weighting schemes on the variances of the survey estimates. We exam-
ined the standard errors and coefficients of variation (CV) for the survey esti-
mates under the alternative weighting schemes (see Appendix table A.4 in the
online supplementary material). In general, only minor CV differences exist
between the two weighting approaches. The combined paradata-administrative
data weight succeeds in reducing the CV over the paradata-only weight for
half of the estimates. Little and Vartivarian (2005) concluded that the variance
of an estimate should decrease when the weighting variables are highly corre-
lated with the variable of interest. This appears to be the case for the UB II re-
ceipt item, which is highly correlated (0.77) with its administrative
counterpart. This item experiences the largest CV reduction after incorporating
the administrative variables into the weighting process (from 0.25 to 0.20).
Thus, the administrative variables appear to reduce both nonresponse bias and
variance for this survey item. The foreign citizenship item, on the other hand,
which has a relatively weaker correlation with its administrative counterpart
(0.43), is affected by an increased CV (from 0.23 to 0.31) when the administra-
tive variables are used in the weighting procedure. Hence, the speculative re-
duction in nonresponse bias for this item is not accompanied by a reduction in
variability under the enhanced weighting scheme.

5. DISCUSSION

The results of this case study can be distilled into five main findings. First, al-
though the linked administrative variables were only weakly associated with
the majority of substantive survey variables, there were several pairs of varia-
bles between the two data sources which produced moderate-to-high correla-
tions. Second, correlations with the substantive survey variables were
generally higher for the linked administrative variables than for the process-
oriented paradata variables—a finding which held even after excluding the
similarly measured survey-administrative variable pairs from the comparison.
However, both paradata and administrative data were poorly associated with
survey participation. Third, adding linked administrative variables to the re-
sponse propensity model did not substantially improve model fit relative to the
paradata-only response model, and only few administrative variables were
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statistically significant predictors of response. Fourth, despite weak associa-
tions with the response outcome, incorporating the linked administrative
variables into the nonresponse adjustment procedure reduced the average
relative nonresponse bias to a greater extent than the paradata-only adjust-
ment procedure. Lastly, utilizing the administrative data did not substan-
tially impact the survey-weighted estimates and their variances compared
with the paradata-only weighted estimates; however, there was an indication
that the administrative variables reduced nonresponse bias and variance for
a particular survey item (UB II benefit receipt) that was highly correlated
with the administrative data—a result that is consistent with the empirical
findings reported in Little and Vartivarian (2005).

It is common practice to use federal administrative records in survey re-
search, but they are significantly underutilized as a source of auxiliary data for
addressing nonresponse bias in general population samples, particularly in
applications where direct linkages are not possible. In light of this situation, it
is interesting to know that indirectly linking federal administrative data to sur-
vey samples can yield benefits in terms of assessing and reducing nonresponse
bias for the linked cases. The finding that linked administrative data outper-
forms process-oriented paradata in terms of their associations with the survey
variables and in reducing nonresponse bias is a useful step forward in the
search for powerful auxiliary information capable of combating the effects of
nonresponse.

While indirectly linked federal administrative records may offer potential
benefits for addressing nonresponse bias, there are a number of technical
issues that warrant attention before the procedure can be used in a produc-
tion environment. For example, inevitably there will be sample cases that
cannot be linked to the administrative database, as was observed in the pre-
sent study and in other studies involving auxiliary data linkages
(Raghunathan and Van Howeyk 2008; DiSogra, Dennis, and Fahimi 2010;
Pasek et al. 2014; Sinibaldi, Kreuter, and Trappmann 2014; West, Wagner,
Hubbard, and Hu 2015). As such, one cannot make definitive conclusions
about nonresponse bias in the survey as a whole based only on the subset of
cases that can be linked. It is possible to increase the linkage rate by relaxing
the linkage criterion, but this strategy introduces a trade-off as it may in-
crease the likelihood of false-positive links and weaken associations with
the substantive survey variables (see footnote 4), thus, diminishing the util-
ity of the linked data and possibly rendering the linkage exercise moot.

It is also important to note that the PASS-administrative data linkage was
conducted “in-house” at the IAB, where both the PASS survey and IAB em-
ployment database are housed. This situation simplified the linkage process im-
mensely both from a technical and legal standpoint. Conducting linkages with
survey-administrative data sources belonging to different agencies poses addi-
tional challenges, including the need to obtain approvals from various stake-
holders and reach agreement on data sharing procedures. While not
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insurmountable, such negotiations are not straightforward and may carry on
longer than expected. Large-scale surveys that currently perform linkages with
respondent interview data may be at an advantage of already having an estab-
lished relationship with the administrative data sponsor, potentially simplifying
the process of extending the linkages to include the noninterviewed cases for
nonresponse analysis.

Assuming these issues can be overcome, we recommend that indirectly
linked administrative data be considered as a supplement to existing auxiliary
data options for addressing nonresponse bias. Despite modest reductions in
nonresponse bias and minimal impact on the weighted survey estimates and
corresponding variances, our case study points to potentially strong associa-
tions between federal administrative data and substantive survey variables that
could be leveraged to address more severe cases of nonresponse bias. We envi-
sion multiple ways in which these properties could be harnessed in future
work, including studying prospective nonresponse bias in longitudinal surveys,
monitoring sample representativeness during fieldwork, and informing data
collection interventions in a responsive design framework.

Supplementary Materials

Supplementary materials are available online at academic.oup.com/jssam.
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