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Abstract
Change is the most prominent aspect of research endeavors in developmental and educational psychology. To date, preferred methods for studying change, especially those that rely on quantitative methodologies, are based on sample-based correlational analyses conducted with longitudinal panel studies. In this article we argue that research designs need to move beyond a between-person research strategy because dynamic processes occur within individual children and adolescents. The aim is to provide developmental and educational researchers with a guide to gathering and analyzing data so as to be able to answer questions about processes of change and development from a within-person perspective. Our discussion of current practices and our guidance on future research is based on a dynamic systems view on development.
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Von stichprobenbasierten Statistiken zu individuellen Dynamiken
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1 Introduction

As developmental and educational psychologists, the most prominent aspect of our research endeavors is change – ranging from short-term learning advancements to mid-term career development to the emergence and life-long formation of personality and personal identity. Before approaching these research topics methodologically, a necessary first step is to think thoroughly about the nature of the phenomena under study. The choice of methods, including research designs, data analysis tools, and analytic techniques should reflect “fidelity to the phenomena” (Freeman 2007). Other authors (e.g., Magnusson 1999) have repeatedly emphasized this point, namely that the subject matter rather than methodological conventions should dictate the approach and means that we use to study (Toomela 2007), and that loyalty to the phenomena should be favored over “playing the politics of social positioning within psychology or showing allegiance to a particular method” (Beckstead 2009, p. 226).

In this article we would like to demonstrate that the quest for a better understanding of children’s and adolescents’ developmental processes requires more than the conventional toolbox of sample-based path models (Hamaker 2012; Molenaar 2013). Instead, a focus on intraindividual processes and the diversity of intraindividual functioning is favored. First, we give a brief introduction to the paradigmatic contribution that Dynamic Systems Theory (DST) has made to developmental science (e.g., Fogel 2011; Thelen/Smith 1994; Witherington 2007) and its methodological implications. Against this backdrop, an empirical example that employs widely-used analysis strategies is presented to show their limitations with regard to understanding developmental dynamics. Then, as an alternative strategy, we describe a within-person research example of teacher behavior and student motivation using highly frequent in situ measures. Based on this project, which is still at quite an early stage, potential research questions and their handling with innovative methodology will be outlined.

2 Human development from a dynamic systems perspective

Ultimately, the alleged nature of the phenomena to be studied depends on researchers’ prevailing worldviews or paradigms, on how they think humans function and develop. In everyday research, this ontological prerequisite is often skipped and delegated to philosophy-oriented scholars who explicitly outline different paradigms or worldviews (e.g., Baltes/Reese/Nesselroade 1988; Levenson/Crumpler 1996; Lickliter/Honeycutt 2015; Overton 1998, 2015; Witherington 2015). A mechanistic worldview seems to prevail in many areas. It represents the legacy of behaviorism and takes a Humean–Newtonian perspective on science. This worldview is characterized by drawing a clear distinction between antecedents and outcomes, stimuli and responses, linked by (efficient) causality, and the fragmentation of human beings into atomistic elements represented by observable behaviors and/or latent psychological constructs. The dominant tools for obtaining empirical evidence have been experiments and questionnaire-based surveys.

By contrast, the dynamic systems (DS) perspective, promoted by the pioneering work of Thelen (1989) and Thelen and Smith (1994), has exerted a growing influence on devel-
opamental research over the last decades, as, for example, documented in a special issue of Developmental Review (see Howe/Lewis 2005) and a special section of Child Development Perspectives (see Hollenstein 2011). Some core elements of a DS view on human development will be briefly outlined below.

**Holism.** Although there is no denying that elements, i.e., factors, constructs, and variables, are operative in a given system, the study of individual elements and their (unique) relationships has no explanatory power in regard to change/development within the system as a whole. Change in one element is related to change in many, if not all, other elements of the system and, in addition, to change in their mutual functional relationships. Against this backdrop, the widely pursued quest for a “pure” mechanism between a predictor X and a dependent variable Y by virtue of holding constant all other variables (elements of the system) is counterproductive and devoid of any connection to the reality of human existence.

**Self-organization, emergence, and circular causality.** In contrast to the views of widely used mechanistic stimulus-response models, the functional structures and the accompanying constraints on the individual’s state space are created neither by unidirectional socialization nor by contextual constraints. Rather, in real-time interactions as well as in self-reflections (given advanced cognitive abilities at later developmental stages) at the day-to-day level, individuals actively form functional associations between cognitions, emotions, and behaviors for a narrower or wider scope of situations with a greater or lesser probability of occurrence. In the DS framework, these structures are referred to as attractor states, i.e., an individual’s habitual ways of thinking, feeling, and acting in certain situations. A system can have varying numbers of attractors of varying sizes and strengths. The more often a particular pattern occurs, the more easily it becomes activated on subsequent occasions. Hence, these attractors result from day-to-day actions and interactions without being genetically determined or unilaterally shaped by contextual constraints (Witherington 2007). Instead, they follow the principles of emergence and self-organization. Probably the most important feature of self-organization is circular causality (see Witherington 2007, 2011). “Circular causality suggests that interactions among lower order elements provide the means by which higher order patterns emerge; in turn, these emergent patterns exert top-down influences to maintain the entrainment of lower order components” (Granic/Patterson 2006, p. 104). More simply, the higher order structures, the so-called attractor landscapes, represent developmental outcomes (such as personality characteristics, attributional and behavioral styles, self-concept features etc.) that strive for continuity. Their change occurs at the slow pace of developmental time. These changes are not only quantitative but are mostly qualitative structural changes such as the move from concrete to formal operations. Day-to-day actions and interactions are substantially influenced by these structures (top-down causality), but it is day-to-day actions and interactions (micro-processes) that form, modify, and/or completely alter these higher order structures at the same time (bottom-up causality). Above and beyond psychology, DS thinking has initiated paradigmatic changes in business and economics, climate and climate change models, developmental and evolutionary biology, sports and biomechanics, and medicine and neuroscience (Fogel 2011), to name just a few fields.
3 Some empirical imperatives for the study of development from a DS perspective

If one favors a DS view of human development instead of restricting oneself to the analysis of linear stimulus-response relationships as if individuals were mechanical devices, this has some implications for empirical research and its design.

(a) Processes leading to long-term structural changes occur on a short-term scale

Corresponding research designs may either describe the short-term dynamics of such processes or may aim at illustrating how these processes may have been altered over the course of long-term developmental change. Depending on the topic or particular research question, this may happen via behavior/interaction observations on a particular occasion, repeated observations, and/or diary studies over a certain period of time. In any given instance, the result is highly frequent observations so as to be able to understand the micro-processes that lead to developmental outcomes and their changes.

(b) Developmental processes occur within the individual, not in a sample

Mainstream sample-based models often underestimate the individuality and therefore heterogeneity of human functioning (Molenaar 2004; for an example, see Reitzle 2013). This may even apply to the properties of measurement instruments. Finding the Big Five in a sample does not mean that every single individual structures the items measuring the so-called Big Five into five dimensions (Borkenau/Ostendorf 1998). The above-mentioned study offers an excellent illustration of the individuality of development. This even applies to the dimensionality of measurement instruments. Studying the emotional states of stepsons after interactions with their stepfathers using the Positive and Negative Affect Schedule (PANAS; Watson/Clark/Tellegen 1988), Rovine, Molenaar, and Corneal (1999) found that some of the youngsters required five, others four, and others three factors respectively. No one factor was shared by all of the participants. This heterogeneity extended to the lagged covariation patterns of emotional qualities even among those few participants who shared a similar three-factor solution. Besides heterogeneity in functioning, one has to consider non-stationarity, i.e., change in contemporaneous or lagged covariance patterns across time (see Molenaar et al. 2009). Changes in such patterns fully comply with developmental phenomena such as learning, adaptation, habituation, sensitization, plasticity etc. In a nutshell, it is almost impossible for associations of factors within the human system to remain constant across time. Consequently, individual system functioning cannot easily be inferred from sample-based findings (Jaccard/Dittus 1990). Instead of prematurely aggregating the data, it makes more sense to first study individual processes based on single-case time series. Local generalizability (Brandstädter 1985) for certain groups or ecological niches can be proclaimed after one has proven functional similarity across a number of individuals. This bottom-up strategy seems to provide a better basis for making generalizations than the top-down strategy of aggregating the data first and then claiming universal validity of findings without any proof.

(c) Conventional longitudinal studies produce only snapshots of outcomes

Although sample-based longitudinal models with only a few widely spaced points of assessment use attributes such as “process” and “dynamic(s),” they analyze covariation structures between snapshots representing outcome statuses on certain occasions rather
than depicting their generating processes. As mentioned above, the latter occur on shorter time scales than the frequently used annual, biannual, or even more widely spaced measurement intervals. These processes remain obscured not only in the traditional cross-lagged panel models, but also in recent derivatives introduced under the general heading of latent difference score models (for an overview, see McArdle 2009). Grimm et al. (2012) presented an extension of the subcategories of the constant change model, proportional change model, and dual change model in which recent changes are modelled to predict subsequent changes. In applications (e.g., Deventer et al. 2018; Ghisletta/Lindenberger 2005; Grimm et al. 2012; Mund/Neyer 2014), the terms “process” and “dynamics” seem ubiquitous without any mention being made of which actual processes were at work between the widely spaced outcomes. Thus, it is true that each of the modern derivatives of the cross-lagged panel model offered a new perspective on or angle for looking at the data, but this was a case of reform and/or repair rather than a substantial paradigm shift. This holds for the reformulation of residual change into latent change (Steyer/Eid/Schwenkmezger 1997), the combination of cross-lagged panel models with latent growth models (see McArdle 2009), and the mending of flawed details of the cross-lagged model as in the Random Intercepts Cross-Lagged Panel Model (RI-CLPM; Hamaker/Kuiper/Grasman 2015). Still, all these models share the same heritage (Usami/Hayes/McArdle 2015). The aforementioned innovations suggest that the portrayal of “real” dynamic processes as they occur in human lives is still incomplete, as Hamaker et al. (2015) concluded after having presented their improvements:

“Finally, one may also want to consider how the underlying process itself changes over time. […] While some kind of heterogeneity over time – whether across years or second-to-second – is often more realistic than assuming a stationary process that is in equilibrium, such increased complexity always comes at the cost of requiring more waves of data” (p. 113).

This insight is about fidelity to the phenomena. In short, if one is interested in processes, one should study processes instead of widely spaced snapshots.

4 Sample-based longitudinal change models: Variations on a theme

Before presenting an outlook on how to get closer to processes of individual development, we would like to illustrate the similarity between and limitations of conventional cross-lagged panel models and their derivatives with existing longitudinal data. Three-wave panel data from the Berlin Youth Longitudinal Study (BYLS; Silbereisen/Eyferth 1986) were analyzed to that end. The original study contained a wide variety of psychological constructs in order to ultimately predict and explain legal and illegal substance use in three cohorts of adolescents from former West Berlin. In the present examples, we used two latent constructs, Self-esteem and Transgression Proneness, i.e., adolescents’ tendency to engage in mildly deviant behaviors (for the measures, see Appendix A in the Online Supplement, https://osf.io/bn629/). The fourth, fifth, and sixth data waves (1985, 1986, and 1987) were used. In order to ensure adequate measurement properties, a three-wave confirmatory factor analysis was performed. Only covariance structures, not mean structures, were analyzed. Loadings of identical items were constrained to be equal; their re-
Residuals were allowed to covary across time. All models were calculated using LISREL 9.30 (Jöreskog/Sörbom 2017). The measurement model showed a very good fit ($\chi^2 = 126.76$, $df = 110$; $p > .10$; RMSEA = .024; SRMR = .048; CFI = .99). In order to reduce complexity in the subsequent illustrative models, the two latent constructs were represented by their factor scores that had been calculated from the above-mentioned measurement model.

**Figure 1**: Longitudinal relationships between Transgression Proneness and Self-Esteem, (a) cross-lagged panel (residual change) model, (b) cross-lagged panel model with residuals modelled as latent variables, (c) latent change model

Note: Significant paths marked by straight lines and bold coefficients.

**Figure 2**: Longitudinal relationships between Transgression Proneness and Self-Esteem with change predicting change, (a) extension of the latent change model, (b) individually calculated difference scores predicting differences scores, (c) replication of findings from the extended latent change model using individually calculated difference scores

Note: Significant paths marked by straight lines and bold coefficients.
4.1 Cross-lagged panel models

Our starting point was the common cross-lagged panel model with autoregressive “stability” paths and cross-lagged effects between Self-esteem and Transgression Proneness between adjacent measurement points (Figure 1a). This model has four degrees of freedom and produced a Chi² of 15.26 (p > .05; RMSEA = .10; SRMR = .020; CFI = .99). The dominant effects were the autoregressions that left only little room for additional cross-lagged effects (TP4 → SE5 = .07, SE4 → TP5 = –.03, TP5 → SE6 = –.02, SE5 → TP6 = –.03). With one effect scratching the five percent significance level (TP4 → SE5, p = .055), all cross-lagged paths remained nonsignificant. This type of model has frequently been used to assess “change” in one variable due to the lagged effect of the status of another variable. The meaning of “change” in this context, however, is not quite clear: “A potential limitation of the panel model is that it lacks an explicit theory of change, or at least that the model’s theory of change may not align with the researcher’s implicit theory of change” (Selig/Little 2012, p. 267). It is definitely not change as the term is generally understood, i.e., a person gets better grades than before, improves their time in the 100m sprint, or gets less excitable than at the last assessment. What cross-lagged paths predict is “residual change,” i.e., the differences between people’s predicted scores based on the autoregression of the dependent variable over time and their observed scores at the later time point. We illustrate this in Figure 1b, where these residuals are explicitly modelled as separate latent variables. All model parameters, including fit indices, remained identical, of course. Summarizing the limitations of the cross-lagged panel or residual change model Rogosa (1995) stated that “… the fatal flaw of the residual change procedures is the attempt to assess correlates of change by ignoring individual growth” (p. 24). “Instead of addressing the relatively simple question – how much did individual p change on the attribute ξ? – residual change attempts to assess how much individual p would have changed on ξ if all individuals had started out equal” (p. 22).

4.2 True change models

A putative cure to the flaws of cross-lagged panel models was offered in the form of true change models (Steyer/Eid/Schwenkmezger 1997) by establishing a latent variable representing individual change by a redundant reformulation of the equation(s) pertinent to cross-lagged panel models

\[ y_{t+1} = \beta_{stab} * y_t + \beta_{pred} * x + \zeta \]

(“stab” indicating the autoregressive and “pred” the cross-lagged effect), into an equation for “true change”

\[ (y_{t+1} - y_t) = (\beta_{stab} - 1) * y_t + \beta_{pred} * x + \zeta . \]

Whereas the former autoregressive coefficient changes by simply subtracting 1, the cross-lagged path remains the same (see Figure 1c). This fact is not “breaking news” but was already described in detail by Kessler and Greenberg (1981) in their book “Linear Panel Analysis.” In sum, the “true change” model does not bear any novel information as compared to the cross-lagged panel model.
4.3 Change predicting change

In the next step, change modelled as a latent difference variable predicted change at the subsequent time (Figure 2a). The initial cross-lagged paths between status at T4 and subsequent change remained the same as in the models reported above (TP4 → SE54 = .07; SE4 → TP54 = –.03) The innovation is that prediction residuals predicted later prediction residuals controlling for their preceding statuses (e.g., TP5 → TP65) and cross-lagged effects (e.g., TP5 → SE65). The four new paths of “change predicting change” (TP54 → TP65, TP54 → TP65, SE54 → SE65, SE54 → TP65) used up the remaining four degrees of freedom so that this model was saturated (0 df). This new class of latent change models (see McArdle 2009; Grimm et al. 2012) was equipped with novel terminology. The former cross-lagged paths (e.g., TP4 → SE54, equivalent to TP4 → SE5) were labelled “coupling parameters,” and the revised autoregressive paths (βstab – 1; e.g., TP4 → TP54) were renamed “proportional change parameters.” It should be noted that the present examples omitted level information. As a consequence, one innovation, namely the random parameters of “constant change” varying across individuals, was suppressed here (for examples, see Deventer et al. 2018; Mund/Neyer 2014). In a nutshell, these types of latent change models may also be regarded as variants of the former cross-lagged panel model.

When it comes to findings, there were significant paths (p < .05) from change to change within the same variable (SE54 → SE65 = –.19), and across variables (TP54 → SE65 = –.14; SE54 → TP65 = .16). In brief, increasing transgression proneness was followed by self-esteem losses, whereas self-esteem gains were followed by increased transgression proneness. In terms of our former imperative of intraindividual development, it is hard to imagine that these “processes” happened within a person at the same time.

Individually calculated differences predicting later differences. Following Rogosa (1995), one may ask how change, as defined by common sense, relates to subsequent change. To that end, differences between the error-free factor scores of Transgression Proneness and Self-esteem were calculated between T5 and T4, and between T6 and T5 respectively. A simple cross-lagged model between these difference scores was run (Figure 2b), which also yielded zero degrees of freedom. The pattern of results was similar, but not identical. There were two significant paths left, one between ΔSE54 and ΔSE65 (–.28, p < .001), and one between ΔTP54 and ΔSE65 (–.12, p < .05). However, based on these findings, one would definitely not wish to claim any positive effect of self-esteem on subsequent deviance. This is quite a substantial difference.

What does the “change predicting change” model mean? In the last step, we attempted to facilitate the interpretation of the former “change predicting change” findings with the help of a much simpler model, again using the clearly defined difference scores from the last step (Figure 2c). In this model, only TP5 and SE5 plus the four difference scores, ΔTP54 and ΔSE54, as mutually correlated predictors were retained. Now, previous difference scores predicted later ones within and across constructs controlled for their own T5 statuses (“proportional change parameters”) and the T5 statuses of the other variable (“coupling parameters”). Again, this model was saturated (0 df) and exactly reproduced all coefficients of the corresponding paths of the “change predicting change” model. In sum, the effects of (real) differences on (real) differences are identical to those of (residual) change on (residual) change only if effects are controlled for the T5 statuses. The .16 path from ΔSE54 to ΔTP65 reflects the change in Transgression Proneness per unit change in
Self-esteem only if holding constant previous changes in Transgression Proneness as well as the T5 levels of Transgression Proneness and Self-esteem. In contrast to the simple “differences predict differences” model, the cross-lagged effects in the present case are highly conditional. The .16 path depicts a situation as if everybody had previously undergone the identical change in Transgression Proneness between T4 and T5, and, additionally, had reached the identical level of Transgression Proneness as well as Self-esteem at T5. This again matches Rogosa’s (1995) criticism of conventional cross-lagged models (see above). This is not to say that the “change predicting change” models (Grimm et al. 2012) are completely unrelated to “real” differences. Nevertheless, their sample-based story is complex, highly conditional, and should not be confused with an intraindividual process of a youngster, after having improved his self-esteem, subsequently feeling more encouraged to transgress conventional norms. As Grimm et al. (2012) themselves concluded “… including prior changes in the dynamic leads to a more complicated dynamic system in which interpretation becomes more difficult” (p. 290). They also warned that “… change equations associated with the traditional specification should not be forced upon data generated to test theories that posit other types of dynamic relationships within and between processes” (p. 290). As mentioned above, fidelity to the phenomena starts with matching the theory, research question, research design, and the resulting data. The choice of adequate analytical strategy and the corresponding tool(s) follows from this synchronized pattern. In the following section we present a study in which dynamic processes were modelled within the person with data gathered on a short time scale.

5 Short-term processes instead of long-term outcomes: The Momentary Motivation Study

The Momentary Motivation (MOMO) study (Dietrich et al. 2017) was conducted to investigate the situational dynamics between students’ motivation and their teacher’s behavior during a university lecture. The study is based on Expectancy-Value Theory as formulated by Wigfield and Eccles (2000). According to the authors, learning behaviors predominantly result from two sources, namely values assigned to a particular task, such as interest (“Am I interested in the topic?”), and task-related expectations like competence beliefs (“Do I understand the subject matter?”). If both questions can be answered positively, motivation to engage in a task will be high. Moreover, competence beliefs will influence the value assigned to the task. A higher degree of perceived capability will increase situational interest in the task: “I find interesting what I can do well.” However, the theory is not limited to within-person perceptions and evaluations. Parents’, peers’, and teachers’ beliefs and behaviors, filtered by people’s perceptions, also influence their motivations and, ultimately, achievements. Crucial aspects for the present study are the quality of instruction and the teacher’s enthusiasm. Usually, teaching and instructional quality are seen as trait-like personality characteristics without attention being paid to situational variability, but this view has been challenged (e.g., Blömeke/Gustafsson/Shavelson 2015; Keller et al. 2014; Praetorius et al. 2016). Above and beyond teachers’ personality characteristics, each lesson may unfold with its specific interaction dynamics between teachers and their students. These dynamics may occur within a particular lesson as well as across lessons (Malmberg et al. 2013; Martin et al. 2015).
5.1 Gathering and handling highly frequent within-person and dyadic data

To better understand how teaching and student motivation unfold and interact in situ, it would not be sufficient to just collect summative verbalized judgments from both parties after each lesson or even only at the end of the semester. Instead, the data must reflect what happened during (within) the lessons. Starting with highly frequent measures is mandatory in such a situation, because post hoc aggregation across lessons, or even the whole semester, is possible, but the reverse does not work (Adolph et al. 2008). Following this line of reasoning, the data gathering design was as follows: Over the course of a semester (10 lessons; on Mondays), the teacher’s behavior was videotaped throughout each 90-minute lesson. In addition, students were prompted three times during each lesson to report their current motivation via smartphone or a paper-and-pencil questionnaire (see Appendix A, https://osf.io/bn629/). To obtain as much information as possible, and in order not to disrupt the entire class at the same point in time, students were divided into three subgroups. Each of these groups received prompts in line with varying signalling schedules, so that every nine minutes some students reported their momentary motivation. The resulting complete time series for each student thus contained 30 data points, with clusters of three within-lesson elements spaced by one week. In all, N = 155 students submitted reports. However, complete data sets were rare. Only 27 respondents provided reports during all ten lessons, 35 did so only in one out of 10 lessons. As a consequence, only a comparably small sample size was available to model changes from lesson to lesson. However, it was possible to use the complete sample to study within-lesson dynamics, but only under the theoretical premise that when the lesson occurred in the semester had no impact on teaching or student motivation. Such a theoretical consideration is mandatory before deciding which data should be used and how they should be analyzed.

Combining student reports with teacher behavior makes decision-making even more complicated. The 10 90-minute videos of the teacher were coded after each three-minute segment, resulting in 30 data points per lesson or 300 data points all in all. In sum, the number of teacher and student data points differs by a factor of 10, hence they are not synchronized. In the most favorable case of the 27 respondents with complete student data, it was possible to set up dyadic time series with 30 data points. However, designing this set up requires some decision-making: Should one aggregate the video codes occurring at the same interval as two adjacent ratings of each student? That does not sound very dynamic. Perhaps the better option would be to use the video code from the segment only in the three minutes before student ratings came in. That way it is possible to examine the link between each student’s momentary motivation and the teacher’s enthusiasm over the past couple of minutes. Another option would be to record teacher data to synchronize the 30 student data points with the teacher’s 300 data points. For example, one might theoretically assume that changes in the lecture contents would alter student motivation. Then one could check all the three-minute sequences between two student reports to see whether and how many of the changes occurred, record the respective time lags between occurrence and the following student report etc. before relating teacher and student data to each other.

It is now quite obvious that studying processes in situ is much more complicated than ordinary three-wave panel designs on outcomes. Due to the fact that theory usually gives
only little or no guidance regarding the details of micro-dynamic functioning, some basic exploratory steps are necessary before deciding which questions can and should be answered using which data and which portions of the sample. For instance, in the present case neither theory nor the available evidence provide any information about whether variability in student motivation is greater within or between lessons or about whether the ratio found in a sample applies to each person in the sample etc. When it comes to the teacher’s behavior, one first has to obtain evidence about continuity and fluctuations in several teaching parameters within and across lessons. In the case of robot-like behavior with only little variation, it would not be very promising to create a link to students’ motivation parameters. In sum, gaining an insight into the students’ and the teacher’s motivational and behavioral dynamics separately is a viable first step.

5.2 Within-person research questions

Using within-person intensive (highly frequent) data, it is possible to address novel research questions (RQs) that remain unanswered in conventional panel studies. This section presents three RQs for the MOMO study and outlines potential strategies and tools for data analysis. For the second and third RQ we discuss these strategies on a more general level with regard to the MOMO data, because at the time of writing coding of the teacher video data was still ongoing and the student self-report data did not fulfill the requirements for these types of analyses. In order to nevertheless be able to give some concrete examples, we review findings from other studies that examine similar RQs.

**RQ 1: How much do student motivation and teacher behavior fluctuate from moment to moment?**

There are different approaches to examining intraindividual variability in intensive data. In the present study we employed (conventional) *multilevel modelling* to assess students’ motivational variability. Appendix B (https://osf.io/bn629/) shows how the raw data need to be organized to that end. This procedure allows situational variability to be examined via the computation of intra-class correlations (ICCs) by decomposing the total variance in the data set ($y_{it}$ – score of individual $i$ at time point $t$) into within-person ($y_{1it}$) and between-person components ($y_{2i}$):

$$ y_{it} = y_{1it} + y_{2i}. $$

The ICC is then defined as the proportion of between-person variance ($y_{2i}$) in relation to the total variance ($y_{1it} + y_{2i}$). It is also possible to split the within-person variance $y_{1it}$ into several components. In the MOMO data, there was intra-individual fluctuation in motivational beliefs on two within-person levels: From lesson to lesson (about 20–30% of the total variance) and even within lessons (about 25–50% of the variance; Dietrich et al. 2017).

In the multilevel context we can also test whether students differ from one another in how much their motivation fluctuates “from one instance to the next,” for example using the mean square successive difference (MSSD, see, e.g., Malmberg et al. 2016). To calculate the MSSD in the present data, lagged (t-1) versions of the motivation variables needed to be added to the data set (see Appendix B). As an example, we used the original and the lagged variables of situational interest (“I am interested in these contents”) and competence beliefs (“I understand these contents”) in a multilevel model with individual
learning data (within-person level) nested under students (between-person level). We calculated and added the MSSD of both variables on the student level (see Appendix C, https://osf.io/br629/ for an example of input using Mplus software). We found between-person differences in the temporal variability of both motivation variables, which indicates that some students’ motivation fluctuated more than others’ (situational interest: variance(MSSD) = .267, p = .043; competence beliefs: variance(MSSD) = .103, p < .001). It should be noted that the coefficients reported thus far (ICCs and variances of MSSDs) are still between-person statistics, as they pertain to the sample as a whole.

So far, the MOMO data have only been analyzed using conventional multilevel modelling. One advantage of conducting a conventional multilevel analysis of intensive data is that relatively short time series can be analyzed (this also applies to other models like the STARTS model, see Respondek/Seufert/Nett 2019 for an application). Hence, data from all 155 students could be used. This, however, comes at the cost of imposing some restrictions: The model follows a top-down approach, i.e., it makes the sample the primary unit of analysis, it is stationary as it presumes stability in covariance patterns over time, and consequently says nothing about the temporal dynamics in the data. In the following we outline some potential RQs and related analysis options that will address some of these limitations.

**RQ 2: What temporal dependencies exist from one moment to the next?**

When investigating processes in situ, *time series analysis* explicitly places the focus on the temporal nature of the data. One viable statistical tool is the vector autoregressive (VAR) model (for a recent application, see Bringmann et al. 2018), which can be viewed as within-person versions of stationary cross-lagged panel models based on highly frequent data. VAR models can be applied to individuals (“Does the teacher’s enthusiasm relate to her subsequent instructional clarity?”). Furthermore, by treating regression coefficients as random parameters they also account for between-person differences in intrapersonal covariation patterns in a sample (“Does Paul’s/Lisa’s/. . /Barbara’s interest at the beginning of the lesson relate to his/her subsequent effort in a different fashion?”). It could be the case that there is only a strong relationship between situational interest and effort for some students. There are multiple ways to approach these kinds of questions, for example via multilevel time series modelling (sometimes termed multilevel VAR modelling or dynamic multilevel modelling) and dynamic structural equation modelling, as recently implemented in Mplus (see Hamaker et al. 2018).

Alternatively, one can pursue a bottom-up approach that can be accomplished, for example, by using the R package GIMME (Beltz et al. 2016; Lane et al. 2019). In this case a separate model is fitted for each individual in a sample. In a further step, an algorithm searches for similarities between individuals. This procedure is exploratory and may even be able to detect a maximum of heterogeneity in individual functioning. Therefore, this approach is particularly useful whenever the assumption of nomothetic processes is not theoretically warranted, as is generally the case in our MOMO study.

Autoregressive models may, of course, include several factors that interact across time. For example, the holistic process of “how the teacher teaches” is comprised of multiple elements, for example the clarity of explanations, reference to students’ everyday life, visible enthusiasm etc. If the interrelations are deemed stationary, their analysis forms the core of the network approach (Bringmann et al. 2016; Bringmann/Eronen 2018; Ferrer 2016). In this framework, a complex system of interacting factors or behaviors is analyzed using time series models and visualized via nodes (dots) and links (see
Appendix D, https://osf.io/bn629/). As is obvious in Appendix D, this approach assumes a stationary pattern of synchronous or lagged connections. Because time series analysis is basically an ideographic technique, it is well-suited for analyzing our single-person video data in the MOMO study. As outlined above, combining teacher’s video and students’ verbal data into one model would have shrunk the sample to \( N = 27 \) and would require a meaningful rationale for synchronizing the different time scales and intervals at which these data were collected. In any case, intraintividual lagged regression coefficients among the different psychological or behavioral factors are the parameters of interest, such as the effect of teacher enthusiasm at time \( t-1 \) on clarity at time \( t \). Put in simple terms, this within-person lagged regression could be stated as:

\[
y_{it} = \beta_{0i} + \beta_{i} \cdot x_{it-1} + e_{it}.
\]

Imagining having several teachers in a sample, the clarity \( y_{it} \) of teacher \( i \) at time point \( t \) is then predicted by that teacher’s previous enthusiasm \( x_{it-1} \) with a regression coefficient \( \beta_{i} \) that may vary between teachers and a residual \( e_{it} \) that is specific both to the teacher \( i \) and the time point \( t \). Here, the \( \beta \) is a random coefficient that can be predicted by other between-person variables, meaning that the strength of this regression could be predicted by some personality characteristics. Because of the above-mentioned limitations of our MOMO data, we cannot (yet) report any findings from this study. Instead, in the following we review another empirical study to exemplify how the RQs about stationary temporal dependencies could be analyzed.

An example that applies the network approach and stationary VAR modelling is a study by Aalbers and colleagues (Aalbers et al. 2018). The researchers were interested in the processes through which social media use might trigger depression symptoms in 20-year-old university students. \( N = 125 \) participants responded to a 12-item questionnaire on their smartphones seven times per day for 14 consecutive days (maximum number of time points \( T = 98 \)). Participants were asked to report on each occasion (0 = not at all; 100 = very much) whether they had used social media actively (posting, commenting, chatting etc.) or passively in the past two hours (scrolling through newsfeeds, looking at photos etc.). In addition, they reported on current depression symptoms (e.g., inferiority, concentration problems, loneliness) and current perceived stress. Aalbers et al. (2018) used the R package mlVAR (Epskamp et al. 2018) to estimate a multilevel VAR model (R syntax published in the online supplement to their article). In these models, all variables at time point \( t \) were regressed on all other variables at this time point (synchronous relationships) and on all variables at \( t-1 \) (cross-lagged relationships) on the within-person level. On the between-person level, partial correlations between the random intercepts were estimated, i.e., the correlations among the person-specific means of each variable across all time points. The findings showed that, in contrast to what the authors had predicted, passive social media use preceded neither increased depression symptoms nor stress. Rather, students who felt fatigue and loneliness tended to consume social media a few hours later. However, more intense social media use did co-occur with some symptoms of depression such as concentration problems. Together, these findings point toward the issue of the time interval needed to capture a certain temporal process in operation (see Voelkle et al. 2018).

RQ 3: Do lagged interrelations change over time?

As mentioned in the introduction, studying learning processes or development in general is not only a matter of changing score levels but also includes changing relationships be-
between scores. In short, this means giving preference to analysis tools that can account for non-stationarity. In the MOMO study related RQs would be “Are teacher characteristics more variable at the beginning of the semester (technically, small autoregressions) and do they stabilize toward the end of the semester (higher autoregressions) when the teacher knows the students better?” In the bivariate case, one may ask “Does the connection between expectations and values converge over time?” Conventional multilevel modelling or VAR models are not sufficient to answer these questions, even if they occasionally carry the label “dynamic” (see above). They match theory and data whenever a system in equilibrium is at stake. In the terminology of dynamic systems, this situation reflects so-called attractor states, i.e., stable patterns of connections between system elements that continuously recur in certain situations and exert a high degree of inertia. Prominent behavioral examples are scripts people apply when approaching a stranger in a bar and family rituals. An illustrative example of the emergence of a dyadic mother–child attractor with regard to coercive behavior is provided by Granic and Patterson (2006). A repetitive script of the mother’s nagging, the child’s opposition, escalation, and, ultimately, the mother’s withdrawal establishes a child’s aggressive behavior in the long run.

When it comes to process dynamics with variable networks that change across time, individual-based non-stationary (lagged) regression models are what are needed. The requisite statistical models and software packages are currently being developed and made accessible to applied researchers. Currently available methods are mainly suitable for analyzing N = 1 data, but it seems that it will only be a matter of time before sample-based analysis tools are available. In any case, non-stationary models need many time points (preferably > 100) in order to yield robust estimates (Bringmann et al. 2018). In the present case of our MOMO study, this would only apply to the teacher’s video data with its 300 measurement points. Therefore, we would again direct readers’ attention to other research examples.

One early application of non-stationary models in psychology was presented by Molenaar et al. (2009), who analyzed the changing dynamics of conversations between fathers and their adolescent stepsons in two parent–child dyads. Most recently, Bringmann et al. (2018) presented an empirical example of a time-varying vector autoregressive (TV-VAR) model of the interplay between two partners’ positive affect. For each day over a period of 91 consecutive days, the partners reported to what extent they had experienced positive emotions on a 10-item scale (e.g., interested, enthusiastic, active; 1 = very slightly or not at all to 5 = extremely). Bringmann et al. (2018) were not only interested in the degree to which an individual’s positive affect depended on that person’s own affect on the previous day (autoregression) and on their partner’s affect (cross-lagged regression), they also wanted to test whether these relationships changed over the three-month study, i.e., whether these relationships were time-varying. The within-person regressions of the partners could be stated as:

\[
y_{\text{woman},t} = \beta_{\text{woman}0,t} + \beta_{\text{woman}1,t} * y_{\text{woman},t-1} + \beta_{\text{woman}2,t} * y_{\text{man},t-1} + \epsilon_{\text{woman},t}
\]

\[
y_{\text{man},t} = \beta_{\text{man}0,t} + \beta_{\text{man}1,t} * y_{\text{woman},t-1} + \beta_{\text{man}2,t} * y_{\text{man},t-1} + \epsilon_{\text{man},t}.
\]

That means, for example, that the positive affect of the woman at time point \(t\) \((y_{\text{woman},t})\) depends on her intercept \((\beta_{\text{woman}0,t})\), her own previous positive affect \((y_{\text{woman},t-1})\) and her partner’s previous positive affect \((y_{\text{man},t-1})\). All parameters, including the lagged \(\beta\) s, were allowed to vary over time points \(t\), which reflects non-stationarity. Note that the subscript \(i\) is missing in the equations because only individuals not a sample were analyzed. Bring-
mann et al. (2018) estimated a series of both time-invariant (stationary) and time-varying (non-stationary) VAR models using the R package “mgcv” (Wood 2006; R syntax published in the Appendix in Bringmann et al. 2018). They found that the woman’s positive affect neither depended on her own nor on her partner’s previous affect, whereas the man’s positive affect spilled over from one day to the next (positive autoregression). However, this effect was invariant over time. In contrast, the man’s affect was also predicted by his partner’s affect the previous day (negative cross-lagged effect $\beta_{\text{man},t-1,y\text{woman},t}$), but this effect appeared only in a later phase of the time series. This multifaceted picture illustrates the dynamics in the interplay between two partners’ emotions.

6 A checklist for conducting within-person studies

In this final section we would like to summarize the key points of our discussion in a checklist (see Figure 3) for researchers interested in studying change processes and development. We would like to suggest that readers consider the following questions.

*Figure 3: Checklist for conducting within-person process and developmental studies*
Step 1: Are you interested in outcomes or processes?
If your research interest is in testing assumptions about outcomes of change and groups of individuals, it is appropriate to think in terms of between-person variability and collect data in a conventional longitudinal design. Based on these data, one can successfully apply sample-based longitudinal models as described in the first part of this paper. These models provide valuable information about variable connections between long-term outcome measures, but without explicitly considering the short-term dynamics that lead to these outcomes. Focusing on mean level development, the entire toolbox of latent growth curve modeling can be used. All these models can be considered part of a top-down strategy because the starting point for modeling is basically the sample. By contrast, if the focus is on dynamic microprocesses within the person, a bottom-up strategy with highly frequent data and analyses of single cases are definitely preferable. A similar distinction can be found in Voelkle et al. (2018).

Step 2: Are you interested in stable patterns or dynamic processes?
Given that your RQs concern microprocesses, the decision to adopt a stationary or a non-stationary model has important implications for your study design as well as statistical tools at a later stage, as has already been mentioned. In both cases, intensive short-term longitudinal data are needed. For stationary models, Schultzberg and Muthén (2018, p. 512-513) give sample size recommendations for VAR models that show that a large participant N can compensate for a smaller number of time points T. For example, for a model in which between-person differences in within-person autoregressions are predicted by a person-level variable, the authors recommend different combinations of N and T, such as N = 100/T = 25 and N = 50/T = 100. Considerably more measurement points are needed for assumed non-stationary processes (Bringmann et al. 2018). The latter may in certain cases not be compatible with diary studies or questionnaire answers prompted via smartphone. One hundred and more assessments within a short period of time may place an undue burden on the respondent, undermine motivation, lead to imprecise or even random answers, and increase the number of missing values. Videotaped behavioral sequences with individuals, dyads, and groups, however, can be sliced into as many segments as possible as long as these slices are theoretically meaningful. In any case, one has to carefully consider the time scale along which data are generated. Depending on the theoretical background, the time span can vary between second-to-second, daily, and weekly assessments. Bolger and Laurenceau (2013) offer a practical guide to planning and conducting intensive longitudinal studies.

Step 3: Which statistical strategy fits your intensive data?
Depending on the level of elaboration and precision of your theory, the choice is between an a priori defined model and a more explorative strategy aimed at refining the theory, filling existing gaps, and explaining formerly puzzling and even contradictory findings. In the present example of our MOMO study, we presented potential examples of how to match RQs and statistical methods. While the focus was on multilevel and VAR modeling, other more exploratory tools could be applied in situations with only little theoretical guidance. As briefly mentioned above, identifying people’s recurring behavioral patterns (attractor states) could be the main focus of the study. When it comes to observing such patterns, one data gathering tool that is often used in the clinical realm is the state space grid (SSG; Granic et al. 2007; Granic/Patterson 2006; see Hollenstein 2007 for an introduction to the SSG method, and Appendix E, https://osf.io/bn629/ for an example). In the
applications in Granic at al. 2007 the emotional quality of videotaped dyadic interactions was rated at certain time intervals on a chessboard-like grid with the axes referring to the two interaction partners. Methods for detecting recurring connection networks of quantified variables are described by Ferrer (2016).

Once the more explorative methods have helped to gain an insight into the complex structure of highly frequent process data one may feel encouraged to turn to theory-guided modeling on a refined theoretical basis. This entire line of reasoning is based on the insight that when it comes to short-term learning, adaptation, and ultimately life-span development one can neither expect that every person functions the same way (homogeneity assumption) nor that processes are time-invariant like the mechanics of a clock (stationarity assumption), as Molenaar (2004) has convincingly argued. A viable initial and always useful step is to look thoroughly at the raw data, to explore them, and plot them, where relevant, to get a clear picture of their characteristics. The QuantDev research group offers R scripts and tutorials for preparing, graphing, and analyzing intensive data (https://quantdev.ssri.psu.edu/resources/intensive-longitudinal-data-analysis-experience-sampling-and-ema-data).

7 Conclusion

Methods for analyzing within-person intensive longitudinal data are currently on the increase, and they are gradually becoming more user-friendly for applied researchers. Against this backdrop, researchers who are interested in processes now have the possibility to really study processes and collect the appropriate data. Of course, this comes at a price because it is a very time-consuming endeavor, one needs to get acquainted with new analysis tools beyond the well-known SPSS toolbox, and immediate gratification in the form of publications based on quickly sampled cross-sectional data is an illusion. However, the most valuable gratification in relation to these new possibilities is the advancement of our theories and the discipline as a whole. Turning from mere linear prediction to understanding the processes of development, ranging from studying successfully to emotion regulation to the formation of personality, to name only a few examples, will help us to better understand and explain individual human psychological functioning. This route starts with “fidelity to the phenomena” (Freeman 2007) to be shown in our research endeavors, and may ultimately lead to fidelity to our initial aspirations when we started out as psychologists.

References


Dietrich, J./Viljaranta, J./Moeller, J./Kracke, B. (2017): Situational expectancies and task values: Associations with students’ effort. Learning and Instruction, 47, pp. 53-64. https://doi.org/10.1016/j.learninstruc.2016.10.009


