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# Chasing Hard-to-Get Cases in Panel Surveys: Is it Worth it? 

Nicole Watson \& Mark Wooden<br>Melbourne Institute of Applied Economic and Social Research, University of Melbourne


#### Abstract

In many population surveys, fieldwork effort tends to be disproportionately concentrated on a relatively small proportion of hard-to-get cases. This article examines whether this effort is justified within a panel survey setting. It considers three questions: (i) are hard-to-get cases that are interviewed different from other interviewed cases? (ii) do cases that require a lot of effort in one survey wave require a lot of effort in all waves? and (iii) can easy-to-get cases be re-weighted to eliminate biases arising from not interviewing hard-to-get cases? Using data from a large nationally representative household panel survey, we find that hard-to-get cases are distinctly different from easy-to-get cases, suggesting that failure to obtain interviews with them would likely introduce biases into the sample. Further, being hard-to-get is mostly not a persistent state, meaning these high cost cases are not high cost every year. Simulations confirm that removing hard-to-get cases introduces biases, and these biases lead to an understatement of the extent of change experienced by the population. However, we also find that under one of five fieldwork curtailment strategies considered, the bias in population estimates that would arise if the hard-to-get cases were not pursued can be corrected by applying weights. Nevertheless, this conclusion only applies to the curtailment strategy involving the smallest decline in sample size. Biases associated with curtailment strategies involving larger sample size reductions, and hence greatest cost savings, are not so easily corrected.
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The return to additional survey fieldwork effort, as measured by additional survey respondents, invariably declines with the rate of response. Obtaining very high response rates to population surveys thus typically requires concentrating fieldwork effort, especially towards the end of the fieldwork period, on a relatively small proportion of cases who are hard-to-get. But is the extra effort and cost spent on achieving high response rates justified?

Most previous research on the fieldwork effort involved in following up hard-to-get cases has been undertaken within the context of cross-sectional surveys (e.g., Billiet et al., 2007; Fitzgerald \& Fuller, 1982; Hall et al., 2013; Heerwegh et al., 2007; Lin \& Schaeffer, 1995; Lynn et al., 2002; Stoop, 2005). In these studies, the analysis usually revolves around a comparison of the characteristics of two groups of respondents: those defined as 'hard-to-get' and the remainder. This, of course, ignores the group that objectively are the hardest to get - the non-responders reflecting the fact that often little is known about non-respondents in cross-section surveys. Of course, some limited information about non-respondents can be garnered from frame characteristics (Etter \& Perneger, 1997), though the range of variables available is usually quite limited, or from non-response follow-up studies that investigate the reasons for non-response (Stoop, 2005, pp. 146-156), though these studies also suffer from non-response issues. In contrast, a large amount is usually known about panel survey respondents who subsequently do not respond in a later wave. As a result, considerable research has been undertaken into the causes and consequences of panel attrition (for example, Behr et al., 2005; Lepkowski \& Couper, 2002; Lugtig et al., 2014; Watson \& Wooden, 2009). Panel surveys also provide a rich setting for examining the effectiveness of fieldwork effort in following up hard-to-get cases each wave. Previous studies on this issue that have involved panel survey data, however, have mostly focused on identifying hard-toget cases in just one survey wave (e.g., Haring et al., 2009; Larroque et al., 1999; Ullman \& Newcomb, 1998). This is surprising given the ramifications for pursuing
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or not pursuing cases extend well beyond a single wave. In this article, we examine whether the fieldwork effort devoted to obtaining hard-to-get interviews across six annual survey waves is justified.

Another feature of previous research using either cross-sectional or panel data is the wide variation across studies in how a 'hard-to-get' case is defined. The most common types of definitions employed include any case that: requires a large number of number of visits or calls (Cottler et al., 1987; Hall et al., 2013; Heerwegh et al., 2007; Kennickell, 2000; Lin \& Schaeffer, 1995; Lynn et al., 2002; Yan et al., 2004); has refused earlier in the fieldwork period (Billiet et al., 2007; Hall et al., 2013; Fitzgerald \& Fuller, 1982; Lin \& Schaeffer, 1995; Lynn et al., 2002; Woodruff et al., 2000; Yan et al., 2004); or was interviewed late in the fieldwork period (Etter \& Perneger, 1997; Haring et al., 2009; Kennickell, 2000; Lahaut et al., 2003; Larroque et al., 1999; Studer et al., 2013; Ullman \& Newcomb, 1998; Yan et al., 2004).

Most studies find that hard-to-get cases are different from easy-to-get cases. These differences extend from socio-demographic variables such as age (Cottler et al., 1987; Hall et al., 2013; Kennickell, 2000; Larroque et al., 1999), sex (Cottler et al., 1987), race (Cottler et al., 1987; Hall et al., 2013), and education (Cottler et al., 1987; Etter \& Perneger, 1997; Kennickell, 2000; Larroque et al., 1999), to more substantive variables such as employment (Hall et al., 2013), occupation (Larroque et al., 1999), income (Etter \& Perneger, 1997; Kennickell, 2000), wealth (Kennickell, 2000), smoking (Woodruff et al., 2000), substance use (Studer et al., 2013), and physical health (Etter \& Perneger, 1997). Obtaining interviews with these hard-to-get cases is expected to reduce biases in survey estimates. How important this reduction in bias is, however, depends on how similar the interviewed hard-to-get cases are to the non-respondents.

For longitudinal surveys, decisions about how much effort to devote to pursuing hard-to-get cases should be influenced, at least in part, by expectations about the likelihood of retaining such sample members in subsequent waves. Being a hard-to-get respondent in one wave, for example, has been found to be predictive of attrition in the next (Haring et al., 2009; Watson \& Wooden, 2009). More generally, does the extra effort (and cost) required to interview the hard-to-get cases fall persistently on the same cases from wave to wave? As far as we are aware, this is an issue not considered in any previous research.

Further, and perhaps most importantly, relatively few studies have tested in a simulation setting whether re-weighting the easy-to-get cases can reduce the potential biases introduced from not pursuing interviews with the hard-to-get cases. And those studies that have been conducted (e.g., Billiet et al., 2007; Hall et al., 2013) have used cross-sectional data.

This article uses the Household, Income and Labour Dynamics in Australia (HILDA) Survey, a household-based panel study, to examine three related questions.

1. Are hard-to-get cases that are ultimately interviewed different from other interviewed cases?
2. Do cases that require a lot of effort in one survey wave require a lot of effort in all waves?
3. Can easy-to-get cases be re-weighted to eliminate biases potentially arising from not interviewing hard-to-get cases?

We build on previous research in a number of ways. First, we define hard-to-get cases in five different ways and so can assess how sensitive conclusions are to the choice of measure. Second, we analyze the extent to which being hard-to-get is a state that persists over time. Third, we examine whether the biases that may result if fieldwork is curtailed over an extended period (six annual survey waves) can be eliminated by re-weighting the remaining (i.e., easy-to-get) cases.

## Data

The HILDA Survey is a panel that began in 2001 with a three-stage stratified clustered nationally representative sample of households (Watson \& Wooden, 2012). There were 19,914 people living in the 7682 responding households in wave 1 . These people are followed over time and the sample is extended to include all people living with these original sample members at the time of the subsequent interviews. Interviews are conducted annually with all sample members aged 15 years or older. The vast majority (over 90 percent) of these interviews are undertaken face-to-face, with the remainder by telephone.

The initial responding sample was achieved from a total of 11,693 households identified as in-scope, giving a wave 1 household-level response rate of 66 percent (AAPOR RR1). Annual re-interview rates of individuals are high, rising from 87 percent in wave 2 to over 94 percent by wave 5, and remaining above that level in all subsequent waves.

Within each wave of fieldwork there are three distinct phases, with each successive phase increasingly focusing on sample members that are hardest to locate, contact and interview. The initial fieldwork phase is concentrated in August to September. Non-responding and partially responding households are reviewed and reissued for follow-up fieldwork in the next phase (October to December). The third fieldwork phase (in January to February) is used to contact households that were difficult to trace or where it is believed further contact attempts may be successful.

## Methods

## Defining Hard-to-Get Cases

We examine a range of different definitions of 'hard-to-get', based on the length of time since commencement of fieldwork, whether an initial refusal was received, and the number of calls made. The most natural delineations of time for the HILDA Survey are the fieldwork stages described earlier, with the survey manager deciding at the end of the first and second fieldwork stages who among the non-respondents should be re-approached. The two time-based definitions of hard-to-get cases used here are:

- Definition A: The individual was interviewed during a follow-up stage of fieldwork.
- Definition B: The interview was completed after the New Year.
- Alternatively, the survey manager may choose not to re-issue to field anyone who initially refused. This suggests a third definition:
- Definition C: The individual initially refused before being interviewed.

Finally, we create binary variables based on the number of calls exceeding some threshold. A call is counted if it was a face-to-face visit or if it was a telephone call that resulted in an appointment, an interview, or other information to finalize the outcome of an individual. From 2009 (wave 9), a change from pen-and-paper interviewing to computer-assisted personal interviewing facilitated the collection of detailed call records. Using these records, we can determine the number of calls made to the household before a particular individual is interviewed. The distribution of these calls, based on data pooled from waves 9 to 14, is shown in Figure 1. For this analysis, we focus on two specific thresholds - 7 or more calls, and 13 or more calls required to obtain an interview. Obviously, a number of different thresholds could have been selected due to the greater granularity of call-based measures compared to those used in the first three definitions. The choice of the particular thresholds used here reflects the operational requirements imposed on the company engaged to undertake the fieldwork for the HILDA Survey. Specifically, an interviewer must make at least six calls to a household in a particular fieldwork period before they can return the household to the office with an inconclusive outcome (such as a non-contact), and then up to a further 6 calls after making contact to interview sample members. This provides two further definitions.

- Definition D: 7 or more calls were made to the household by the time the individual was interviewed.
- Definition E: 13 or more calls were made to the household by the time the individual was interviewed.

Figure 1 Distribution of calls made before interviewing sample member, waves 9 to 14 combined


Figure 2 Percentage of Interviewed Cases That Were 'Hard-to-Get', by Wave


Figure 2 shows the proportion of interviews that were hard-to-get according to each of these five definitions, and how this has varied over time. Approximately 10 percent of interviews required a follow-up period of fieldwork to achieve the interview (definition A); though there is a noticeable decline in this proportion in later waves (waves 11 to 14). Only about half of these follow-up cases were due to an initial refusal (definition C) in the early waves, but this rises to around 70 percent in waves 9 to 14. This shift coincides with a change in fieldwork provider, which occurred
after wave 8 , suggesting either a change in re-issuing practice or a greater ability on the part of the new provider to convert initial refusals to interviews. The proportion of cases interviewed after the New Year (definition B) each wave is relatively small (2 to 4 percent) and varies somewhat wave to wave. The proportion of cases defined as hard-to-get when using call counts varies substantially depending on the particular call threshold applied. Using a cut-off of 7 or more calls to define a hard-to-get case (definition D) results in 9 to 13 percent of the interviewed cases being classified as hard-to-get. When the higher cut-off of 13 or more calls is used (definition E), the proportion of interviewed cases defined as hard-to-get declines to just 1 to 2 percent.

## Assessing the Impact of Pursuing Hard-to-Get Cases

Multinomial logistic models of the three interview outcomes at wave $t$-easy-to-get interview, hard-to-get interview, and not interviewed - are used to assess whether the hard-to-get cases are appreciably different from the easy-to-get cases (research question 1). We include a range of personal and household characteristics, all measured at wave $t-1$, that are often found to be associated with non-response (see Watson \& Wooden, 2009). These include: age (in 10-year bands), sex, marital status (6 categories), number of adults living in the household, number of children (aged less than 15) living in the household, education level (6 categories), country / region of birth ( 3 categories), whether the sample member has a restrictive long-term health condition, area of residence ( 9 categories), employment status ( 6 categories), real equivalized (i.e., household size adjusted) gross annual (financial year) household income (with missing values imputed; see Hayes \& Watson, 2009), whether an owner-occupier of a home, whether the household moved between waves $t-1$ and $t$, and a set of wave indicators.

Missing data on covariates resulted in the loss of just 520 observations ( 0.7 percent) from the models employing the first three definitions of hard-to-get, leaving a total of 77,315 person-wave observations. For the last two hard-to-get definitions, a further 54 person-wave observations were dropped due to missing call record information. To allow repeated observations on the same individuals, the multinomial logistic models are fitted as two-level hierarchical models where level 1 is the wave observation and level 2 is the individual. Two random effects, which were allowed to be correlated, were assumed for the different interview outcomes.

To assess whether individuals are hard-to-get repeatedly over time simply because of their particular socio-demographic characteristics (research question 2), we rerun the above set of multinomial logit models and include an indicator variable for whether the individual was hard-to-get in wave $t-1$.

Finally, we test whether excluding the hard-to-get cases materially affects key estimates from the study (research question 3). We examine whether the different
sample curtailment strategies are associated with significant differences in selected personal and household characteristics, and assess whether these differences can be eliminated through the application of survey weights constructed for the reduced sample under each of the five curtailment strategies that only contains the easy-to-get cases. We then similarly test for differences in responses to 15 selected estimates of change over time. The weights used relate to a "balanced" panel of respondents from wave 1 to 14 where the hard-to-get cases have been dropped from wave 9 onwards. The balanced panel weights were constructed by adjusting the wave 1 cross-sectional weights for attrition from wave 1 to wave 14 (by multiplying by the inverse of the response propensity that is modelled on a range of wave 1 socioeconomic characteristics and some post-wave 1 mobility information where available). The weights are then calibrated to a set of external wave 1 totals. This follows the same methodology employed to construct the regular HILDA Survey weights (Watson, 2012). Standard errors of the difference between the full sample and the truncated sample (i.e., after excluding the hard-to-get cases) for each definition of hard-to-get, were calculated using jackknife estimation with 45 replicates.

To ensure that all definitions are examined across the same timeframe, all analyses that follow are restricted to the outcomes observed in waves 9 to 14 .

## Results

## Are the Hard-to-Get Cases Different From Other Cases?

The coefficients from the estimation of multinomial logit regression models with random effects predicting interview outcomes are shown in Table 1. Separate estimates are provided for each of the five definitions of hard-to-get.

Regardless of the definition used, the hard-to-get group is distinctly different from both the easy-to-get and the non-respondents. Compared to easy-to-get respondents, hard-to-get respondents tend to be younger, single, live in a household with three or more adults, less educated, born in a non-English-speaking country, have higher incomes, not have a restrictive long-term health condition and live in households that have moved. The likelihood of being a hard-to-get case also increases with household income (though at a declining rate) and hours worked. Non-respondents when compared to easy-to-get cases, tend to be relatively young, live in larger households, have not completed high school and likely to live in households that have moved since the previous interview.
Table 1 Multinomial Logit of Interview Outcome, with Random Effects: waves 9 to 14

| Characteristics from interview in wave $t-1$ | A: Follow-up stage |  | B: Post New Year |  | C: Initial refuser |  | D: 7+ calls to interview |  | E: $13+$ calls to interview |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Hard | Non-resp | Hard | Non-resp | Hard | Non-resp | Hard | Non-resp | Hard | Non-resp |
| Age group (base $=15-24$ ) |  |  |  |  |  |  |  |  |  |  |
| 25-34 | -0.056 | -0.087 | -0.044 | -0.096 | -0.034 | -0.084 | 0.035 | -0.085 | 0.017 | -0.101 |
| 35-44 | -0.052 | -0.003 | -0.183 | -0.030 | -0.050 | -0.007 | -0.027 | -0.017 | 0.014 | -0.009 |
| 45-54 | -0.117 | -0.312** | -0.250* | -0.333** | -0.195* | -0.331** | -0.094 | -0.340** | 0.094 | -0.334** |
| 55-64 | -0.279** | -0.809** | -0.487** | -0.830** | -0.494** | -0.841** | -0.430** | -0.899** | -0.373 | -0.840** |
| 65+ | -0.303** | -0.254\# | -0.304\# | -0.220 | -0.563** | -0.288\# | -0.734** | -0.333* | -0.382 | -0.243\# |
| Female | 0.019 | 0.025 | 0.071 | 0.035 | 0.071 | 0.028 | -0.043 | 0.025 | -0.070 | 0.030 |
| Marital status (base $=$ married) |  |  |  |  |  |  |  |  |  |  |
| De facto | 0.091 | 0.142 | 0.185\# | 0.145 | -0.013 | 0.130 | 0.209** | 0.152\# | 0.316* | 0.110 |
| Separated | 0.092 | 0.091 | 0.381* | 0.113 | 0.042 | 0.062 | 0.259* | 0.152 | 0.391 | 0.149 |
| Divorced | -0.142 | 0.003 | 0.109 | 0.040 | -0.227* | -0.021 | 0.168\# | 0.070 | 0.511* | 0.047 |
| Widowed | -0.160 | 0.410* | 0.059 | 0.401* | -0.118 | 0.410* | 0.223\# | 0.522** | -0.210 | 0.447** |
| Never married \& not living with partner | 0.247** | 0.347** | 0.404** | 0.327** | 0.042 | 0.300** | 0.361** | 0.369** | 0.721** | 0.298** |
| Number of adults (base $=1$ adult ) |  |  |  |  |  |  |  |  |  |  |
| 2 adults | 0.099 | 0.118 | 0.106 | 0.114 | 0.037 | 0.111 | 0.247** | 0.161 | 0.188 | 0.101 |
| 3 adults | 0.227** | 0.174\# | 0.285* | 0.173\# | 0.207* | 0.160 | 0.505** | 0.242* | 0.622** | 0.165 |
| 4 or more adults | 0.150\# | 0.217\# | 0.325** | 0.243* | 0.146\# | 0.211\# | 0.716** | 0.337** | 0.724** | 0.213\# |
| Number of children ( base $=0$ children) |  |  |  |  |  |  |  |  |  |  |
| 1 child | -0.036 | -0.093 | -0.060 | -0.097 | 0.023 | -0.090 | 0.024 | -0.108 | 0.203 | -0.095 |
| 2 children | -0.022 | -0.178\# | -0.092 | -0.197* | 0.096 | -0.155 | -0.023 | -0.215* | 0.213 | -0.193* |
| 3 or more children | -0.016 | -0.355** | -0.009 | -0.315* | 0.041 | -0.339* | 0.037 | -0.382** | 0.497** | -0.331* |

Table 1 continued

| Characteristics from interview in wave $t-1$ | A: Follow-up stage |  | B: Post New Year |  | C: Initial refuser |  | D: 7+ calls to interview |  | E: $13+$ calls to interview |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Hard | Non-resp | Hard | Non-resp | Hard | Non-resp | Hard | Non-resp | Hard | Non-resp |
| Highest level of education (base=Year 11 or below) |  |  |  |  |  |  |  |  |  |  |
| Year 12 | 0.103\# | -0.134 | -0.036 | -0.176* | 0.025 | -0.144 | 0.078 | -0.153\# | -0.124 | -0.173* |
| Cert III or IV | 0.083 | -0.072 | 0.094 | -0.085 | 0.039 | -0.077 | 0.120* | -0.062 | -0.136 | -0.096 |
| Diploma | 0.025 | -0.268* | -0.163 | -0.311* | -0.051 | -0.291* | 0.048 | -0.260* | 0.079 | -0.275* |
| Graduate | -0.154* | -0.449** | -0.290* | $-0.491 * *$ | -0.375** | -0.492** | -0.127* | -0.435** | -0.464** | -0.457** |
| Post graduate | -0.182* | -0.625** | -0.226\# | -0.640** | -0.365** | -0.659** | -0.220** | -0.629** | -0.411* | -0.606** |
| Country of birth (base=Australia) |  |  |  |  |  |  |  |  |  |  |
| Main English-speaking country | -0.034 | -0.130 | -0.130 | -0.152 | -0.143 | -0.157 | -0.017 | -0.140 | -0.034 | -0.143 |
| Not main English-speaking country | 0.416** | 0.377** | 0.432** | 0.350** | 0.271** | 0.338** | 0.431** | 0.382** | 0.537** | 0.305** |
| Long term health condition | -0.114* | -0.010 | -0.269** | -0.009 | -0.139** | -0.023 | -0.127** | -0.015 | -0.215\# | -0.011 |
| Area of residence (base=Major city: Sydney) |  |  |  |  |  |  |  |  |  |  |
| Major city: Melbourne | -0.164* | -0.187\# | -0.257* | -0.170 | -0.168* | -0.185\# | -0.131* | -0.197\# | -0.305* | -0.169\# |
| Major city: Brisbane | -0.086 | -0.161 | -0.204 | -0.160 | -0.185\# | -0.187 | -0.667** | -0.277* | -1.105** | -0.179 |
| Major city: Adelaide | -0.062 | -0.082 | -0.197 | -0.095 | -0.186\# | -0.099 | -0.521** | -0.175 | -1.563** | -0.121 |
| Major city: Perth | -0.108 | 0.072 | -0.215 | 0.071 | -0.271* | 0.022 | -0.296** | 0.016 | -0.527** | 0.058 |
| Major city: other | -0.423** | -0.478** | -0.416** | -0.470** | -0.545** | -0.487** | -0.855** | -0.580** | -1.134** | -0.459** |
| Inner regional | -0.048 | -0.109 | -0.326** | -0.137 | -0.165* | -0.131 | -0.680** | -0.250** | -1.041** | -0.151 |
| Outer regional | 0.182* | 0.301** | 0.202\# | 0.264* | 0.026 | 0.270* | -0.722** | 0.131 | -0.727** | 0.262* |
| Remote | 0.629** | 0.686** | 1.004** | 0.699** | 0.608** | 0.694** | -0.205\# | 0.498** | -0.308 | 0.536** |
| Employment status (base=not in labour force) |  |  |  |  |  |  |  |  |  |  |
| Employed, working <=34 hrs | -0.057 | -0.127 | -0.100 | -0.114 | -0.006 | -0.133 | 0.100* | -0.125 | 0.121 | -0.128 |
| Employed, working 35-44 hrs | 0.087 | 0.264** | 0.143 | 0.270** | 0.208** | 0.252** | 0.134* | 0.273** | 0.365* | 0.269** |

Table 1 continued

| Characteristics from interview in wave $t-1$ | A: Follow-up stage |  | B: Post New Year |  | C: Initial refuser |  | D: 7+ calls to interview |  | E: $13+$ calls to interview |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Hard | Non-resp | Hard | Non-resp | Hard | Non-resp | Hard | Non-resp | Hard | Non-resp |
| Employed, working 45-54 hrs | 0.204** | 0.321** | 0.241* | 0.313** | 0.308** | 0.319** | 0.255** | 0.342** | 0.424* | 0.331** |
| Employed, working 55+ hrs | 0.480** | 0.609** | 0.381** | 0.564** | 0.542** | 0.588** | 0.441** | 0.587** | 0.568** | 0.570** |
| Unemployed | 0.018 | 0.238\# | 0.066 | 0.246* | 0.143 | 0.235\# | 0.152\# | 0.257* | 0.186 | 0.261* |
| Equivalized HH income (/105) | 0.435** | 0.151 | 0.402** | 0.181 | 0.382** | 0.168 | 0.443** | 0.157 | 0.317 | 0.125 |
| Equivalized HH income squared (/10 ${ }^{10}$ ) | -0.049** | -0.003 | -0.046 | -0.008 | -0.038\# | -0.005 | -0.071** | -0.004 | -0.091 | -0.002 |
| Owner occupier | 0.015 | -0.103 | -0.014 | -0.097 | 0.033 | -0.094 | $-0.148^{* *}$ | -0.132* | -0.267* | -0.121\# |
| Household moved (btw $t-1$ and $t$ ) | 0.533** | 0.419** | 0.839** | 0.418** | 0.605** | 0.426** | 0.502** | 0.398** | 0.575** | 0.322** |
| Next wave (base=wave 9) |  |  |  |  |  |  |  |  |  |  |
| Wave 10 | 0.303** | 0.180* | 0.065 | 0.113 | 0.286** | 0.168* | $-0.218^{* *}$ | 0.058 | -0.420** | 0.096 |
| Wave 11 | 0.020 | 0.170* | 0.067 | 0.168* | 0.155* | 0.201* | -0.307** | 0.104 | -0.485** | 0.159* |
| Wave 12 | 0.053 | 0.339** | -0.061 | 0.319** | 0.111\# | 0.358** | -0.198** | 0.289** | $-0.518 * *$ | 0.320** |
| Wave 13 | -0.019 | 0.373** | -0.188* | 0.362** | 0.124* | 0.410** | -0.222** | 0.328** | $-0.582 * *$ | 0.367** |
| Wave 14 | -0.115* | 0.344** | -0.302** | 0.339** | -0.022 | 0.377** | -0.143** | 0.331** | -0.585** | 0.354** |
| Constant | -3.489** | -4.703** | -4.939** | -4.732** | -3.766** | -4.719** | -2.734** | -4.526** | -5.675** | -4.594** |
| Var (random effects) | 2.155** |  | 3.202** |  | 2.411** |  | 1.547** |  | 3.403** |  |
| Cov (random effects for hard and non-resp) | 2.728** |  | 3.496** |  | 3.003** |  | 2.181** |  | $3.041^{* *}$ |  |
| Log-likelihood | -29,694 |  | -18,890 |  | -25,832 |  | -31,852 |  | -14,753 |  |
| N (person-year observations) | 77,315 |  | 77,315 |  | 77,315 |  | 77,261 |  | 77,261 |  |

[^0]
## How Persistent are Hard-to-Get Cases?

Do cases that require a lot of work in one wave require a lot of work in all waves? Figure 3 shows the proportion of hard-to-get cases at one wave that are interviewed in subsequent waves but were hard-to-get. It shows that the level of reoccurrence is relatively low, with 9 to 24 percent of hard-to-get cases in one wave classified as hard-to-get in the next wave, and the rate of persistence in being classified as hard-to-get declines over time, with 5 to 17 percent classified as hard-to-get four waves later. The large majority ( 75 to 90 percent, depending on the hard-to-get definition used) of hard-to-get cases are classified as easy-to-get in the next wave.

Does the relatively small amount of persistence observed in the hard-to-get cases remain after controlling for respondent characteristics? To test this, we modify the model presented in Table 1 (which predicts whether a case will be easy-toget, hard-to-get or a non-respondent) and include an indicator of whether the individual was hard-to-get in the prior wave (when the other characteristics included in the model were measured). Table 2 reports the estimated coefficients and mean predicted probabilities for this variable. We find a strong negative association between being hard-to-get in one wave and being easy-to-get in the next. The predicted probability, holding all else constant, of being an easy-to-get case (using definition A; i.e., whether they require follow-up work or not) for those who were easy-toget in the previous wave is 89.1 percent. This compares with 80.9 percent of those who were previously hard-to-get. The differences in the predicted probabilities are similar for the other four definitions; i.e., 7.2 percentage points for definition $\mathrm{B}, 8.4$ percentage points for definition $\mathrm{C}, 8.3$ percentage points for definition D , and 6.5 percentage points for definition $E$.

In summary, the large majority of hard-to-get cases (over 80 percent under all definitions) are easy-to-get come the next survey wave. This is not to say, however, that there is no state persistence; a hard-to-get case is still much more likely (around twice as likely) to be hard-to-get next wave than an otherwise comparable case classified as easy-to-get.

## Can the Differences in Hard-to-Get Cases be Corrected by Weighting?

Finally, we examine whether the differences between estimates obtained using only the easy-to-get cases and those obtained using both the easy-to-get and hard-toget cases can be eliminated by applying weights generated specifically for each truncated sample. We first consider the impact fieldwork effort has on the personal and household characteristics included in Table 1 (with the exception of residential mobility, which is included later in Table 4). Table 3 reports the unweighted and weighted estimates for these variables, measured as of 2014 (i.e., in wave 14).

Figure 3 Average Percentage of Hard-to-Get Interviewed Cases in Future Waves Conditional on Being Hard-to-Get in Wave $t$


Table 2 Coefficient and Predicted Probabilities for Hard-to-Get in Prior Wave in Multinomial Logit Model of Interview Outcome with Random Effects

| Hard-to-get in wave $t$-1 | Easy-to-get at $t$ |  |  | Non-respondent at $t$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coeff | Mean predicted probability |  | Coeff | Mean predicted probability |  |
|  |  | Hard <br> at $t-1$ | Easy <br> at $t-1$ |  | Hard at $t-1$ | Easy <br> at $t-1$ |
| Definition A: Follow-up stage | -0.800** | 80.9 | 89.1 | 0.059 | 6.9 | 4.0 |
| Definition B: Post New Year | -1.205** | 86.2 | 93.4 | -0.238* | 7.9 | 4.2 |
| Definition C: Initial refuser | -0.936** | 82.4 | 90.8 | 0.003 | 7.3 | 4.1 |
| Definition D: 7+ calls to interview | -0.714** | 80.2 | 88.4 | 0.181* | 6.9 | 3.8 |
| Definition E: 13+ calls to interview | -1.315** | 88.5 | 95.0 | -0.188 | 9.2 | 4.2 |

Note: Models include controls for all the covariates shown in Table 1. \# $\mathrm{p}<0.10$; * $\mathrm{p}<0.05$;
** $\mathrm{p}<0.01$.

The weights used to calculate these estimates are for the sample of individuals interviewed in both wave 1 and wave 14, and interviewed in every intervening wave. We describe this as the full balanced panel, though strictly speaking the sample is not completely balanced - respondents that moved abroad and subsequently returned to Australia were also retained. For the curtailed samples, cases that were hard-to-get in any wave between 9 and 14 are dropped from the balanced
panel. The full balanced panel from wave 1 to 14 includes 6707 individuals. This declines to 6572 when cases requiring 13 or more calls (definition E) are excluded (a 2 percent reduction), or 6245 cases if the post New Year fieldwork (definition B) is dropped (a 7 percent reduction). Greater reductions in the sample occur when the broader definitions of hard-to-get are used. The balanced panel contains 5661 cases if all initial refusers (definition C) are dropped (a 16 percent reduction), 5225 cases if all follow-up fieldwork (definition A ) is abandoned (a 22 percent reduction), or 5046 cases if cases requiring 7 or more calls (definition D) are dropped (a 25 percent reduction).

The unweighted and weighted estimates for the personal and household variables for the full balanced panel are presented in the first two columns of Table 3. The weighted estimates are constructed by weighting the responses provided by both easy- and hard-to-get cases by the wave 1 to 14 balanced panel weight available in the HILDA Survey dataset. The unweighted estimates are similarly restricted to cases that have a positive balanced panel weight to aid comparison of the weighted and unweighted estimates. The following columns in the table provide (for each definition of hard-to-get): i) the difference between the unweighted estimate for the full balanced panel and the unweighted estimate obtained after dropping the relevant hard-to-get cases from waves 9 to 14 ; and ii) the difference between the weighted estimate for the full balanced panel and the estimate obtained by applying the recalculated balanced panel weight after dropping the relevant hard-to-get cases from waves 9 to 14 . The estimates are marked to indicate the p -value for the two-sided z-test for whether this difference is statistically different from zero (\# $\mathrm{p}<0.10$; * $\mathrm{p}<0.05$; ** $\mathrm{p}<0.01$ ).

We find that the definition of hard-to-get that shows the largest number of differences in the unweighted estimates is the curtailment strategy that drops the most cases (definition D which drops cases requiring 7 or more calls) and is least able to be corrected by the weights. The curtailment strategy affecting the personal and household estimates the least is definition E, which drops people requiring 13 or more calls. Further, these estimates are most amenable to correction by the application of weights (while one estimate is not corrected, this is expected by chance alone). Nevertheless, this strategy involves a very small decline in the number of cases followed, and hence the potential for costs savings is commensurately small. Arguably, our results suggest that the best curtailment strategy in terms of maximising sample reduction (and thus saving fieldwork effort) while minimising the effect on estimates is strategy A (not pursuing persons into the follow-up fieldwork phase). However, application of weights is still unable to correct for differences observed on at least three variables (age, country of birth and income).

Next we focus on a subset of variables that relate to change over time, some of which have been much analyzed by users of the HILDA Survey data. The first five estimates relate to changes in the family: the proportion who got married in the
last five years; the proportion who separated from a marriage or were widowed in the last 5 years; the proportion that began a de facto relationship in the last year; the proportion who had a new birth in the last year; and the proportion who had a new birth in the last 5 years. There is one measure relating to income: the increase in the 5 -year average income between the start and end of the panel (i.e., 2001-05 versus 2010-14). There are four estimates related to employment: whether a new job was started in the last year; whether retired in the last year; for those self-employed in 2009, the proportion that switched to being an employee by 2014 ; and for those who were employees in 2009, the proportion that transitioned to self-employment by 2014. In terms of health, we include the proportion of people who experienced the onset of a long-term health condition between 2009 and 2014. The final group of four estimates relate to housing: the proportion who moved house in the last year; the proportion who moved house in the last five years; the proportion who transitioned from living in a home that was not owned (i.e., was rented or provided rent-free) to one that was owned between 2009 and 2014; and the proportion who transitioned from living in a home that was owned to one that was not between 2009 and 2014.

The population estimates for the subset of variables are presented in the first column of Table 4. These estimates are constructed by weighting the responses provided by easy- and hard-to-get cases (the full balanced panel) by the wave 1 to 14 balanced panel weight available in the HILDA Survey dataset. Subsequent columns in the table provide (for each definition of hard-to-get): i) the difference between this first population estimate and the one obtained by applying the recalculated balanced panel weight after dropping the relevant hard-to-get cases from waves 9 to 14 ; and ii) the p-value for the two-sided $z$-test for whether this difference is statistically equivalent to zero.

We find that the impact of dropping the hard-to-get cases on the selected 15 population estimates is minimal when using the definition involving the loss of fewest cases (definition E); the estimated differences are both very small and a long way from statistically significant. Use of any of the other four definitions, which all involve larger sample losses, results in larger changes in the population estimates. Interestingly, curtailment strategy A, which above we suggested was the best strategy in terms of maximising the reduction in fieldwork effort while having the least impact on the estimates, now appears to be the one that results in the most harm to these estimates of change over time. In general, there is evidence of biases in favour of stability rather than change. For example, the increase in 5-year average income is understated by 6 percent under definition $B, 7$ percent under definition $D$, and 10 percent under both definitions A and C. Similarly, under all four of these curtailment strategies the easy-to-get cases are significantly less likely to move house and to separate from marriages.
Table 3 Estimates of Wave 14 (2014) Personal and Household Characteristics and the Effect of Excluding Hard-to-Get Cases

| Characteristic | Estimate based on full balanced panel |  | Difference in estimate when hard-to-get cases excluded |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | A: Follow-up stage |  | B: Post New Year |  | C: Initial refuser |  | D: 7+ calls to interview |  | E: $13+$ calls to interview |  |
|  | Unwtd | Wtd | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ |
| Age group (base $=15-24$ ) |  |  |  |  |  |  |  |  |  |  |  |  |
| 25-34 | 9.4 | 13.9 | $-0.5 * *$ | $-0.3 * *$ | -0.5** | -0.2\# | -0.4* | -0.2* | -0.9** | -0.2 | -0.1 | 0.0 |
| 35-44 | 16.4 | 18.9 | -0.4 | -0.4* | -0.2 | -0.1 | -0.9** | -0.3\# | $-1.3 * *$ | -0.7** | -0.1 | -0.1 |
| 45-54 | 23.3 | 20.6 | 0.1 | 0.4 | 0.2 | 0.2 | -0.2 | 0.4\# | $-1.3 * *$ | 0.2 | -0.2\# | 0.0 |
| 55-64 | 21.6 | 20.1 | 0.0 | 0.2 | 0.2 | 0.2 | 0.3 | 0.1 | -0.1 | 0.2 | 0.1\# | 0.2\# |
| 65+ | 29.4 | 26.5 | 0.8* | 0.1 | 0.3\# | -0.1 | 1.1** | 0.1 | 3.6** | 0.5\# | 0.2** | 0.0 |
| Female | 54.6 | 51.3 | 0.0 | 0.0 | 0.1 | 0.0 | -0.1 | -0.1 | 0.7** | 0.1 | 0.0 | 0.0 |
| Marital status (base=married) |  |  |  |  |  |  |  |  |  |  |  |  |
| De facto | 9.7 | 10.6 | -0.2 | -0.2 | -0.1 | -0.1 | -0.1 | 0.1 | $-0.9 * *$ | -0.7* | 0.0 | 0.0 |
| Separated | 3.6 | 3.4 | 0.0 | 0.0 | 0.0 | 0.0 | -0.1 | -0.1 | -0.3\# | -0.2 | 0.0 | 0.0 |
| Divorced | 8.5 | 7.6 | 0.1 | 0.0 | 0.1 | 0.1 | 0.0 | -0.1 | -0.1 | -0.3 | 0.0 | 0.0 |
| Widowed | 7.8 | 7.1 | 0.1 | -0.2 | -0.1 | -0.2 | 0.1 | -0.2 | 0.7** | 0.0 | 0.1** | 0.0 |
| Never married \& not living with partner | 9.6 | 11.5 | -0.2 | -0.2 | $-0.3 * *$ | -0.2 | 0.0 | 0.0 | -0.3 | 0.1 | 0.0 | 0.0 |
| Number of adults (base=1 adult) |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 adults | 54.6 | 56.5 | -0.5 | -0.2 | 0.0 | 0.2 | 0.1 | 0.0 | 0.7\# | -0.1 | 0.0 | -0.1 |
| 3 adults | 12.6 | 12.9 | 0.5* | 0.5 | 0.2* | 0.3\# | 0.2 | 0.5\# | -0.3 | 0.3 | -0.1 | -0.1 |
| 4 or more adults | 10.3 | 8.9 | 0.1 | 0.1 | 0.2\# | 0.2 | -0.2 | -0.1 | $-0.9 * *$ | -0.2 | 0.0 | 0.1 |

Table 3 continued

| Characteristic | Estimate based on full balanced panel |  | Difference in estimate when hard-to-get cases excluded |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | A: Follow-up stage |  | B: Post New Year |  | C: Initial refuser |  | D: 7+ calls to interview |  | E: $13+$ calls to interview |  |
|  | Unwtd | Wtd | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ |
| Number of children (base $=0$ children) |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 child | 9.8 | 10.7 | -0.2 | -0.2 | -0.1 | -0.1 | -0.4* | -0.2 | -0.5* | 0.0 | -0.1 | 0.0 |
| 2 children | 10.0 | 11.3 | 0.2 | 0.4 | 0.1 | 0.5** | -0.2 | 0.2 | $-0.8 * *$ | -0.2 | 0.1 | 0.1* |
| 3 or more children | 4.5 | 5.2 | 0.0 | 0.1 | -0.1 | -0.1 | -0.2 | 0.0 | 0.2 | 0.5** | -0.1 | -0.1 |
| Highest level of education (base=Year 11 or below) |  |  |  |  |  |  |  |  |  |  |  |  |
| Year 12 | 10.9 | 12.4 | -0.1 | -0.1 | -0.1 | -0.1 | -0.3 | -0.1 | -0.6* | -0.5\# | 0.0 | 0.0 |
| Cert III or IV | 22.4 | 22.9 | -0.1 | 0.0 | 0.0 | 0.0 | -0.3 | -0.2 | 0.0 | 0.2 | 0.0 | 0.0 |
| Diploma | 10.6 | 10.4 | -0.2 | -0.1 | 0.1 | 0.2 | -0.1 | 0.1 | -0.3 | 0.1 | 0.0 | 0.1 |
| Graduate | 13.9 | 14.3 | 0.0 | -0.2 | 0.1 | 0.3 | 0.1 | 0.0 | -0.8* | -0.4 | 0.0 | 0.0 |
| Post graduate | 12.7 | 11.7 | -0.2 | -0.1 | -0.3* | -0.4* | 0.2 | 0.1 | -0.6* | 0.1 | 0.0 | 0.0 |
| Country of birth (base $=$ Australia) |  |  |  |  |  |  |  |  |  |  |  |  |
| Main English-speaking country | 11.1 | 10.3 | -0.1 | 0.0 | 0.0 | -0.1 | 0.1 | -0.1 | 0.1 | 0.0 | 0.0 | 0.0 |
| Not main English-speaking country | 11.2 | 14.8 | -0.5\# | -1.0** | -0.2\# | 0.0 | -0.2 | -0.6* | -1.0 ** | $-1.4^{* *}$ | 0.0 | -0.1 |
| Long term health condition | 36.4 | 35.3 | 1.1** | 0.7\# | 0.4* | 0.2 | 0.8 ** | 0.3 | 2.5 ** | 1.1** | 0.3** | 0.1 |
| Area of residence (base=Major city: Sydney) |  |  |  |  |  |  |  |  |  |  |  |  |
| Major city: Melbourne | 16.1 | 17.1 | 1.0 ** | 0.3\# | 0.2 | 0.1 | 0.5* | 0.3 | -1.6** | -0.2 | -0.2 | 0.0 |
| Major city: Brisbane | 8.0 | 8.3 | -0.2 | 0.2 | -0.1 | 0.0 | -0.2 | 0.2 | 0.1 | 0.0 | 0.0 | 0.0 |
| Major city: Adelaide | 5.9 | 5.2 | -0.3 | 0.0 | 0.0 | 0.0 | -0.1 | 0.0 | 0.1 | 0.0 | 0.1* | 0.0 |
| Major city: Perth | 6.8 | 6.8 | -0.2 | -0.1 | -0.1 | -0.2 | 0.0 | -0.2 | $-0.6 * *$ | -0.5* | 0.0 | 0.0 |

Table 3 continued

| Characteristic | Estimate based on full balanced panel |  | Difference in estimate when hard-to-get cases excluded |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | A: Follow-up stage |  | B: Post New Year |  | C: Initial refuser |  | D: 7+ calls to interview |  | E: $13+$ calls to interview |  |
|  | Unwtd | Wtd | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ | Unwtd ${ }^{\text {a }}$ | Wtd ${ }^{\text {b }}$ |
| Major city: other | 8.7 | 9.1 | 0.5* | 0.3 | 0.0 | 0.1 | 0.4* | 0.2 | 0.9** | 0.4\# | 0.0 | 0.1 |
| Inner regional | 27.3 | 23.8 | -0.2 | -0.2 | 0.2 | 0.1 | -0.1 | -0.2 | 1.8** | 0.6\# | 0.2** | 0.1 |
| Outer regional | 11.3 | 10.0 | -0.6\# | -0.2 | 0.0 | 0.1 | -0.3 | 0.0 | 1.1 ** | 0.5* | 0.1 | 0.0 |
| Remote | 1.4 | 1.4 | -0.2\# | -0.1 | -0.1 | 0.0 | -0.1 | -0.1 | 0.0 | 0.0 | 0.0 | 0.0 |
| Employment status (base=not in labour force) |  |  |  |  |  |  |  |  |  |  |  |  |
| Employed, working $<=34 \mathrm{hrs}$ | 19.1 | 18.2 | 0.4* | 0.5\# | 0.0 | 0.1 | 0.1 | 0.4\# | -0.3 | 0.5 | 0.0 | 0.0 |
| Employed, working 35-44 hrs | 23.5 | 25.4 | -0.5\# | -0.4 | -0.2 | -0.1 | -0.7** | -0.6 | $-1.8 * *$ | -1.0* | 0.0 | 0.0 |
| Employed, working 45-54 hrs | 10.2 | 11.1 | -0.6** | -0.4 | -0.1 | 0.0 | $-0.4 * *$ | -0.2 | $-0.8 * *$ | 0.2 | -0.1\# | 0.0 |
| Employed, working 55+ hrs | 5.6 | 5.8 | -0.4\# | -0.2 | -0.1 | -0.1 | -0.2\# | -0.1 | -0.7** | -0.5\# | -0.1 | -0.1 |
| Unemployed | 1.7 | 1.8 | -0.1 | -0.1 | 0.0 | 0.1 | -0.1\# | 0.0 | $-0.3 * *$ | -0.2\# | 0.0 | 0.0 |
| Equivalized HH income (/105) | 44,382 | 45,057 | -1601** | -1627** | -791\# | -917* | -1183** | -1264* | -2017** | -1337* | -280* | -153 |
| Owner occupier | 77.1 | 74.1 | 0.2 | 0.7\# | 0.4* | 0.1 | 0.3 | 0.2 | 1.3 ** | $1.4 * *$ | 0.1 | -0.1 |

Notes: a - The difference between the unweighted estimate using easy- and hard-to-get cases and the unweighted estimate that would be obtained if no interviews had been completed with the hard-to-get cases. $b$ - The difference between the weighted (population) estimate using easy- and hard-to-get cases and the weighted (population) estimate that would be obtained if no interviews had been completed with the hard-to-get cases. \# $\mathrm{p}<0.10 ;$ * $\mathrm{p}<0.05$; ** $\mathrm{p}<0.01$.
Table 4 Population Estimates of Selected Wave 14 (2014) Characteristics Specific to Change and the Effect of Excluding Hard-toGet Cases

| Population characteristic | Pop. estimate based on full balanced panel | Difference in population estimate when hard-to-get cases excluded |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { A: Follow-up } \\ & \text { stage } \end{aligned}$ |  | B: Post New Year |  | C: Initial refuser |  | D: 7+ calls to interview |  | E: $13+$ calls to interview |  |
|  |  | Diff. ${ }^{\text {a }}$ | p-value | Diff. ${ }^{\text {a }}$ | p-value | Diff. ${ }^{\text {a }}$ | p-value | Diff. ${ }^{\text {a }}$ | p-value | Diff. ${ }^{\text {a }}$ | p-value |
| Family |  |  |  |  |  |  |  |  |  |  |  |
| Got married in last 5 years (\%) | 6.4 | -0.3 | 0.246 | -0.2 | 0.367 | -0.2 | 0.351 | -0.4 | 0.199 | -0.1 | 0.367 |
| Separated / widowed from marriage in last 5 years (\%) | 5.5 | -0.8 | 0.000 | -0.4 | 0.011 | -0.8 | 0.000 | -0.7 | 0.003 | -0.1 | 0.427 |
| Began de facto relationship in last year (\%) | 1.3 | -0.2 | 0.133 | -0.1 | 0.178 | -0.1 | 0.575 | -0.1 | 0.327 | 0.0 | 0.778 |
| Had child in last year (\%) | 2.3 | 0.0 | 0.797 | -0.1 | 0.451 | 0.0 | 0.876 | 0.1 | 0.643 | 0.0 | 0.450 |
| Had child in last 5 years (\%) | 11.8 | 0.0 | 0.934 | -0.1 | 0.397 | -0.2 | 0.290 | 0.1 | 0.873 | -0.1 | 0.378 |


| Income <br> Increase in 5-year average financial year <br> income 2001-05 to 2010-14 (\$) |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Employment | 8123 | -792 | 0.013 | -510 | 0.021 | -790 | 0.017 | -587 | 0.048 | -226 | 0.177 |
| Started new job in last year (\%) |  |  |  |  |  |  |  |  |  |  |  |
| Retired in last year (\%) | 12.4 | -0.4 | 0.306 | -0.3 | 0.231 | -0.2 | 0.514 | -0.4 | 0.516 | -0.1 | 0.348 |
| Transition from self-employed in 2009 to <br> $\quad$ employee in 2014 (\%) | 1.3 | -0.2 | 0.048 | 0.0 | 0.370 | -0.1 | 0.233 | -0.2 | 0.102 | 0.0 | 0.324 |
| Transition from employee in 2009 to self- <br> employed in 2014 (\%) | 30.7 | 0.8 | 0.656 | -0.4 | 0.568 | 0.9 | 0.441 | -1.1 | 0.548 | -0.6 | 0.298 |

Table 4 continued

| Population characteristic | Pop. estimate based on full balanced panel | Difference in population estimate when hard-to-get cases excluded |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A: Follow-up stage |  | B: Post New Year |  | C: Initial refuser |  | D: 7+ calls to interview |  | E: $13+$ calls to interview |  |
|  |  | Diff. ${ }^{\text {a }}$ | p-value | Diff. ${ }^{\text {a }}$ | p-value | Diff. ${ }^{\text {a }}$ | p-value | Diff. ${ }^{\text {a }}$ | p-value | Diff. ${ }^{\text {a }}$ | p-value |
| Health |  |  |  |  |  |  |  |  |  |  |  |
| Onset of long term health condition b/w 2009 and 2014 (\%) | 17.7 | 0.4 | 0.417 | 0.0 | 0.892 | 0.2 | 0.525 | 0.6 | 0.202 | 0.2 | 0.143 |
| Housing |  |  |  |  |  |  |  |  |  |  |  |
| Moved b/w 2009 and 2014 (\%) | 39.7 | -1.7 | 0.000 | -0.5 | 0.026 | -1.3 | 0.000 | -1.7 | 0.001 | -0.2 | 0.091 |
| Moved b/w 2013 and 2014 (\%) | 12.3 | -0.7 | 0.041 | -0.2 | 0.173 | -0.1 | 0.734 | -0.5 | 0.145 | 0.0 | 0.825 |
| Transition from not living in owned home in 2009 to living in owned home in $2014(\%)^{\mathrm{f}}$ | 28.7 | 1.7 | 0.028 | 0.5 | 0.251 | 0.9 | 0.189 | 2.6 | 0.005 | -0.1 | 0.809 |
| Transition from living in owned home in 2009 to not living in owned home in 2014 (\%) ${ }^{\text {g }}$ | 8.3 | -0.4 | 0.293 | -0.3 | 0.118 | -0.4 | 0.257 | -0.5 | 0.189 | 0.1 | 0.187 |
| Notes: a - The difference between the population estimate using easy- and hard-to-get cases and the population estimate no interviews had been completed with the hard-to-get cases. b - Gross (i.e., before tax) annual (measured over a financial June) real (measured in 2001 prices) personal income. c - Employed persons only. d - Self-employed persons only. e home owners only. g - Home owners only. |  |  |  |  |  |  |  |  |  |  |  |

## Discussion

This paper has examined the effect of pursuing hard-to-get cases in a panel setting. We used data from waves 9 to 14 of the HILDA Survey and applied five different definitions of being hard-to-get (based on time in field, whether a refusal was initially obtained, or the number of calls required to achieve the interview). Using different definitions provides a test of the sensitivity of the findings to different possibilities of curtailing the fieldwork effort. Our results suggest three key findings.

First, survey respondents who are hard-to-get, regardless of the definition used, are distinctly different from those who are easy-to-get. This means that in pursuing the hard-to-get cases, we are not simply bringing into the sample more of the same and thus replicating the biases that exist in the sub-sample of early-to-get cases.

Second, being hard-to-get is mostly not a persistent state. The vast majority of sample members who are hard-to-get in one wave ( 80 to 90 percent) will be easy-to-get in the next wave. This suggests that difficulty obtaining interviews with a case in one wave is largely situational and such cases will not routinely be difficult to interview over a longer time span.

Third, we have uncovered evidence that it is possible to curtail some elements of fieldwork - notably capping the number of call attempts to no more than 12 without noticeably affecting population estimates. That is, any biases that might arise can be largely rectified through the use of appropriate sample weights. This conclusion, as might be expected, applies to the definition of hard-to-get involving the smallest decline in sample size. When we consider other more significant curtailment strategies involving greater sample losses, and hence greater cost savings, however, the effects on population estimates are more serious. The sample that is lost through these more expansive curtailment strategies tends to be those who have experienced greater change in their lives. Even with the curtailment strategy involving the second smallest decline in the sample size (via dropping the post New Year fieldwork) where the wave-specific estimates can be corrected by weighting, the estimates relating to change over time could not be. Of course, it is not just the number of cases that are dropped that is important, but also what type of cases are dropped. A limitation inherent in examining different definitions of 'hard-to-get' is that they will result in different numbers of cases being dropped. However, for the two curtailment strategies that did involve a similar decrease in the number of cases (A and D), we find evidence of different impacts. That is, the curtailment strategy that restricts the number of calls to 6 resulted in substantially more differences in the unweighted and weighted wave-specific estimates but fewer differences in estimates of change over time than the strategy that involved no follow-up fieldwork.

So has devoting effort to chasing hard-to-get cases in the HILDA Survey been worth it? Our answer is a qualified yes. Hard-to-get cases have characteristics that
are, on average, quite different from other respondents, suggesting that failure to obtain interviews with them would likely introduce biases into the sample. At the same time, most of these more costly cases are not high cost every year. One qualification is that our simulations suggest that the number of calls to a household could be limited to 12 without significant losses to the sample integrity. This strategy, however, results in a relatively modest reduction in overall sample size (just 2 percent). That said, it is also important to bear in mind that we have only examined the effect of curtailment on a limited set of population estimates; it may be that even very modest curtailment strategies could have significant effects on other estimates.

We expect that these findings are relevant to other longitudinal surveys that employ face-to-face, telephone and possibly even online methodologies. While the definitions of hard-to-get versus easy-to-get may need to change (especially for online surveys), this study has shown that the findings are similar across definitions. Not pursuing the hard-to-get cases could cause biases in estimates that are not able to be eliminated through weighting, and these biases tend to favour stability rather than change over time. We encourage researchers to replicate this analysis with other longitudinal studies. We also encourage use of other definitions of 'hard-to-get', such as the number of calls to first contact and the use of reminder emails or texts (in online surveys).

Finally, we note that we have restricted our attention to potential fieldwork modifications that standardize fieldwork protocols across all cases. An alternative, known as responsive design, is to focus the extended effort only on those cases thought most likely to reduce the bias in key estimates or improve the efficiency of the estimates (Groves \& Heeringa 2006; Schouten, Peytchev, \& Wagner 2017; Tourangeau et al. 2016). This, however, is far from straightforward in longitudinal surveys or in surveys that cover a wide number of subject domains. Another challenge for all curtailment strategies is that it would require survey funders to shift their focus from response rates as a measure of survey quality to other quality measures (Kreuter 2013).
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[^0]:    Note: \# p<0.10; * $\mathrm{p}<0.05 ; * * \mathrm{p}<0.01$.

