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^

Jessica Einspänner, Mark dang-Anh,  
and Caja Thimm

Computer-Assisted  
Content Analysis  
of Twitter Data 

8

to understand what people are saying, special 
tools and methods are needed #CAQdAS

conceptual overvIew: State oF the art  
oF onlIne content analySIS

Content analysis can be understood as a methodological framework within 
which various approaches of textual and non-textual analyses can be applied. 
The research technique of content analysis facilitates the systematic coding and 
analysing of the content of spoken, written, or audio-visual communication 
(Berelson, 1952; Krippendorff, 2004). It is used in order to identify and classify 
words, phrases, or other meaningful matter, such as images, sounds, or even 
numerical records in terms of their structure and semantics. By interpreting 
frequency distributions and co-occurrence patterns of the single analytical 
units, this methodological approach allows for systematically drawing valid 
conclusions from data “to the context of their use” (Krippendorff, 2004, p. 18).  
Early content analyses trace back to the 17th century, when the Church started 
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to examine the content of the first newspapers systematically (Krippendorff, 
2004, p. 3). As a fully developed scientific method, however, content analysis 
was not employed until the 1940s, when it was used for analysing mass-media 
content (Herring, 2010). In the Information Age, the Internet has become an 
important means for interpersonal communication and social interaction. In 
order to assess the relevance of online communication, the “careful and system-
atic observation of its contents seems inevitable” (Rössler, 2002, p. 301). Chat 
protocols, weblog content, social network communication, or other multimedia 
content is especially of interest to researchers, as this kind of online commu-
nication is supposed to be “the bearer of human existence” (Capurro & Pingel, 
2002, p. 192). Almost instant access to people’s utterances, uploaded pictures, 
or videos that could give information about certain characteristics and pref-
erences of their behaviour (e.g., consumption, political opinion, manners of 
interaction), make the online environment an attractive research area for poli-
tics, economy, and science. Following a broad interpretation such as proposed 
here, researchers often draw on content analysis as an established methodologi-
cal framework, and extend its traditional concepts while applying them to the 
online world (Herring, 2010). 

The objectives of a content analysis of Twitter data can be as diverse as the 
possible methodological procedures. For example, the metrics of tweets can be 
analysed, i.e. how many @replies did two particular users exchange within a 
certain hashtag-based discourse? Which were the most common phrases used 
by a certain group of users in the data set? It might also be interesting to go into 
a detailed qualitative analysis of the tweets and find out about, for example, 
the linguistic characteristics of Twitter language and its speech acts, argumen-
tative schemas, or semantic co-occurrences. One might also want to compare 
the topics that emerge on Twitter and the types of users who talk about simi-
lar or diverging topics, for example, politicians versus citizens. The examina-
tion of conversational structures through Social Network Analysis (Magnani, 
Montesi, Nunziante, & Rossi, 2011)—which can be regarded as one form of con-
tent analysis (Herring, 2010)—is just as interesting as doing opinion mining 
through Sentiment Analysis (Kumar & Sebastian, 2012; Nielsen, 2011), or using 
a mixed-method approach—for instance, a combined statistical and hermeneuti-
cal analysis—in order to assess the diffusion of information on Twitter (Huang, 
Thornton, & Efthimiadis, 2010; Jansen, Zhang, Sobel, & Chowdury, 2009).  
Content analysis is an approach to empirical research based on pre-existing 
material. On Twitter, we deal with high amounts of naturally occurring data, 
i.e. data that is usually produced without being motivated by any research intent, 
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unlike elicited data from interviews, surveys, etc. Traditionally, content analy-
sis does not necessarily require special software, and might as well be carried 
out manually or with common spreadsheet software. However, due to the large 
sample sizes that can be collected for the analysis of Twitter data, we recommend 
using data analysis software to support the research process along its different 
stages. Especially when it comes to more sophisticated research questions that 
demand statistical analysis; large, automated coding processes; or coding pro-
cedures that involve several coders, it might be useful to choose specific soft-
ware to process the digital data at hand. 

There is a wide range of Computer-Assisted Qualitative Data AnalysiS 
(CAQDAS) software that can be used for different types of digital content analy-
ses. Whereas most of the common tools incorporate instruments to analyse quan-
titative (numeric) data as well as qualitative data (e.g., MAXQDA, QDAMiner, 
ATLAS.ti, Qualrus, NVivo), the range of the analytical features varies. Some 
of the programmes offer basic dictionary-based text analysis (that enables add-
ing codes and hierarchies to text segments); others also allow for analysing 
audio, video, and other non-textual data. Although using CAQDAS software 
for Twitter research is not the most widely used approach, it can in fact make 
a content analysis more efficient, and thus provide alternatives to using auto-
mated approaches when dealing with larger datasets.1 A well-organised coding 
scheme can handle extensive lists of codes and categories to be applied to the 
material, as well as a large number of statistical procedures. If multiple coders 
analyse the same data, simultaneously or at different times, CAQDAS software 
can be used to determine intercoder or intracoder agreement.

In this chapter, we will discuss speech act analysis of tweets as an example 
of software-assisted content analysis. We start with some elementary thoughts 
on the challenges of the collection and evaluation of Twitter data before we 
give a brief description of the potentials and limitations of using the software 
QDA Miner (as one typical example for possible analysis programmes). Our 
focus will lie on analytical features that can be particularly helpful in speech 
act analysis of tweets. 

SamplIng data In twItter

One of the great challenges in analysing Twitter data—not only in content anal-
ysis—is to choose a sample that is appropriate to answer a research question. 
Collecting an exhaustive sample or a true random sample is hardly, if ever, possi-
ble in terms of scraping the required data in a consistent manner (Bruns & Liang, 

interior_Bruns_postproofread.indd   99 10/15/13   9:09 AM



100  |     Concepts and Methods #concepts

2012). Limited access to the Twitter API, as well as specific hardware require-
ments, often prevent researchers from collecting a representative sample of all 
Twitter users, let alone identifying and collecting an entire population of post-
ings or users (see Gaffney & Puschmann, Chapter 5 in this volume). As long as 
researchers are not granted direct access by Twitter, the data-scraping process is 
restricted. Nonetheless, open-source tools such as yourTwapperKeeper allow col-
lecting tweets from the search API and the streaming API (Bruns & Liang, 2012). 
To decide which sample should be collected for an analysis, the researchers 
should familiarise themselves with possible collection criteria. Content-based 
samples can, for example, be selected by collecting tweets that contain certain 
hashtags, words, or phrases. When it comes to event-related discourses, hashtags 
can be used for both labelling and identifying relevant postings. Tracking tweets 
that contain certain hashtags is a way “to establish a dataset of the most vis-
ible tweets relating to the event in question” (Bruns & Liang, 2012). The same 
applies for hashtags as topical markers. However, not every posting contains 
a hashtag, and researchers should always be aware of the incompleteness of a 
sample based on hashtags, words, or phrases. 

Alternatively, a sample can be created by collecting tweets from a specific 
account. However, Twitter limits the number of postings one can scrape from 
a users’ account. Only if the total number of sent messages is below the cur-
rent API limit, which is changed off and on, is it possible to collect all tweets 
sent by a user. In order to track account-related conversations, it is necessary to 
additionally collect tweets that are addressed to an account by using @replies.  
A third dimension that has to be considered in sampling Twitter data is that 
of time. Collecting a consistent random sample within a specific time frame is 
virtually impossible because of the API restrictions. Nevertheless, an appro-
priate scraping period must be chosen to build up a data set, besides applying 
word-based or account-based criteria. Again, depending on the research ques-
tion, one might, for example, collect a few hashtag-based postings over a lon-
ger period of time, a large number of word-based postings over a short period 
of time, or postings from a specified account over a long period of time. Bruns 
and Liang (2012) provide deeper insights into ways of collecting Twitter data.

When performing content analysis on Twitter data, tweets can be regarded as 
single sampling units (cf. Krippendorff, 2004, pp. 98–99). In principle, defining 
a tweet as the sampling unit follows clear-cut formal means (syntax): a posting, 
restricted to 140 characters, sent by a unique user at a particular moment; but, 
except for a few cases, tweets can usually also be regarded as units of meaning 
(semantics). Considering tweets as sampling units allows for a metadata-per-
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tweet approach by which metadata like account name, timestamp, geo coordi-
nates (if provided), etc. are distinctly assigned to each tweet.

Speech act analySIS oF tweetS  
wIth caQdaS SoFtware

CAQDAS tools allow for combining automated (quantitative) with manual 
(quantitative or qualitative) content analysis. It is often appropriate to iden-
tify noticeable patterns and structures of the metrics of the data. This can be 
achieved by measuring the number of tweets from a particular user or group 
of users (metrics per user), analysing the Twitter communication over a certain 
period of time (metrics per time frame), or the development of a given topic 
(metrics per hashtag; see Bruns & Stieglitz, Chapter 6 in this volume; Bruns & 
Burgess, 2012). Peaks in patterns of communication (e.g., significantly more 
or less tweets containing a certain hashtag in a given time frame) or distinc-
tive features within a user’s tweeting style (e.g., changing retweeting or linking 
habits) can be the (exploratory) basis for formulating specific research ques-
tions and hypotheses, and give the researcher an idea of where to start with a 
qualitative, more in-depth analysis.

In the following, we give a short outline of some of the possible (first) steps 
of a tweet analysis carried out with the help of a CAQDAS tool, QDA Miner. By 
describing some of the possible analytical processes with this particular tool, we 
do not necessarily consider these options to be the best way of using it. Usually, 
there are several ways of approaching one task within this software—or there 
may be better ones with another programme. However, we think that QDA 
Miner, as rather typical CAQDAS software, is not only a fairly comprehensible, 
but also a suitable tool to analyse the content of tweets. In our discussion, we 
thus refer to QDA Miner as a token of content analytical software.

We start with some basic settings, and end with a more detailed description 
of speech act analysis within the methodological framework of content analysis.

baSIc content analySIS (FIrSt-level analySIS)

The computer-assisted content analysis of tweets can be organised on two levels. 
The first level allows for a basic content analysis suitable for big and small data. 
Basic analytical functions are word- or phrase-frequency analyses, keyword-
in-context lists (KWIC), and some basic data visualisations, such as hierarchi-
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cal word tree diagrams. Word-frequency lists help provide a quick overview 
of the words or phrases that occur in the analysed text a certain number of 
times. Such frequency lists can also be customised by excluding inappropriate 
terms (e.g., common strings like “www”, “http”, “RT”, etc., or the (key)word 
that occurs in every tweet because it was the criterion for selecting the data). 
QDA Miner also facilitates first-level computational coding of the imported 
tweets. Here, character strings are lemmatised, i.e. shortened to their word 
stem, in order to assign inflected word forms to dictionary entries. Such auto-
mated content analysis is limited to a dictionary with fixed thesauri implying 
a complex, but rather static and thus superficial relation between words and 
meanings, as illustrated by the following example: 

As an example, the Linguistic Inquiry and Word Count (LIWC) dictionary maps the 
word set {ashes, burial*, buried, bury, casket*, cemet*, coffin*, cremat*, dead, death*, 
decay*, decease*, deteriorat*, die, died, dies, drown*, dying, fatal, funeral*, grave*, 
grief, griev*, kill*, mortal*, mourn*, murder*, suicid*, terminat*} to LIWC category 
59, death. The asterisks are ‘wild-card’ characters telling the program to treat ‘cre-
mating’, ‘cremated’ and ‘cremate’, as all matching cremat*, and thus all mapping to 
category 59. (Lowe, 2003, p. 2)

One problem with the automatic categorising is that misspelled words or 
chat language (e.g., “rotfl”, “lol”, etc.) are usually not classified in standard dic-
tionaries. However, applying a user-defined dictionary where new words and 
expressions can be entered may solve this problem. 

Another problem is the correct allocation of identified words for one cate-
gory and their contextual meaning. Both can differ: whereas the software may 
categorise the word play under HUMOR, it actually does mean something else 
in the context of the tweet, “there is a video link on the page, play it.” Another 
example is the ambiguity of the word beat that may be automatically classified 
as AGGRESSION (e.g., by the RID.CAT-dictionary), but can have another con-
notation in the context of “Obama beat Romney in the general election.” These 
examples illustrate limitations of automated content analysis. Researchers should 
not solely rely on existing dictionaries and mere statistical frequencies, but need 
to carefully scrutinise these first-level findings and consider manual coding.

Speech act analySIS (Second-level analySIS)

The bigger the data set, the more difficult it gets to analyse it in-depth. After fre-
quency counts on the first level, coding of the tweets takes place on the second. 
Coding means categorising text fragments or multimedia content. Categories 
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are defined in a coding scheme. They can be generated deductively from an 
existing theory or inductively “as near as possible to the material” (Mayring, 
2000, p. 2). However, most coding schemes are being developed in a more itera-
tive and cyclic process (Teddlie & Tashakkori, 2010), constantly refining catego-
ries considering the pertinent, theoretical literature and the material coded so 
far. Annotating text segments with codes means interpreting and quantifying 
these segments in order to make them computable. As our focus in this chap-
ter lies on coding speech acts in tweets, we will briefly introduce speech-act 
theory before giving some examples of how CAQDAS software can help with 
the manual coding process.

The linguistic evaluation of tweets can be quite challenging due to possi-
ble grammatical inconsistencies of computer-mediated language. As Twitter is 
widely used for conversation (Bruns, 2012; Magnani et al., 2011), an analysis of 
speech acts is highly interesting, as it can give information about the types of 
actions that people want to accomplish through communication (Nastri, Peña, 
& Hancock, 2006). The objective of a speech act analysis is to identify different 
types of purposeful utterances, such as command, complain, compliment, etc. 
There are several taxonomies categorising speech acts with regard to their inten-
tion (illocutionary acts). Often, Searle’s (1976) basic classification of illocution-
ary acts, which again is based on Austin’s (1962) work, is adopted for analysing 
computer-mediated language (e.g., Nastri et al., 2006). Searle (1976) categorised 
purposeful utterances as assertives or representatives (commiting the producer 
of an utterance to the truth of the proposition), directives (attempting to get 
the receiver to do something), commissives (commiting the producer to some 
future course of action), expressives (expressing the psychological state of a situ-
ation), and declarations (bringing about a change in a state of affairs). Table 8.1 
gives some examples of possible verb groups for each category.

Table 8.1: basic classification of Illocutionary acts (purposeful Speech acts) by Searle (1976)

Speech Act Paradigms of Verbs (Examples)

Assertive / representative Describe, call, conclude, deduce

Directive Ask, order, command, request, beg, invite, permit

Commissive Promise, swear

Expressive Thank, congratulate, apologise, condole, welcome

Declaration Declare, nominate 
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While discussing Searle’s theory in more depth is beyond the scope of this chap-
ter, it should have become clear that analysing speech acts in Twitter commu-
nication demands a lot of interpretative effort, and may not be possible without 
some theoretical considerations. One difficulty lies in the linguistic specifics of 
tweets. For example, the researcher needs to specify if a hyperlink can be identi-
fied as a speech act. One could regard a hyperlink as an implied request to click 
on it and code it as directive. However, if codes are supposed to give informa-
tion about the meaning of the material, this would probably not be really help-
ful. It could instead be reasonable to explore the content behind the hyperlink 
and code it in a way that appropriately determines the underlying speech act. 
If one is instead merely interested in the structure of a tweet, the hyperlink 
could simply be coded as such (the same procedure can be applied to the other 
Twitter-specific signifiers, i.e. the @-symbol, RT, or #, in order to quantify these 
functional operators, cf. Thimm, Einspänner, & Dang-Anh, 2012). 

A similar decision must be made in the case of chat language (or rather, 
Internet slang), especially emoticons. Sometimes one tweet only consists of a 
slang utterance, e.g. “lol”, or just a smiley. This could point to some form of 
humour or self-expression (Nastri et al., 2006). Here, the traditional speech-act 
classification may not be sufficient. It could therefore be reasonable to consider 
creating a new category (and a new code) for these or similar cases of Twitter 
language. Sometimes speech-act categories can also overlap, i.e. directives and 
commissives. This makes determining the “right” speech act even more diffi-
cult, especially if several coders work on the same material and individual intu-
itions have be harmonised to assure consistent coding decisions.

Most of these difficulties cannot be resolved by computer software, as they 
are inherent to the data or require theoretical evaluation. However, using con-
tent-analysis software has the advantage that codes and labels can be modified or 
merged at any time. It can be helpful to use a “work in progress” category in the 
beginning of the coding process, for example, if the rules for distinguishing speech 
acts are not yet defined conclusively. However, any final decision on the definition 
of the categories must be explicated in the coding scheme as clearly as possible. 
Based on the coding of speech acts, CAQDAS software can run correlations on 
different speech-act codes in order to identify argumentative patterns in Twitter 
communication. One result may be, for example, that in a high number of cases 
assertives co-occur with commissives, or that expressives contain a high num-
ber of emoticons (if coded respectively). Such results can then again be statis-
tically correlated with different variables—for example, a groups of users—in 
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order to find out how certain social groups use which kind of linguistic strate-
gies or argumentation patterns on Twitter. This way of analysing the language 
of Twitter is one of the most useful features of content analysis software. At the 
same time, however, statistical parameters such as correlations may be difficult 
to interpret, and researchers need to decide which analytical procedures can 
be meaningfully applied in light of their hypotheses or research questions, to 
avoid drawing artificial, data-centric conclusions. 

concluSIon

Content analysis provides a useful and multifaceted, methodological framework 
for Twitter analysis. CAQDAS tools support the structuring of textual data by 
enabling categorising and coding. Depending on the research objective, it may 
be appropriate to choose a mixed-methods approach that combines quantitative 
and qualitative elements of analysis and plays out their respective advantages 
to the greatest possible extent while minimising their shortcomings. Big data 
(from several thousand up to millions of tweets) should rather be considered 
for a quantitative assessment of, for instance, communication patterns within 
the data set. It can subsequently be reasonable to extract a subsample (= small 
data) and analyse it qualitatively with the help of CAQDAS software. Basic 
functions such as word, phrase, or category count analyses as well as features 
like co-occurrence or KWIC-analyses can be useful additions for a systematic 
interpretation of the data. The process of coding speech acts within tweets as a 
form of qualitative content analysis can be very demanding, as (re-)contextu-
alising tweets, differentiating similar speech acts (or topics, arguments, etc.), 
categorising Twitter-specific symbols, and finally, interpreting the co-occur-
rences can be quite challenging. Table 8.2 summarises the main advantages and 
limitations of CAQDAS in Twitter analysis.

Conducting content analysis with the use of CAQDAS software can expand 
the researcher’s capability to interpret Twitter data. However, due to various 
limitations, qualitative data analysis software should rather be used as a sup-
portive tool than a product that drives the whole research process. In the end, 
the interpretation of the findings still has to be done by the researcher.
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Table 8.2: overview of the advantages and disadvantages of using caQdaS Software for 

analysing twitter messages

CAQDAS and Twitter Analysis:  
Advantages 

CAQDAS and Twitter Analysis: 
Disadvantages

Allows for mixed-methods approaches. CAQDAS packages are very complex; need 
a lot of time and effort to get to know the 
particular features and functions.

Metrical analyses as well as frequency 
analyses can be carried out quickly; give a 
good first impression on the data.

Dictionary entries/categories not sufficient 
for language-in-context. 

Basic analysis (word/phrase/category 
count) and visualisation possible with 
small and big data.

Limited automated coding processes; 
manual coding required. 

Codes can be arranged hierarchically and 
be modified during coding and analysis; 
overlapping of codes possible.

In-depth content analysis (semantic 
analysis) hardly possible with big data.

Inter- and intracoder reliability tests can be 
performed.

Most software is proprietary and costly.

n ot e

 1 More information on CAQDAS can be found, for example, on the website of the Surrey 
CAQDAS networking project (http://caqdas.soc.surrey.ac.uk).
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