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Content 2

FOREWORD

This ZUMA Nachrichten Spezial documents a cornerstone in an initiative to bring
together scholars from different disciplines engaged in the computer-assisted analysis of
texts. It presents reprints of the talks given by four keynote speakers and the abstracts of
al the papers presented at the Text Analysis and Computers Conference held in
Mannheim from September 18 - 21, 1995.

The conference papers were drawn from four broad areas - content analysis, qualitative
approaches in the social sciences, information processing and corpus linguistics.

The editors would like to thank once again everyone who contributed to the conference.

One of the main aims of the conference was to provide a forum for an exchange on text
analysis procedures and potentials across disciplines - an ambitious undertaking in view
of the diversity of perspectives and interests involved.

The conference undoubtedly accomplished some of the ground work necessary for an
interdisciplinary discourse to begin. Since September a number of cooperative projects
have been started - on new tools for text analysis, on establishing an internet discussion
forum and on planning more intensive research cooperation between the humanities and
the social sciences.

Clearly, more interchange and, importantly, more cooperation are essential for a single
initiative to spread and gain momentum. Together with other institutes, ZUMA is
planning further research meetings, an electronic discussion forum and publications.
News of developments will be posted regularly on our WWW homepage and in ZUMA
publications such as the ZUMA-Nachrichten.

May 1996

CorneliaZuell Janet Harkness Juergen H.-P. Hoffmeyer-Zlotnik



COMPUTER-ASSISTED CONTENT ANALYSIS

ERHARD MERGENTHALER

his paper provides an overview of the current state of the art in computer-assisted

content analysis (CACA). First, background, history and a model of CACA will be
given, the dichotomy of qualitative versus quantitative is addressed, and a new under-
standing, the "marker view" leading to a more general Text Analysis is introduced. Sub-
sequent chapters provide a definition of terms and cover issues of size of scoring units,
and the development of computerized coding to replace well established manual rating
systems. The paper concludes with the description of a recently developed computer-
assisted text analysis methodol ogy to describe psychotherapeutic processes.

1. Introduction

1.1 History of Computer-Assisted Content Analysis

The method for Computer-Assisted Content Analysis most often is seen as a
"mechanized" or "automated" variant of the theme analysis. According to Merten theme
analysis is one of the oldest and most wide spread variant of at least 20 conventional
content analytic techniques as he more than ten years ago aready identified in a synopsis
(Merten, 1983:120). As we shall see later in this paper, computer assistance may aso be
useful, and in fact has been utilized, for many of the other variants as well by now. The
terms "mechanized" and "automated” have been put into quotation marks to emphasize
rather the wish than the reality of what working with computers can achieve.

Content analysis in general (Friih, 1991; Gerbner et al.,, 1969; Krippendorf, 1981;
Merten, 1983) has been defined as "any research technique for making inferences by
systematically and objectively identifying specified characteristics within text" (Stone et
al., 1966:5). Theme analysis in special relies on the representational model (Osgood,
1959), roughly saying that manifest texts represent a reliable correlate of the context and
therefore it is possible to infer from text to context. Another basic assumption of content
analysis is to expect a theme to be the more prominent in a text, the more references can
be found to it. This however has been subject of a controversy which has been opened in
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1952 by Berelson and Kracauer and which focused on aspects of quantitative vs. qualita-
tive content analysis (Howe, 1988). Although this contention never has been solved
finally, it has been seen as being less and less important in the following years, by taking
a pragmatic stance. Kracauer, 1972 and later on Howe, 1988 pointed out that the two
approaches overlap, with quantitative analyses ending up with qualitative considerations,
and qualitative analyses often requiring quantification. Also arguing became less critical
due to the convincing results especially computer-aided content analyses brought about
more and more often. Dictionaries with many categories were developed and applied in
order to assess the manifest content of atext. Well known and probably most often used
are the Lasswell Vaue Dictionary, the Harvard Psycho-Sociologica Dictionary (Gerbner
et a., 1969; Stone et a., 1966), and the Regressive Imagery Dictionary (Martindale,
1978; 1986; 1990).

The system General Inquirer (Stone et a., 1966) was developed as a prototype for com-
puter-aided content analysis and achieved a position of specia importance in the social
sciences. Regarding the psychotherapeutic scope of application, Laffal’s "total content
analysis' (1968) can be mentioned. Although the methodological foundations were
digtinctly different in the work of Stone et a. and Laffa, the computerized text analysis
process followed the same schema for both. The preliminary task is the compilation of a
glossary or dictionary, often consisting of a collection of several thousand word forms
which are assigned to different categories. The categories themselves constitute a system
including either the facets to a specid topic or the aspects of a more general complex of
topics. The vocabulary of a dictionary can be derived either inductively from a text or
deductively from more genera constructs whose consequences can be detected in the
choice of categories. The computer’s task is to examine a text word for word and to com-
pare it to the dictionary. If a word form is found, the number of entries counted for the
corresponding category is increased by one. The resulting frequency distribution can also
be relativized according to the text for the purposes of comparison. Depending on the
system, this fundamental algorithm can be modified into a more or less elaborate form by
the introduction of additional rules. Stone et al., for example, attempt in this manner to
resolve the ambiguity of many word forms by referring to the context. This level of
development characterizes computer-aided content analysis even today, including the
newer systems commonly used today (TEXTPACK, Intext, TAS). It can be considered
an independent method that, however, barely has gone beyond the scope of its applica
tion in the empirical socia sciences. As late as 1993 Ray Siemens published a paper,
proposing practical content analysis techniques for text-retrieval in large, un-tagged text-
bases.
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The "golden age" of computer-assisted content analysis is marked by the years from 1960
to 1970. Within numerous contributions - merely al of them within the Anglo-American
literature working mainly on mass communication research and literary text analysis -
methodological implications have been discussed and basic applications have been
shown (e.g. Gerbner et al., 1969; Laffal, 1968; Stone et a., 1966). The years from 1970
to 1980, athough the method also was discovered by psychotherapy researchers (Dahl,
1972; Spence, 1970), and also became more wide spread in Europe, are characterized by
a slowing down of published reports on specific applications in the primary fields of
applications. But never this technique was totally out of use. Nowadays we may see
computer-aided content analysis as a standard methodology within the empirical socia
sciences including psychotherapy (Rosenberg et al., 1990), but aso as a methodology
that shows methodological stagnancy since years. Due to a variety of overviews which
appeared in recent years however, there is an increasing understanding of inherent prob-
lems like reliability, validity (Weber, 1983), statistical issues (Hogenraad & Bestgen,
1989; Hogenraad et al., 1995), linguistic aspects (Fruhlau, 1981; Jeanneau, 1991) and
practice oriented guidelines (Weber, 1985; Ziill et al., 1991).

A totally different but also computer-assisted approach using statistical methods to find
categories, Harway & lker (1964) made use of. This technique did not find however
further attention.

1.2 A Model for Computer-Assisted Content Analysis

The following model is given in order to make the process of text analysis transparent. It
starts from a bipartite view of a real and a formal system. A natural language is postu-
lated within the real system and a formal language within the formal system.

Furthermore, the real system is divided into an object-linguistic and a meta-linguistic
component. Any text that will be analyzed is now interpreted as an object-linguistic
realization within the real system. The guiding theory for the text analytic process is
handled as a meta-linguistic component. The formal system comprises a category system
without any further differentiation. The procedural description of the text analysis now
can be given in three steps:

1) Translation of a text from the real system into a formal category system.
2) Interpretation of the formal category system within a theory.
3) Evaluation and verification of the findings with the text being analyzed.



E. Mergenthaler: Computer Assisted Content Analysis 6

This model is appropriate in the description of scaling techniques for verbal material as
for example, the anxiety scales of Gottschalk and Gleser (1969) or Bucci's Referential
Activity (Bucci & Kabasakalian-McKay, 1992).

By means of computer-assisted text analysis the crucial work of trandation as afirst step
is performed by computational rules implemented as part of the software used. The
second step involves a coding procedure. Within the model this results in a further dif-
ferentiation of the formal system into object-linguistic and meta-linguistic components
(see figure 1). Thus there will be a correspondence between text and extracted informa-
tion (e.g. vocabulary), and theory and category system respectively. Procedural descrip-
tion now comprises four steps:

1) Reduction of atext to selected information.

2) Trandlation of the information to a category system.

3) Interpretation of a category system within a theory.

4) Evaluation and verification of the findings with the text being analyzed.

While the first two steps now are performed mostly automatically using text analysis
software, the third and fourth steps are based on human skills, making use of the complex
contextua environment and universe of meaning.

The use of quantitative methods in general implies, according to the above model, a very
rigid reduction of the variety of information originally present in a text. In contrast to
certain hermeneutic approaches, in which ideas and additional interpretative information
may even be added, computer-aided text analyses build to the more general phenomena.
According to agenerally accepted understanding of science, the goa of research must be
to find agreement among scientific communities which ultimately can lead us to more
generally accepted knowledge. From the hermeneutic point of view, if the object and the
applied methodology are too complex to be understood and accepted by others, the
researcher tends to look for refinement using smaller and more readily judgeable objects
and methods. In case of computer-aided text analysis the research strategy is just the
opposite. If agreement can't be found, stepwise generaization will be sought until con-
sensusis found.
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|
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Figure 1: Model of computer-assisted content analysis

1.3 Category Systems - Different Views

As it may be obvious the decisive tool in computer-aided content analysis resides with
the dictionary as it connects vocabulary with theory. A dictionary is defined as both:
wordlist and category system and thus corresponds to the formal component in the above
mentioned model.

The Selective View

Stone et a. (1966) differentiated specific and general dictionaries. A specific dictionary

serves as an instrument for the investigation of a narrow and well defined problem. For
example, we refer to the Anxiety Theme Dictionary developed a Ulm University
(Griinzig, 1980; Griinzig, 1983; Speidel, 1979). It comprises four categories called
Shame, Mutilation, Guilt, and Separation.g@ueral dictionary serves as a tool in the
investigation of various not necessarily predefined problems. A well known example may
be the Harvard Third Psychosociological Dictionary with its 53 categories. At a closer
look, however, generality in this example reveals as the composition of several specific
dictionaries into the general frame of objects, processes, and qualifiers.



E. Mergenthaler: Computer Assisted Content Analysis 8

The Total Content Analysis View

A quite different view of generdity is proposed by Laffal (1968). He promoted a
Conceptual Dictionary for use within a"total content analysis' of language. The category

system should be highly dependent from the cognitive capabilities and experiences of

human beings. In a comprehensive rationale Laffal makes use of specific reading like

Piaget, Vygotzkij or Halig and Wartburg. His conceptua dictionary comprises 114
categories.

Laffal’s Total Content Analysis implies the coding of almost every textword except those
with extreme high frequencies in normal language, as we find with function words. This
contrasts with Stone et al., who list the 5000 most frequent words to use for dictionary
construction. This results in different types of content analysis. The former picks up a
large variety of highly content-dependent nouns, adjectives, and verbs. The latter deals
with everyday vocabulary. On the other hand this results in a text coverage of 10 percent
for Stone et al. and of 90 percent according to Laffal.

The Marker View of Content Analysis

While the dictionaries presented so far in this paper were understood as directly revealing
the contents of some text, emphasis now is put on a use of dictionaries that indirectly
reveals the contents of the analyzed text. In contrast to the former view this does not
intend to quantify the manifest content of a text but rather to identify more general the-
matic aspects. An entry from the dictionary, which matches a word in the analyzed text is
seen as a "marker" indicating the presence of a thematic construct but not really measur-
ing it. Given this approach the controversy about qualitative and quantitative aspects is
made obsolete by identifying phenomena rather than reporting categorical data. Com-
puter-aided text analysis as it is proposed along with the marker view will provide us
with the following information: Are the phenomena we are looking for present in the
text, and if so, where are they located? However text analysis will not tell us the specific
variant or the intensity of a phenomenon in the text.

2. Definition of terms

The following list of useful definitions is included as an aid to the reader. Such a defini-
tion of terms has proven itself useful in the past since the everyday meaning of some of
the terms diverges from the special meaning in the field of computers.
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Word Form

A word form is every word written by an author or said by a speaker of a natural lan-
guage. In the written presentation of speech, word form refers to a sequence of letters
bordered by spaces or specia symbols. Examples of word forms are the words: |, gone,
houses, hm.

Comment: In general linguistics this definition corresponds to a series of graphemes.
There aword form can consist of several, not necessarily sequential, series of graphemes;
for example, "will have eaten” is aword form consisting of three groups of graphemes. In
a sentence this word form may be interrupted by other graphemic groups. "Tomorrow |
will only have eaten lunch or had a snack." The recognition of such word forms with the
aid of algorithmic procedures requires extensive syntactic and semantic analyses of the
context. In many cases, the end of the sentence does not sufficiently limit the context, so
that the entire text may possibly have to be referred to.

Basic Form

Basic forms are al uninflected word forms. For verbs this is the infinitive, for nouns the
nominative singular, and for adjectives the positive. Thus for one basic form there may
be several word forms. Examples of basic forms are the words: I, go, house, hm.
Comment: Corresponding to the definition of word form used here, the concept of basic
form also refers to a series of graphemes: "will have eaten" thus refers to the three basic
forms"will", "have", and "eat". In general linguistics this would simply be "eat".
Complete Form

A complete form is an inflected word form, and for every complete form there is a basic
form. Examples of complete forms are: me, went, houses. Thus the above defined term
word form does not differentiate between basic respectively complete forms.

Word List

A word list is afinite quantity of different word forms.

Lemma

A lemmais a quantity of word forms grouped together because of their agreement with
regard to given qualities. Examples of lemmata are the word entries in a standard dic-
tionary like Webster's.
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Comment: General linguistics distinguishes between syntagmatic, paradigmatic, and
structural qualities. A second condition is usually that alemma only includes word forms
of one part of speech and with one root.

Lemma List

A lemmallist is a structured quantity of lemmata. Every single lemmais determined by a
congruence of the word’s part of speech and the meaning of all the word forms belonging
to it. The corresponding basic form is used as the lemma name. Examples for the entries
in alemmadictionary are the lemmata:

residence = (residence, residences)
reside = (reside, resided, residing, resides)

Part of Speech

Part of speech is the role a word form fulfills in speech or in sentence structure (see
Erben, 1968:38ff.). The following parts of speech are distinguished:

- Verbs

- Nouns

- Adjectives

- Pronouns

- Prepositions and Conjunctions

- Adverbs and Predicate Adjectives

- Interjections
Verbs amount to about a fourth of the entire vocabulary and are the main means of
statements (rheme) describing action or a state of being. Nouns constitute more than two-
thirds of the entire vocabulary and serve to name the significant aspects (theme) sur-
rounding an action or determining a state of being. Adjectives constitute about a sixth of
the entire vocabulary and serve to characterize a given act or state of being and the sig-
nificant aspects involved in it. The pronouns, prepositions, conjunctions, and adverbs
together amount to about a tenth of the entire vocabulary; their function is to supplement
the three main word kinds by enabling references, relationships, connections, and modal
and emotiona expressions to be made.
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Comment: This functionally and syntactically oriented definition of part of speech takes
especially the pragmatic goals of the desired text analysisinto account.

Word Form Index

A word form index is a structured list of all the word forms appearing in a text. The
frequency of aword'’s appearance is also recorded for each word form.

Basic Form Index

A basic form index is alist of al the word forms appearing in a text which have been
traced back to their basic forms. The frequency of a word's appearance is recorded for
each basic form.

Comment: Word and basic form indexes constitute the basis of frequency dictionaries. A
comprehensive description is given by Alekseev (1984).

Category

A category refers to the names of open quantities of word forms grouped under the same
substantive point of view. For example, al word forms which refer to sensual percep-
tions could be grouped under the category "sense".

System of Categories

A system of categories is a quantity of categories which is self-contained according to
substantive points of view. For instance, the system of categories ANXIETY THEMES
includes the categories Shame, Mutilation, Guilt, and Separation.

Vocabulary

Vocabulary refers to an index of complete forms or of basic forms if the distinction
between complete form and basic form is not relevant.

Dictionary

A dictionary is afinite quantity of ordered pairs. Every pair consists of aword form and a
category. For example, given the word list:

W = (cut_off, cutting_off, soon, knife, judgement, judgements)
and the category system
C = (Shame, Mutilation, Guilt, Separation).
A dictionary which corresponds to the definition given here might ook as follows:
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D = (cut_off, Mutilation; cutting off, Mutilation; cut_off, Separation;

cutting_off Separation; knife, Mutilation; knife, Guilt; judgement, Guilt;
judgements, Guilt)
Such a dictionary can aso be understood as a relation between word list W and the
system of categories C, and thus as a subset of the Cartesian product W x C. To obtain
the desired sub quantity in the form of a dictionary, secondary conditions can be agreed
upon. The most common ones are:

1. For every pair of elements in subset D, the meaning of the given word forms should
agree with the definition of the category associated with them.

This excludes the "meaningless" pairs of elements from the complete Cartesian product.
Since this condition was applied to the above-mentioned example, the pair of elements
(soon, Guilt) is not given there as an itemin the dictionary D.

2. Each word form in the word list W may appear in only one pair of elements in the
dictionary D.

This agreement prevents multiple classifications. If the second condition is applied to the
above-mentioned example, a decision must be made as to the category under which the
word forms "cut_off", "cutting_off", and "knife" will be included in the dictionary. Con-
sequently the following dictionary might result:

D = (cut off, Mutilation; cutting off, Mutilation; knife, Mutilation; judgement,
Guilt; judgements, Guilt)

3. Excluding inflected word forms makes dictionaries smaller and easier to use.
Applying the third condition to the example produces the following dictionary:
D = (cut off, Mutilation; knife, Mutilation; judgement, Guilt)
Standard Dictionary
Standard dictionaries are defined as dictionaries satisfying all three secondary conditions.
Text

A text is a structured quantity of word forms, punctuation marks, and commentaries.
Symbols identifying speakers, chapters, or other structural information do not belong to
the text itself, but label atext. A text can be organized hierarchicaly. Typical levels that
are distinguished are:
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- Word form

- Utterance, Paragraph, Statement

- Session (hour), Chapter

- Sequence of sessions (treatment), Book

Standard text

A standard text is a text whose word forms have been traced back to basic forms. A
standard text thus does not contain any inflected forms, but its structure (and therefore
the sequence of the word forms) is retained.

Type

All the different word forms appearing in atext or aword list are called types.

Token

All the word forms appearing in a text or word list are called tokens. The number of
tokens always corresponds to the text size.

Corpus

A corpusis a quantity of text which is grouped together under one general point of view.
For example, the Ulm Textbank comprises a corpus which contains texts form the psy-
chotherapeutic situation. Subcorpora can also be defined; for instance, the collection of
first interviews selected on the basis of the patient’s sex and age constitutes a limited
subcorpus.

Processing

The agorithmic processing of texts is possible according to two points of view. First, a
text can be viewed as a set of word forms and processed according to a set-oriented
procedure. The other view follows the sequentia structure of word forms in the text;
such procedures are called structure oriented.

Set-Oriented Processing

Preparation of a Word Form Index

Word forms, together with frequency of occurrence, which appear in a text are deter-

mined, sorted either aphabetically or according to frequency of occurrence, and made
available as afile or a printout.
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Preparation of a Basic Form Index

A basic form index can be prepared from either atext or a previously prepared word form
index. All the complete forms which occur are traced back to their basic forms (standard
text), sorted again either aphabetically or according to frequency of occurrence, and
made available as afile or a printout.

Difference Between Vocabularies A and B

Vocabulary X is determined. It consists of al pairs of elements contained in vocabulary
A but not in vocabulary B.

For example, given the vocabularies

A=(l, 3;you, 7; he, 5; she, 8) and

B = (she, 2; we, 1)

Vocabulary C then contains C = (1, 3; you, 7; he, 5).
Furthermore, it is also possible to determine the limited difference between the vocabu-
laries. In other words, vocabulary X may include pairs of elements which have the same
word forms and which appear in both vocabularies if the ratio between the frequency of a
word’s occurrence in vocabulary B to that in vocabulary A does not exceed a specified
vaue. Thus in the example, the pair (she, 8) belongs to vocabulary X given a limiting
valueof R=0.25.
Intersection of Vocabularies A and B
Vocabulary X is determined. It consists of al pairs of elements present in both vocabu-
laries A and B (possibly with different frequencies of occurrence). The frequency for a
pair in vocabulary X isthe sum of the frequenciesin A and B.
Characteristic Vocabulary of Two (or More ) Texts A and B
Vocabulary X 5 is determined. It consists of al pairs of elements being significantly
more frequent present in text A than in text B. The level of significance can be deter-
mined (usually probability of error is set p = 5%).
Application of Dictionary D to Vocabulary A
Applying dictionary D to vocabulary A produces a distribution of the categories in
vocabulary A and an internal differentiation of each category. Using the concepts
"relation” and "selection” which were taken from relation algebra following Codd (1970)
makes it possible to present the processing forms described herein aformal
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mathematical manner (not shown in detail here for the sake of clarity). For example, with
dictionary D = (cut_off, Mutilation; knife, Mutilation; judgement, Guilt) and vocabulary
A = (cut_off, 4; knife, 4; judgement, 2) we have the relation X = (cut_off, Mutilation, 4;
knife, Mutilation, 4; judgement, Guilt, 2). This produces the selections S = (Mutilation,
8) and S, = (Guiilt, 2). This exampleis presented in Table 1.

Word Form Category Freguency Type
cut_off MUTILATION 4 Relation X1
knife MUTILATION 4 Relation Xo
MUTILATION 8 Selection S
judgement GUILT 2 Relation X4
GUILT 2 Selection Sy

Table 1: Example of the application of adictionary to avocabulary

Application of Two Dictionaries One to Each Other

Applying adictionary D4 to adictionary D, determines arelation X that explains which
categoriesin dictionary D4 measure the categoriesin dictionary Do. An exampleis given
intable 2.

Structure-Oriented Processing

Application of a Dictionary to a Text

Every word form in a text is searched in a dictionary and replaced by the appropriate
category. Word forms not contained in the dictionary are replaced by the category
"undefined". The product of this form of processing is a sequence of categories corre-
sponding to the sequentia structure of the text.

Processing a Sequence of Categories

With the aid of conditions and instructions it is possible to manipulate a sequence of
categories. The following conditions are possible:
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- The occurrence ("exists") of a category within the sequence studied
- The position of a category within the sequence studied

- The relation to the categories preceding and following a category within the sequence
studied

- The conjunction of two categories within the sequence studied

D1 Wword Category D, word Category

Form From

accuse ATTACK accuse GUILT
LEGAL
SIGN-REJECT

doctor AUTH-THEME doctor MUTILATION
HIGHER STATUS
MEDICAL

mother FAMILY mother SEPARATION

FEMALE-ROLE
HIGHER STATUS

bankruptcy AVOID bankruptcy SHAME
ECONOMIC

rival ASCEND-THEME riva MUTILATION
ATTEMPT
SIGN-REJECT

worry DISTRESS worry GUILT
SIGN-WEAK

home FEMALE THEME home SEPARATION
SOCIAL PLACE

naked DANGER-THEME naked SHAME

SENSORY -REFERENCE
SEX-THEME
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X Do

Dy

Category

SHAME

MUTILATION

GUILT

SEPARATION

Category

AVOID
ECONOMIC
DANGER THEME
SENSORY REFERENCE
SEX THEME
ASCEND THEME
ATTEMPT

AUTH THEME
HIGHER STATUS
JOB ROLE
MEDICAL

SIGN REJECT
ATTACK
DISTRESS
LEGAL

SIGN REJECT
SIGN WEAK
FAMILY
FEMALE ROLE
FEMALE THEME
HIGHER STATUS
SOCIAL PLACE

Table 2: Example for the evaluation of two dictionaries.

Where such conditions apply, one of the following instructions can be carried out and
stored in afile or become printed:

- Addition of acategory
- Deletion of a category
- Substitution of a category

- Selecting of the text preceding and following a category
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Interaction Sequences

Starting from a sequence of categories, it is possible to formalize the sequences of cate-
gories for a change across analysis units and to analyze them with specially prepared
models.

Summary of the Forms of Processing

It is possible to divide the methods for analyzing texts into two groups by distinguishing
between set- and structure-oriented forms. Another criterion for classifying the methods
is given by the possibility to analyze texts resulting from a conversational situation
according to amonadic or dyadic approach.

In the monadic form, only the contribution of an individual spesker or author is used in
the analysis. In the dyadic form, in contrast, especially those speech phenomena are taken
into consideration that result from the interaction of all participating speakers. Thus four
basic groups of methods can be distinguished in computer-assisted text analysis:

MONADIC DYADIC
SET ORIENTED Group 1 Group 2
STRUCTURE ORIENTED Group 3 Group 4

The choice of one of these groups of methods depends on the goal of the research. In the
following, several examples of applications are listed together with the group of methods
which is especially appropriate.

Group 1

Alterationsin a subject’s speech acrosstime

Comparison of different speech situations

Comparison of different groups of speakers

Group 2

Interaction sequences in the studied dyad

Speaker typologies
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Group 3
Structures of a subject’s associations
Group 4
A subject’'s communicative strategies

Generally, methods from different groups are combined for more extensive kinds of
guestionsin order to get results which are more reliable.

3. Some Technical Aspects

3.1 Size of Scoring Unit

Minimal Text Size. If text data are to be used in a scientific study to determine measure-

ments considering both frequency and distribution atext needs to be divided into severa
segments. Making separate measurements on each section, the question is quickly posed

as to the determination of the appropriate sample size. This aspect concerns the length of

a section of text used in the analysis. This can be of significance, for example, in the
decision as to whether single paragraphs/utterances or entire chapters/conversations

should be used. There have not been any sound scientific studies on these questions. As

far as the text size has been taken into consideration in published studies at al, the

authors rely primarily on the observations that they were able to make, while analyzing

speech material. For conventional content analysis Gottschalk and Gleser (1969) and
Gottschalk et al. (1969) for example, determine that their anxiety scales could be utilized

for a text of at least 70 (English) words. Schéfer (1977) gives 100 words as the minimum
value for the German version of these scales. This minimum is founded methodologically
in the reliability with which numerous judges were able to classify test sentences. Ruoff
(1973) describes texts of 200 word forms as the minimum size which is also applicable in
practice. He bases this on his view that phenomena necessary to speech are normally
distributed; this normal distribution begins to occur in the corpus of spoken speech that
he studied in southern Germany at this text length. For computer-assisted text analysis
there are no well-founded indications of minimum size; usually values between 500 and
1000 word forms are suggested without further discussion.

As a significant aid to practical work, especially to computer-assisted content analysis the
following formula to estimate the necessary sample size N for the methods mentioned
above is given by Mergenthaler (1985).
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N >In(a/2) /In(1-p)
where a isthe level of significance the analyses are based on (usualy a = 0.05) and p is
the expected frequency as determined from the basic vocabulary for the category with the
least frequency within a given dictionary (In = logarithm base 2).
The considerations leading to the formula start from the idea that the process of speech or
text production in man can be understood as a stochastic process (Bennett, 1977). In
other words, laws of probability describe the origin of atext and determine the sequence
of theindividual word forms in it. Although these laws are at first unknown, they can be
discovered empirically. The following assumption is therefore made: The sequence of all
the word forms in a collection of texts, called text corpus for short, represents the laws of
probability.
It is possible on this basis to determine the basic vocabulary of a text corpus. Statisti-
caly, the basic vocabulary can be understood as the parent population from which a
concrete text is taken as a sample. The frequency of occurrence of individua word forms
contained in the basic vocabulary can be viewed as their genera probability of occur-
rence; it thus constitutes an empirically determined measurement of probability. The idea
of abasic vocabulary is aso used by Henken (1976) in a computer-aided content analysis
of documents from people who attempted suicide. He comments with regard to sample
size: "Each group contained a minimum of 1000 words to insure reliability" (p. 37). The
values for different categories, determined using the Harvard Psycho-Sociological Dic-
tionary, he compared with a baseline derived from a one-million-word corpus of Ameri-
can prose (Kucera & Francis, 1967). The values he got for the proportions of the catego-
ries range between 0.06% and 8.93%. To be able to compare the results for individual
texts, the significant deviations from the baseline in both directions were determined at
various levels of probability of error. Not taken into consideration, however, was whether
a significant deviation from the given probability of error is at al possible for a sample
size of 1000 words and a, for example, 0.06% genera probability. The formula above,
demonstrates that the minimal sample sizeis 6146 words at a 5% probability of error for
the category "medical”, which has a general probability of 0.06%. Thus the 1000 words
chosen by Henken are not sufficient to permit the findings to be interpreted. Table 3
gives the minimal text size for some sample probabilities.
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p N
0.01 36.886
0.05 7.375
0.10 3.687
0.50 735
1.00 367
5.00 71

10.00 35

Table 3: Minimal text size N for sample probabilities p of the expected frequency of
occurrence of a category with agiven level of error of alpha= 5%.

3.2 From manual rating to computerized coding

The following section deals with a problem that is very common: How to develop a
computer-assisted procedure for scoring textual material in order to replace awell estab-
lished manual rating system? There are only few systematic studies dealing with this
topic and comparing human ratings with computer attempts for the same scales or cate-
gories. Some of them focus around the computerization of the Gottschalk & Gleser
Anxiety Scales (Gottschalk & Gleser, 1969; Gottschalk et a., 1969). Gottschalk and
Bechtel presented an attempt to measure these scales by modelling the rater’s steps of
segmenting and coding as close as possible on a computer (Gottschalk & Bechtel, 1982).
The results however have not been very satisfying. Partly this was due to the limited
computational linguistic knowledge and tools available at that time. Meanwhile
Gottschalk and Bechtel (1995) have a system that makes use of a linguistic parser and a
knowledge based system. The results are reported to be comparable to those of human
raters. The efforts to develop this system took years and success only was possible by
collaborating with computer scientists and computationa linguists.

An attempt more in line with the technique of computer-assisted content analysis was

made by Speidel (1979). In a deductive approach she developed a specific dictionary

having one category for each of the Gottschalk & Gleser Anxiety Scales. Griinzig and
Mergenthaler (1986) then compared results from judges with the computer based meas-
urements and had to realize that although many convergent findings, there were also
instances with significant differences. They conclude that the Anxiety Theme Dictionary
measures something different than the original rating scales. This does not mean however
that the computer approach is useless. In contrary, it has proven to be a valuable tool in
psychotherapy process research.
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More recently Mergenthaler and Bucci (in prep.) presented a new technique in modeling
the Referential Activity rating scales (Bucci & Kabasakalian-McKay, 1992). Referential
Activity (RA) is the amount of active links between the verbal and non-verbal system of
a person. This can be observed in textual data. The rating is done on four eleven point
scales. Concreteness, Imagery, Specificity, and Clarity. An overal measure of RA is
given by the mean over all four scales. RA usually peaks when a narrative is encountered
in atext. Mergenthaler and Bucci now made use of the expertise human raters have. They
took rated material and selected extreme samples from both ends of the scale (0-3 and 7-
10). Thus they got two corpora, one with prototypic low RA text and one with high RA
text. In a next step the characteristic vocabularies (see definition on page 14) were
computed for these corpora. The one vocabulary resulted with words which are
considered to be typica for low RA, the other one with words being characteristic for
high RA. After minor editing the lists were ready as a dictionary for Computer
Referential Activity (CRA) comprising two categories, one for high and one for low RA.
The correlation coefficients for CRA with human raters was found to be within .42 and
.65 which is considered to be very good. In fact, treating the computer as a rater, the
inter-rater reliability is within the range of human raters for CRA.

4. Example of a Computer-Assisted Text Analysis

Methodology

In this chapter, a study will be presented that has been published by Mergenthaler (in

press) and which had the goal to develop a computer-aided system that is able to identify

key moments in transcripts from psychotherapeutic sessions. The term «key moment»
refers to one or more sessions of a treatment or to segments within a session which are
seen as clinically important. These include moments which may be seen as a turning
point or break through, moments which mirror points of insight as they occur in the
course of the psychotherapeutic process and which are needed in order for some change
in the patient's demeanor to take place.

41 Background

The method is based on two variables. The one is emotion, a phenomenon that is seen as
a central aspect for many or all psychotherapies. The concept «emotion» is understood as
«emotional tone of a text», a term as it is used also in literary and linguistic research
(Anderson & McMaster, 1982; Anderson & McMaster, 1986; Anderson & McMaster,
1990). Thus utterances or words will be observed that are suitable to verbally express
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emotion, which however may not coincide with physiological correlates like sweating,
flushing, or palpitation.

As a second variable «Abstraction», a construct leading to the development of under-
standing and perception (Piaget, 1977) and thus patients' main cognitive activity, was
chosen. Abstraction has clearly observable linguistic effects. Besides a rich resource of
abstract nouns natural language provides the unlimited possibility to build abstract terms
out of concrete concepts by performing a morphological transformation on single word
forms, like from "tender” to "tender-ness".

Both, Emotion Tone and Abstraction are assumed to vary in intensity during the thera-
peutic process. Furthermore it is expected that the possible combinations of Emotion
Tone and Abstraction as expressed in language have clinical significance. This leads to
the following general hypothesis: For a «good hour» (key session) to emerge, the tempo-
ral coincidence of Abstraction and Emotion Tone is a necessary condition. The same is
true for a «good moment» (key moment) within a session. For the empirical assessment
four states based on the notion of Emotion Tone and Abstraction will be defined and
introduced as «Emotion-Abstraction Patterns». The four patterns are defined, labeled,
and interpreted as follows:

Pattern A - Relaxing: Little Emotion Tone and little Abstractiétatients talk about
material that is not manifestly connected to their central symptoms or issues. Their stance
of speaking is rather describing than reflecting. Also it is a state where patients return to
as often as they feel the need to regenerate both, physis and psyche to prepare themselves
for the next step of their «talking cure».

Pattern B - Reflecting: Little Emotion Tone and much Abstraction.

Patients present topics with a high amount of abstraction and without intervening emo-
tions. This may be an expression of defense known as intellectualizing.

Pattern C - Experiencing: Much Emotion and little Abstraction.

Patients find themselves in a state of emotional experiencing. Patients may be raising
conflictual themes and experiencing them emotionally.

Pattern D - Connecting: Much Emotion Tone and much Abstraction.

Patients have found emotionatcess to conflictual themes and they can refipon
them. This state marks a clinically important moment, this is the instant that was intro-
duced as key moment earlier.
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The following model is derived from a specific temporal sequence of the four Emotion-
Abstraction Patterns. This will be introduced as «Therapeutic Cycle» consisting of five
phases. It is based on the assumption, that in the course of a psychotherapy or within a
psychotherapy session Emotion-Abstraction Patterns do not occur by chance. Rather a
periodic process for the underlying variables Emotion Tone and Abstraction is assumed.
To explain this not only psychic, but also biological factors may contribute (e.g. endor-
phins). A good example of how humans are used to, how they even need a behaviour as
such, Johnson has given with the following anecdote:

«A harpist who lingers too long on one string offends our ear; just so, the speaker who
remains too long on the same general level of abstraction offends our evaluative proc-
esses—no matter what his subject may be.

The story is told of the man who played the bass viol. But he didn't play it the way other
people play a bass viol. His bass viol had only one string, and he kept his finger always
in the same place while he bowed that one string. In this way he played long, long, day
after day—until his wife became exasperated, gentle souigh she was. "John," she
said, "why don't you play the bass viol the way other people do? Haven't you noticed that
they have many strings on their bass viols, and they move their fingers up and down all
the time when they play?"

"Sure they do," said John, as he went on bowing. "They're looking for dlee. fdlve
found it."» (Johnson, 1946:278)

Phase I: Starting point is pattern A (Relaxing), moments where patients do not show
much emotion nor abstraction. They find themselves in a "relaxed" state, in a transitional
state from one theme to another, or they are associating freely.

Phase IlI: After a while emotion increases and pattern C (Experiencing) will show up.
This shift can be initiated by having reported a narrative (dream, early memory, episode)
or by reporting on the symptoms they are suffering from. Patients at this time are in a
state of emotional experience.

Phase IlI: Ideally then the amount of reflecting will increase, either by patients' own
impetus or guided by the therapist. Patients will reflect their recent emotional experience
and thus reach at emotional insight. They are in a statenofecting Emotion Tone and
Abstraction showing up as pattern D (Connecting).

Phase IV: As a consequence of the insight processes the emotional tension will decrease.
Patients can reflect upon their new experience without being bound to emotional con-
straints. Pattern B (Reflecting) will show up.



E. Mergenthaler: Computer Assisted Content Analysis 25

Phase V: Finaly reflection will fade out as well. The cycle ends with the state of Relax-
ing (pattern A) which shortly after can lead to the emergence of anew cycle.

The Therapeutic Cycles Model alows for both, a macro-analytic view over the course of
atreatment, and for a micro-analytic view describing the flow within a session.

Macroanalysis: If the Emotion-Abstraction Patterns are computed for complete therapy
sessions a therapy can be characterized by the given sequence of these patterns. Turning
points are given by the session immediately before a shift into a new pattern. Key ses-
sions will show up with the pattern D (Connecting).

Microanalysis: The Therapeutic Cycle Model describes the very moments of genesis,
effect, and end of therapeutic progress. It is not expected to find that the Therapeutic
Cycle occurs frequently or repeatedly within a session nor to find onein every session.

4.2 The Development of the Dictionaries

The Emotion Tone dictionary was compiled from various word lists taken from literature
and from a body of approximately one million words of running text, taken from English
texts stored in the Ulm Textbank, which were examined for emotionally tinged words.
The developed word list was revised in such a way that words with concrete aspects of
sensory reference as for example "heart" or "warm" were deleted from the dictionary, and
words which could not be classified into at least one of the following dimensions:
PLEASURE-DISPLEASURE; APPROVAL-DISAPPROVAL; ATTACHMENT-DIS
ATTACHMENT; SURPRISE.

The final dictionary comprises only a single category with the common term "Emotion
Tone" (ET), and does not use any further divisions. In its current form, the ET dictionary
consists of 2305 items, including inflected forms. In a sample of 80 sessions from 20
patients ET covers an average of 5.4% of the text, with a standard deviation of .62%.

The Abstraction dictionary was obtained primarily through a suffix analysis of al words
in English texts which were available in the UIm Textbank. This technique goes back to
the examination of Gillie (1957), who showed that the use of specific endings (e.g. -ness,
-ity), which is typical for abstract word forms, correlates significantly with the classifice-
tion of texts by observers regarding the construct of abstraction.

4.3 Textual Data Used

The method of measuring Emotion-Abstraction Patterns was tested using two different
types of clinical text corpora. The material has been chosen in such a way that the valid-
ity of the method can be demonstrated as well. This became possible because independ-
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ent clinical evaluations and results from psychological tests are available for both cor-
pora, which we can interpret in relation to the hypotheses that we want to support. The
first corpus is a sample of 80 sessions taken from the Penn Psychotherapy Study
(Luborsky et a., 1988). The sample consist of four sessions from each of 20 treatments.
Ten of these patients had a good outcome, 10 did not improve. The second corpus is a
single case covering all 28 sessions of a psychodynamically oriented short term psycho-
therapy provided by the Project on Conscious and Unconscious Mental Processes
(Horowitz et al., 1993). We know from independent clinical studies of this treatment that
it had aclear "key session" (no. 12) and within this session also two "key moments".

4.4 Segmenting of transcripts

In order to describe the flow of a variable within a session a segmentation into scoring
units is needed. The measurement then can be done for each segment independently and
the course of the respective variable can be observed, or further analyzed by use of the
sequence of the measured values. For statistical reasons there should not be less than
seven to ten scoring units. On the other hand the upper bound is aso limited otherwise a
single segment would become too small in terms of number of words included (see chap-
ter 3.1 above). This estimate has to be based on the variable with the least text coverage.
Abstraction with about 4% thus needs a minimum of 129 words (see aso table in
Mergenthaler 1985:173). The often used "idea units' or "thought units' (Butterworth,
1980) are not suitable, because they normally just comprise little more than one sentence.
Therefore transcripts were segmented into word blocks of 150 words each. Obviously
this kind of segmentation will not take care of a thematic flow within the session. To
compensate for this the data were smoothed using a weighted mean (1-2-1) spanning
over three word blocks.

4.5 Results

The Emotion Tone and Abstraction dictionaries together cover a total of nine to ten
percent of the text. The improved patients have significantly higher levels for the variable
Abstraction (p<.05). For Emotion Tone the difference is not significant, however suc-
cessful patients have a higher level of emotion here too. As for the Emotion-Abstraction
Patterns improved patients had less Reflecting and more Connecting (p<.10). With
regard to Experiencing and Reflecting the samples did not show a difference. Comparing
early with late sessions an increase of Connecting for the improved patients statistically
was supported (t-test for paired samples, p<.05).
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The Single Case analysis clearly revealed the key session which was aso identified by
the therapist and by a research team. Within this session a Therapeutic Cycle was found.
It occurs right in the moment were the most prominent change of the patient took place.

4.6 Conclusion

With the method presented here the clinical concept of emotion is brought together with
the linguistic phenomenon of abstraction and shown as being productive for the thera-
peutic process. It alows to operationalize and to measure the important concept of emo-
tiona insight in a transparent way. The Therapeutic Cycle describes the psychodynamic
of apsychotherapy.

Figure 2: Emotion Abstraction Patterns and the Therapeutic Cyclein
Case 40, Session 340
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Figure 2 gives an example for a Therapeutic Cycle which is preceded by two narratives
(dream reports) as measured by Computer Referential Activity (CRA). Both times the
patient got interrupted by a phone call which was answered by the therapist. As a conse-
quence the patient’s resistance increases and only due to an intervention by the therapist
Connecting is achieved.
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COMPUTER-AIDED QUALITATIVE DATA
ANALYSIS: AN OVERVIEW'

Udo Kelle

he last decade saw maor advances in computer-assisted coding-and-retrieval

methods for non-formatted textual data. These methods are especialy helpful in
interpretive socia research where the researcher has to cope with sometimes huge
amounts of unstructured textual data. Presently, qualitative researchers can choose
between various coding and retrieval techniques by drawing on a variety of different
software packages. The purpose of the paper is to give an overview of computer-aided
techniques for the management and analysis of textual datain qualitative research and of
the current debate about the methodological impact of these techniques on the research
process. The initial sections contain a brief historical overview of the development of
computer-aided qualitative data analysis whereby some epistemological aspects of the
relationship between qualitative methodology and computer-use will also be discussed.
Following that the paper also outlines basic elements of "computer-aided qualitative data
analysis', namely the use of textual database management systems for the automatization
of manua indexing and operations. Since the advent of the first coding-and-retrieve
programs great hopes have been expressed that such coding techniques could
revolutionize qualitative research by making the research process more transparent and
by improving the reliability and validity of its results. In the last part of the paper these
questions will be discussed thereby focussing on aspects of validity.

1. Introduction

In the past decade a variety of software programs have been developed to assist qualita
tive researchers® in analysing their data. More and more researchers now use these pro-
grams and there is a growing body of technical as well as sophisticated methodol ogical
literature about computer-aided qualitative data analysis (cf. LeCompte & Preissle, 1993:
279-314; Lee & Fidlding, 1991; Richards & Richards, 1991; Tesch, 1990; Kelle, 1995;
Weitzman & Miles, 1995). As with other technical innovations in their early stages one
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can find enthusiastic forecasts and concerned warnings about their possible merits and
dangers. While some qualitative researchers warn that computer-aided methods might
alienate the researcher from their data (cf. Agar, 1991, Seidel, 1991), others are really
thrilled by the prospect that computers could add trustworthiness to qualitative inquiry
and foresee a methodol ogical revolution (Richards & Richards, 1991).

In the following overview of the current state of the art of computer-use in interpretative
research | will try to present some preliminary answers to the question of its potential
methodological costs and benefits. | will start by giving an introduction to the basics of
computer-aided qualitative data administration, in particular the techniques of coding and
retrieval. The first programs specifically developed for managing qualitative data in the
early eighties were based on these techniques and facilitated the mechanization of rather
mundane mechanical tasks, namely the building of indexes, concordances and index card
systems. These programs, e.g. Qualpro, The Ethnograph or Hyperqual are sometimes
referred to as the second generation of computer-aided qualitative data analysis, while
the first generation were word-processors and standard database management systems
(Mangabeira, 1995:130). Second generation programs, in particular The Ethnograph, are
now widely spread within the qualitative research community and it is now possible to
draw on a growing body of practical experience when discussing their methodological
impact on qualitative research.

The situation is completely different if one looks at the third generation of programs for
analysis which (although they are based on the same principles as the second generation
software) contain a variety of features that greatly exceed manual methods of textual data
administration, for example Atlas/ti, HyperResearch, Aquad or NUD«IST. These pro-
grams have now been on the market for some years but the extended features are only
seldom used as recent investigations among qualitative researchers have demonstrated
(Dotzler, 1995; Lee, 1995). It is not yet clear whether this is due to a certain technologi-
cal conservatism that adherents of the qualitative paradigm are supposed to share or
whether the advanced features of these programs are not really useful for the purposes of
qualitative research.

In the last part of my paper | will advocate the latter position by arguing that some of the
extended features provided by third generation programs no longer support qualitative,
interpretive analysis but require a style of coding of qualitative data that is much closer to
that applied in classical content analysis.
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2. Computer-aided Methods for the Management of Textual
Data

Let me start with some short remarks about the history of computer use in qualitative
research. Programs for the statistical analysis of textual data have been available since
the mid-sixties. In 1966 The GENERAL INQUIRER, a program for computerized quanti-
tative content analysis, began a train of development in history, linguistics and literary
studies that led to the emergence of a whole scientific community concerned with com-
puting in the humanities. In the socia sciences, however, the use of software for com-
puter-aided textual analysis initially only attracted scholars working in the field of con-
tent analysis. Qualitative researchers from interpretive traditions such as Chicago School
sociology or ethnography who also used texts as their main (if not only) empirical data
source made no attempts to integrate such software into their analytic work.

This is not at al surprising if one takes into account that qualitative analysis in these
traditions meant a totally different style of analytic work than that found in content
analysis. For the interpretive traditions textual analysis usually consists of a thorough,
fine grained analysis of a text in order grasp its meaning through hermeneutic under-
standing - an operation that is often viewed as an artistic endeavour ("hermeneutische
Kunstlehre"). Quantitative content analysis was criticized by such scholars as being too
atomistic and oversimplistic to really capture the semantic content of texts. In contrast,
hermeneutic analysis was considered to be the method that was capable of taking into
account the ambiguity and context-relatedness which were regarded as the central char-
acteristics of everyday language use (cf. Giddens, 1976).

The opinion that computers were not at al useful for textua anaysis was supported by
the paradigm of computer-use prevalent in the era of the mainframe. Computers were
mainly seen as calculating machines; useful in the social sciences only for statistical
analysis. The idea that electronic data processing machines could one day become an
indispensable tool for the storage, retrieval and manipulation of text and thus a so helpful
to qualitative researchers was far away.

This situation was radically changed by the advent of the Personal Computer. In the mid
1980s many hommes des lettres, qualitative researchers among them, discovered rather
quickly the enormous possibilities for text manipulation that were offered by the new
technology. But, given the limited user-friendliness of early operating systems and soft-
ware environments, many users (especialy those working in a DOS environment) were
also compelled to acquire a certain expertise in computer-use. After a strenuous appren-
ticeship, many of them experienced real enthusiasm when they discovered the numerous
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possibilities for working with textual data offered by the new technology. Consequently,
the dominant paradigm of computer-use changed from "computers as number-crunchers’
to computers as devices for the intelligent management of data, incorporating facilities
for the storage and retrieval of information that were far more complex and convenient
than any manual system of information retrieval used previously.

With this paradigm shift it became clear that, although computers are not useful for the
hermeneutic analysis of text, they can nevertheless be of great assistance to a hermeneu-

tician. Since hermeneutic analysis tends to produce huge amounts of unstructured textual

data, such as interview transcripts, protocols, field notes, and persona documents, there

are many data storage and retrieval tasks involved in this kind of analysis. In hermeneutic

sciences various strategies of intellectua craftsmanship have been developed to manage

these tasks and to keep track of one’s data. Many of these techniques are several hundred
years old and widely used in all sciences that work with texts - in fact most of them were
already used in the context of biblical exegesis.

1. Building indexes: on a separate piece of paper, the researcher notes the place (in terms
of line, page, interview number) where a certain subject is discussed by the interviewee.
The result of this process is similar to the index in a book.

Name Index

Agar, 9, 12, 60 Barton, 135 Blackman, 28(N)
Aldenderfer, 165 Baszanger, 50(N) Bogdan, 5, 57, 61
Altheide, 20 Becker, 4, 56 Bradshaw, 180
Anderberg, 165 Berelson, 53 Brownstein, 51(N)
Araujo, 9, 13, 68 Bertaux, 50(N) Bryman, 152
Bailey, 165 Biklen 5, 57, 61 Burgess, 153
Bain, 22 Blashfield, 165 Campbell, 22, 152

Figure 1: Name Index

2. Includingcross references in texts telling the reader where to find more information
on the same subject, for example as seen in the margins of a Bible.

3. Decontextualization andcomparison of text passages: Before the advent of computers,
"cut-and-paste” techniques were the most widely used methods of organizing the data
material to facilitate the comparisons of text passages - the researcher had to "cut up field
notes, transcripts and other materials and place data relating to each coding category in a
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separate file folder or manila envelope” (Taylor and Bogdan, 1984:136; see aso Lofland
& Lofland, 1984: 134). Other researchers used index cards for this purpose.

Card 2 Keyword A

7 Text1 )

| card 1 Keyword A

:_.’.

(IIIIIIIIII

—_

Figure 2: Cut and paste

Unfortunately such techniques of data management are rarely made explicit (with some
exceptions, e.g. Miles & Huberman’s source book (1994), Tesch (1990)). Instead they
form a part of the "folklore" of qualitative research, i.e. a departmental tradition passed
on orally among colleagues. From a methodological perspective such techniques are far
from trivial, on the contrary, their methodological significance for hermeneutic research
in the humanities oGeisteswissenschaften can hardly be overratéd.

The same holds true for qualitative studies in which a large amount of textual data are
collected, for instance when 30 to 40 interviews or more are conducted. In such cases the
validity of the study’s results is highly dependent on the "folkloristic techniques"
applied: A researcher who had organized his/her material in a sloppy way will certainly
overlook and neglect crucial information, and his/her inferences and conclusions will be
flawed because they are based on sparse data materiawanidreevidence has not been
systematically considered.
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Although they are of great methodological significance, the manua methods of data
management also have certain serious constraints. Firstly, they are rather inflexible. The
code scheme cannot be modified easily, arestriction that contradicts the fundamentals of
an inductive style of analysis which is typical for qualitative research. This inductive
style requires that the category scheme is developed from the data and not constructed
beforehand and then imposed on the data. Furthermore, if one uses "cut-and-paste’
techniques to decontextualize text segments it is amost impossible to later enlarge an
extracted text segment. In many studies this has become a major problem, especially
since novices tend to choose segments that are too small. It can happen that when,
several weeks later, the researcher returns to re-read the text passages that they have cut
out and pasted on index cards, the decontextualized text segments turn out to be totally
unintelligible. One strategy for coping with this problem is to include with the text pas-
sage information about its original site, so that the researcher could trace the path back to
its context (Miles & Huberman, 1984:106). However: "Cards and file folders are rea-
sonably workable if the number of sites is small and the data collection not extended.
But they are increasingly difficult and very time-consuming as the database gets larger”
(Miles & Huberman, 1984:67). The construction of an index will bring about the same
disadvantage which tends to negate the advantage that it offers by leaving the text pas-
sages in their origina context. As the database grows the search for text passages and
especially their comparison becomes an increasingly tedious task.

This problem of "data overload" (Miles & Huberman, 1994) is often mentioned in the
technical literature about qualitative analysis, and it is aggravated by a second problem.

Since in interpretive analysis data analysis and theory construction are closely inter-

linked, the researcher generates many theoretical concepts in the process of data analysis

which are often recorded as memos across numerous notebooks, manuscript pages and

index cards. A central step in quditative analysis is to compare the different text seg-

ments and memos in order to identify commonalities, differences or linkages between

them. The purpose of this is to identify structures and to construct "meaningful patterns

of facts' as Jorgenson (1989:107) put it. The crucial problem in the hermeneutic analysis

of large amounts of textual data is that at any given point the analyst must be able to

draw together all text passages, chunks of data and memos that relate to a certain topic. If

one considers that an average study’s database consists of 30 interviews with a tran-
scribed length of around 30 to 40 pages one can easily imagine that this can be a mam-
moth organizational task.
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It was the search for solutions to these problems that led to the first attempts to
computerize cut-and-paste methods in the early 1980s. When the first qualitative
researchers came to realize the advantages of word processing systems for writing texts,
they tried to use these programs for managing their textual data. Manual cut-and-paste
techniques were computerized by copying text segments from one file to another. As one
can easily see, this method has hardly any advantage over manual methods - it simply
replaces scissors, paper and glue with an electronic cut-and-paste facility. Other
researchers started to experiment with the database programs available for microcom-
puters. But, although these programs permitted the storage and retrieval of text segments
according to as many criteria as necessary, and aso offered search and sorting proce-
dures, they still imposed serious limitations on the management of unstructured textual
data. For example, standard database management systems such as dBase require that the
text segments are stored in afield that is defined before the data are entered. As has been
mentioned above, this contravenes the inductive categorization strategy preferred by
most qualitative researchers.

Inspite of these drawbacks, some researchers used the macro or programming language
often contained in standard software like word processors and database management
systems to adapt these programs to their specific requirements. The results of these
endeavours can be regarded as the first generation of programs for computer-aided
textua data management in qualitative research. But it did not take long before some
qualitative researchers with advanced computer programming skills started to develop
non-formatted textual database systems for the management of unstructured textual data.
The idea behind this kind of database management systems is straightforward: the
addresses of certain text segments, in terms of line numbers, are stored as pointers in a
special file together with the names of the codes alocated to these segments.

No of Document Name of Code  |First line Last line
1 CLE 234 245
1 EMO 167 201
2 CLE 56 88
2 CLE 195 209
2 EMO 355 390

Figure 3: Codes as pointers
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These pointers can be used by retrieval agorithms to find and retrieve those text seg-
ments to which certain codes were assigned by the researcher. Therefore, as opposed to
standard database systems or word processors, coding with these programs does not
entail the removal of text segments from their context. Text segments are only temporar-
ily decontextualized for retrieval purposes. Consequently, the use of non-formatted tex-
tual database system has two central virtues: (1) in principle it is possible to electroni-
caly restore the original context of a text segment, and (2) the coding scheme can be
changed much more easily than with a standard database.

Non-formatted textual database management systems represented the second generation
of software for qualitative research. Since the mid-1980s a number of different software
packages, like Qualpro, The Ethnograph, Textbase Alpha or Max have been developed
that are based on these principles. All these programs allowed the researcher to code their
data, that is to attach codes to certain text segments and to retrieve all text segments from
adefined set of documents to which the same code had been assigned (see Figure 4).

 Text1 w Retrievals of Code A
Text 2 ™ 4 Text 1 I
A — I = |
Text 2
A
=  Text3 I
g — Text 3
A T——

- J

Figure 4: Coding and retrieval

These programs vary greatly with respect to their user-friendliness and they contain
different additional features, e.g. facilities for editing and storing lengthy theoretical
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comments or statistical features for calculating code or word frequencies. But since their
basic function - the coding and retrieval of text segments - is the same these software
packages can be subsumed under the heading "code-and-retrieve” programs.

The integration of code-and-retrieve programs into the research process can be regarded

as a mgjor methodological innovation. To understand why this is the case it is useful to

take a closer look at the logic of qualitative reasoning. In analysing qualitative data the

analyst usually does not start with ready-made hypotheses but with a broad and genera
heuristic framework of theories. While exploring, that is reading, re-reading and inter-

preting the data, the researcher will develop assumptions about associations, regularities

and patterns in the field under investigation. Further analysis means the modification and
concretization of these assumptions. This process often aso contains elements of
"proving" and "checking" them, and qudlitative methodologists have often referred to

this process as "examination" or even "verification" of "hypotheses' (cf. Strauss,
1987:12, Miles & Huberman, 1994:262, Strauss & Corbin, 1990:108). But in using these

terms one must be very careful to not obscure the differences between the assumptions

that a qualitative researcher develops in the ongoing process of analysis on the one hand

and statistical hypotheses on the other. Qualitative hypotheses, when they first come into

a researcher’'s mind, are usually not highly specified and definite propositions about
certain facts, but tentative and imprecise, sometimes vague conjectures about possible
relationships. Following the philosopher of science Norwood Hanson one should, instead
of calling them hypotheses, rather call them hypotheses aboutntiaif propositions
descriptions or explanations will be useful in the further analysis. They are insights that
"whatever specific claim the successful H(ypothesis) will make, it will nonetheless be an
hypothesis of one kind rather than another." (Hanson, 1971:291) A researcher who
conducts a field study about the distribution of power in a certain organization may, for
example, gain the impression from the first interview that there is some sort of hidden
competition between the different divisions of the organization. Or a researcher who
carries out qualitative interviews among patients suffering from chronic pain may for
example initially develop the idea that women form different pain management strategies
to men. Using further empirical material the qualitative researcher would now try to
further elaborate these tentative conjectures. As the hypotheses become more elaborated,
they will also become more precise, gain empirical content and thus will come closer to
hypotheses in the original sense, that means to empirically testable statements about
distinct entities.

Only at this point in the ongoing process of analysis will it be useful to talk about
"verification" or "hypothesis testing". However from the preceding discussidioitics
now be obvious that these terms have to be used in a completely different way than in
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quantitative research. But, in the contemporary methodological literature about qualita-
tive research the authors hardly ever make explicit what they understand by "hypothesis
examination”, "verification" or "falsification". One has to go back to the tradition of the
late Chicago School in the 1950s to find an explicit account of qualitative hypothesis
examination.

Lindesmith and Cressey (Lindesmith, 1968; Cressey, 1950; 1971) in seeking to apply the
strategy of analytic induction outlined by Znaniecki (1934) to research practice proposed
amethodology of hypothesis examination in which the researcher starts by formulating a
vague definition together with a hypothetical explanation of the investigated phenome-
non. Thereafter a single case is examined in the light of the hypothetical explanation to
determine whether the hypothesis can account for the investigated phenomenon in this
case. If not, either the hypothesis has to be reformulated or the investigated phenomenon
has to be redefined in such away that the case can be excluded - of course the new defi-
nition has to be more precise than the preceding one in order to avoid the immunization
of the hypothetical explanation. "...this procedure of examining cases, re-defining the
phenomenon and re-formulating the hypothesisis continued until a universal relationship
is established, each negative case calling for a re-definition or re-formulation” (Cressey,
1971: 16).

Lindesmith regarded this methodology of qualitative hypothesis examination as a falli-
bilistic strategy in the Popperian tradition of critical realism claiming that by looking for
crucia cases the researcher systematically exposes their hypothesis to the possibility of
failure. Nevertheless, this strategy differs greatly from the concept of statistical hypothe-
sistesting, because

1. firstly, it cannot be regarded as the application of a set of precisely defined rules.
Furthermore, the guidelines (not "rules") outlined by Lindesmith and Cressey can be seen
as a heuristic framework that help researchers to develop a theory via the successive
refinement of working hypotheses.

2. Secondly, the empirical material not only serves as the basis for making a decision
about the regjection or acceptance of a hypothesis, but also as an information source for
the generation, refinement and modification of new and existing hypotheses.

In this context, "testing and confirming findings" or "verification" means: returning to the

data (i.e. re-reading one’s transcripts or field notes), or returning to the field (i.e. con-
ducting new observations or interviews), in order to find some confirming or disconfirm-
ing evidence.
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However, some serious threats for validity are associated with this strategy of hypothesis
examination. The researcher is always in danger of treating their material selectively, that
is of only noticing confirming evidence and overlooking disconfirming evidence. This
potentia danger is, as one can easily imagine, aggravated by data overload. A integral
part of the folklore of qualitative research is anecdotal accounts of researchers who have
thousands of pages of transcripts available and who desperately try to find at least two or
three text passages that support their assumptions which they can quotein a publication.

It is obvious that this danger diminishes if the data material is well organized within a
coding and retrieval system that alows the researcher to easily draw together al text
passages that refer to a certain topic. Thus computer-aided methods for the administra-
tion of textual data will help to fully exploit the data material and prevent researchers
from basing their results on sparse evidence. By reducing the negative effects of data
overload they will also alow researchers to collect and analyse more textual data. As
with hypothesis testing this should not seduce us into confusing different modes of
sampling: the purpose of qualitative sampling cannot be to achieve representative sam-
plesin the statistical sense since thiswould require far more cases then could be analysed
by means of interpretive methods. But methods of purposeful sampling regularly applied
in qualitative research, for example "theoretical sampling” (Glaser & Strauss, 1967:45ff),
can also benefit from greater sample sizes: such a strategy can be used to systematically
search for crucia cases, i.e. cases with a high probability for providing evidence or
counter-evidence for the devel oping hypotheses.

From this it can be concluded that second generation software represents a major meth-
odological innovation for qualitative research since they alowed the researcher to
analyse more data more systematically and carefully and thus increased the possibility to
find evidence or counter-evidence for their hypotheses.

3. Enhanced Coding and Retrieval Techniques

Code-and-retrieve programs only mechanized widely used cut-and-paste or indexing
techniques but did not change their underlying logic or offer analytic features which
could not be employed using manual methods. This situation changed as more and more
features were added to these programs, features that widely exceeded the anaytic pos-
sibilities offered by manua methods, e.g.
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1. facilities for theory building that offered the researcher the possibility of defining
many kinds of linkages between codes, memos and text segments resulting in complex
networks

2. tools for hypothesis examination that are based on complex retrieval techniques for
searching for co-occurring codes.

These new techniques formed the basis of what have been called the third generation
programs (Mangabeira, 1995). In the following | will briefly outline some of their basic
principles and then move on to discuss their methodological impact on the research
process. At present literature about the methodological advantages or disadvantages of
the advanced theory-building and hypothesis testing capabilities of third generation
programs are mainly published by the devel opers themselves. In contrast, very little has
been written by neutral researchers about the practical experience of using these tech-
niques. Therefore, | will draw on some genera considerations about the nature of quali-
tative research to evauate their possible methodological costs and benefits.

3.1 Enhanced Coding Techniques for Constructing Linkages and
Building Networks

The theoretical categories which are developed in the ongoing process of qualitative
analysis are often closely related to the codes used for coding the text. Since one would
usually regard theories as networks of theoretical categories it is obvious that tools for
connecting codes to each other could be helpful for displaying the structure of the
emerging theory. Therefore, software that facilitates the connection of categories can
make a major contribution towards theory building. As has been aready mentioned,
coding is technicaly realized in most code-and-retrieve programs by defining pointers.
These pointers contain the addresses of text segments and thus establish linkages
between codes and text segments. In the same way it is also possible to define a linkage
between one code and another. This linkage can take the form of, for example, the sub-
sumption of one code under a more general code, or the subdivision of one code into
several more refined subcategories. If the researcher restricts themselves to this kind of
connection their category scheme could be represented by hierarchical networks (see
figure5).

The program NUDeIST contains extensive features which support the construction of
hierarchies of code categories. But linkages between codes may not only take the form of
hierarchical relations but can form whole networks of categories, containing chains or
loops (see Figure 6.).
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The program Atlas/ti offers a variety of features for building non-hierarchica networks.
Additionally the user of this program can label the linkages between codes as being, for
example, causal, contradictory, or hierarchica relationships, while Hypersoft, which is
another program with extended theory building facilities, offers tools for defining the
strength of arelation in quantitative terms.

It is also possible to link "memos" (see above) to other elements of the database. Since
memos are often "the theorizing write-up of ideas about codes and their relationships as
they strike the analyst while coding”, as Glaser (1978: 83) said, they are most useful if
linked to the relevant codes or text segments. Since memos can be regarded as signposts
along the path between data and theory, linkages between text segments, codes and
memos can help to retrace this path, enabling researchers to control the empirical back-
ground of their theoretica ideas. Further possibilities for linking elements of the quaita-
tive database include the employment of hyperlinks for linking text segments to each
other without using codes. In this way the technique of defining cross-references already
mentioned earlier can be mechanized.

3.2 Enhanced Retrieval Techniques for Searching for Co-occurring
Codes

In some of the third generation software programs, for example NUDeIST, these
enhanced coding features for theory building are supplemented by enhanced retrieval
techniques that are intended to help with the examination of hypotheses and thus support
the "grounding” (in the sense Glaser and Strauss (1967) used this term) of the emerging
theoriesin the data.

The first enhanced retrieval facilities were aready added to second generation programs
in the mid-80s. The researcher could define case-constant variables, such as age, gender,
profession, assign them to the cases and then selectively retrieve text segments according
to two criteria: First, that they have been coded with a certain code and second, that they
belong to a specified subgroup of documents defined according a certain value of a case-
constant variable. For example a researcher could examine the hypothesis that men and
women generally have different attitudes towards a certain topic by searching for al
statements on this topic (i.e. a certain code) made by male interviewees (i.e. value "male”
of the case-constant variable "gender") and comparing them with those statements made
by women. Or utterances made by respondents from different age groups or from
different professions could be compared.

The next step in the development of enhanced retrieval facilities were algorithms for
searching for co-occurring codes.
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Facilities for searching for co-occurring codes can be regarded as a possible basis of a
methodology of hypothesis testing in qualitative research (see Sibert & Shelly, 1995,
Hesse-Biber & Dupuis, 1995, Huber, 1995). This is usualy technically realized with
methods of logic programming. The first step is the construction of a knowledge base
that contains information about what codes are connected to which parts of the textual
database. The researcher then formulates their hypotheses as relationships between code
categories which, finally, are broken down in such a way that a query to the knowledge
base can be conducted. This query is designed to provide information on whether the
categoriesin question co-occur in the text

HyperResearch is one program that implements such ideas. As with second generation
programs HyperResearch’s basic principle is coding and retrieving text segments. In
addition the program contains a hypothesis testing module which is designed to formal-
ize the inference or thought process of a qualitative researcher analysing texts by
inferring new codes from existing codes. When using the hypothesis testing module the
researcher formulates their hypotheses in the form of "production rules" in which codes
are connected with "if-then" statements. To give an example: a researcher who has coded
his/her data with codes for "critical life events" and "emotional disturbances" may wish
to examine the hypothesis that critical life events are always or frequently accompanied
by emotional disturbances. They could then transform their hypothesis into a query about
all co-occurrences of text segments coded as critical life event with segments coded as
emotional disturbance. Using HyperResearch’s hypothesis tester one would formulate the
rule

IF “critical life events" AND "emotional disturbances” THEN ADD "life event has
caused stress".

If the program finds both the code "critical life events" and the code "emotional distur-
bances" in a given document, the hypothesis is confirmed for that document and the code
"life event has caused stress" is added to it.

HyperResearch only searches for the presence of certain codes within a given set of
documents, and in doing so does not take the precise location of the text segments into
account. In contrast, with programs like Aquad, NUEX or Qualog co-occurrences of
codes can be defined more precisely. They can be:

. Indicated byoverlapping or nested text segments to which the codes under inves-
tigation are attached, as shown in Figure 7.
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. Indicated by text segments that are coded with certain codes (here A and B) that
appear with a certain specified maximum distance of each other. If this maximum
distanceis set at, say, 8 lines, the program would retrieve all code A. (see Figure 8)

. indicated by sequential ordering (Code A is regularly followed by Code B), as
shown in Figure 8.
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Figure 7: Overlapping and nesting text segments
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The program Aquad is an example of a program that helps the researcher to use informa-

tion about the co-occurrence of codes for hypotheses examination. Aquad contains

twelve ready-made hypothesis structures that are formulated as searches for co-occurring

codes. These hypothesis structures can be expanded by users who are familiar with the

Prolog programming language in which the whole program has been written. Taking our
previous example and using Aquad one would first code the text segments with the codes

"cle" (for "critical life events") and "emo" (for "emotional disturbances"). Let us assume

that during this process the following hypothesis has come to the researcher’s mind
"Whenever interviewees talk about critical life events they will also, at the same time,
mention emotional disturbances". One can now operationalize "at the same time" as
"within a maximum distance of 5 lines in the interview transcript" and run a retrieval that
finds all text segments coded with/d" where a text segment coded wittrio" also

occurs within a maximum distance of 5 lines. Looking at the result of such a retrieval
shown in Figure 9 one can for example see that in the interview "bioss1" the association
of "cle" and "emo" occurs only once (at line 102), while in interview "bioss2" there are

5 text passages where text segments coded with these codes are very close to each other.

Thus the co-occurrence of codes (defined as the overlapping, nesting, proximity or
sequential ordering of text segments) indicates the presence of critical evidence for or
against the hypothesis.

hypothesis 1 / codefile bioss1.cod

100 102 cle - 102 104 emo
hypothesis 1/ codefile bioss2.cod

24 28 cle - 26 30 emo
65 70 cle - 72 82 emo
110 112 cle - 111 115 emo
220 228 cle - 212 224 emo
450 452 cle - 456 476 emo

Figure 9: result of a co-occurring code search with Aquad

A similar technique called "Qualitative Comparative Analysis (QCA)" (Ragin, 1987,
1995) that uses enhanced retrieval techniques can be realized by both Aquad and the
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program QCA. This method is similar to the hypothesis testing module contained in
HyperResearch in that the presence or absence of codes in a certain case is the decisive
criterion. However, with QCA it is possible to investigate far more complex configura-
tions of codes. Ragin maintains that the application of this approach is especialy useful
for researchers who wish to investigate complex causal relationships. For this the mate-
rial has to be coded in such a way that codes represent possible conditions, causes and
outcomes. It should be pointed out that what are called "possible causes' and "outcomes’
are solely defined by the user - as with HyperResearch QCA can be regarded as a tool for
formalizing the thought processes of a qualitative researcher and not as a tool for
"proving" hypothesized causal relationships.

QCA uses Boolean Algebrato determine the subset of codes (from a set of codes defined
as "conditions' or "causes') which is essential for the occurrence of the code defined as
"outcome”. For this purpose, a strategy of redundancy elimination is applied, using the
logical minimization of truth tables.

Let me give a simple example to illustrate this process. Let us define the two codes
"male" (M) and "parents’ high socio-economic status" (P) as causes and
"respondent’s high socio-economic status" (S) as the outcome. There are eight
possible configurations of these three codes, as indicated in Figure 10.

Causes Outcome
M P S
1 0 0 1
2. 0 0 0 X
3. 0 1 1
4, 0 1 0
5. 1 0 0
6. 1 0 1
7. 1 1 0
8. 1 1 1 X

Figure 10: Example of Boolean Minimization
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If only configurations 2.) and 8.) are actually present in the data then it is concluded that
the outcome S is only achieved if both M and P are present. If additionally configura-
tions 3.) and 6.) are realized it is concluded that the outcome S can also be achieved if
only one of the causes M or P is present. Although this is a simple example the method
can be extended to the investigation of numerous causes.

4. The Methodological Relevance of Enhanced Retrieval
Techniques

It is interesting to note that recent investigations among users of qualitative analysis
software have clearly shown that enhanced retrieval techniques are only seldom used (cf.
Dotzler, 1995; Lee, 1995). It is not yet known whether this is due to the reluctance of
users to adopt new analytic techniques or whether these techniques are inadequate tools
in the context of qualitative research.

Due to the lack of practical experience with these techniques at the moment it will be
only possible to give an answer to this question on the basis of genera theoretical and
methodological reflections. Since enhanced retrieva techniques are regarded by some
authors as the basis of a methodology of qualitative hypothesis testing it will be useful to
clarify first of al the different concepts of a hypothesis and hypothesis testing in the
context of quantitative and qualitative research.

However, this attempt of clarification will be complicated by the fact that the notions of a
hypothesis and hypothesis testing are themselves controversidl among qualitative
researchers and methodologists. On the one hand many authors often emphasize that
quditative analysis contains elements of hypothesis examination and verification (e.g.
Miles & Huberman, 1994: 262ff; Strauss, 1987:11ff; Strauss and Corbin, 1990:107ff)
From this perspective qualitative analysis is a series of aternating inductive and
deductive steps. data-driven inductive hypothesis generation is followed by deductive
hypothesis examination for the purpose of "validation", or "verification™.

On the other hand scholars devoted to arelativistic epistemology rooted in postmodernist
and constructivist philosophy would strongly object to the idea that qualitative research
has anything to do with "verification" or the "testing of hypotheses' - after all, the con-
cepts of hypothesis examination and verification form an integral part of standard social
science methodologies which have been criticized by many qualitative researchers for
imposing methodol ogical models from the natural sciences onto socia research (see e.g.
Denzin & Lincoln, 1994: 101).
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I think one will benefit from looking at the usage of the term "hypothesis testing” in its
traditional domain of statistical analysis. Statistical hypothesis testing (or "significance
testing") is a strictly rule-governed process of assessing the stetistical significance of
empirical results, whereby empirically observed sample findings are compared with
theoretical expectations. This comparison requires the computation of the probability that
the observed outcome is the result of mere chance. On the basis of this calculation a
precisely formulated decision rule can be applied: if the probability that a certain result is
merely the effect of a random process is above the so-called aphalevel, then the
researcher has to reject the hypothesis.

4.1 Hypothesis Testing in Quantitative Content Analysis

The application of such a methodology to the analysis of textual data has certain impor-
tant prerequisites which can be best explicated by taking quantitative content analysis as
an example. Quantitative content analysis parallels qualitative research in certain ways:
unstructured textual data are also often used as the primary data source and coding of
these datais aso the first step of data analysis. But coding in quantitative content analy-
sis serves a quite different purpose than qualitative coding: codes do not primarily have
an index function to help identify text passages relating to a certain topic. Instead, codes
in quantitative content analysis represent values of certain variables. Each appearance of
a certain code represents a certain event that is of interest to the researcher. For example,
coding atext with the code "Liberal Party affiliation" would mean that the interviewee is
a supporter of the Liberal Party. Coding is usually followed by information reduction
which entails using the information provided by coding for the construction of a new
(quantitative) data corpus that can be analysed with statistical procedures. The frequen-
cies of certain codes can be calculated, and hypotheses about the co-occurrence of codes
can be tested. Unlike qualitative research, it is crucia for this kind of analysis to focus
almost exclusively on the codes and not on the raw data. But this is only possible if the
codes can be seen as true representations of certain facts described by the raw data. Con-
sequently, there has to be a high degree of certainty that the codes have been applied in a
systematic and consistent way, in other words, the coding must have a high degree of
vaidity and reliability. Furthermore, the coding of the raw data must be inclusive and
exhaustive. This means that one must be certain that every single instance of the investi-
gated phenomenon that occurs in the raw data has been coded.

These requirements make it essential that whenever codes are employed to condense the
information contained in the data by representing facts described by the data, a precise
coding scheme is devel oped before coding starts, since:
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1. For pragmatic reasons alone, inclusive and exhaustive coding would not be possible if
the researcher did not have a ready-made category scheme to hand right from the start. If,
instead, the coding scheme was being permanently altered, it would be necessary to
permanently re-code the previously coded data with the newly developed categories.

2. Objective, and therefore reliable, coding can only be conducted if all coders employ
exactly the same coding scheme.

Consequently, a research strategy where codes are used to test hypotheses in the sense
outlined above requires a deductive approach: the relevant variables and their values
(that form the codes) have to be determined before data are coded.

4.2 Hypothesis Testing in Qualitative Research

However, this requirement for a deductive approach would cause severe difficulties in
the context of interpretive social research.

Let us again take a short look at the logic of qualitative reasoning to clarify this point.
Although there is a puzzling heterogeneity of qualitative approaches (cf. Tesch, 1990:
55ff.), it has often been emphasized that most of them are at least implicitly based on a
common underlying concept of human action. This has been referred to with notions like
the "Interpretive Paradigm" (Wilson, 1970), "Interpretive Sociology" (Giddens, 1976) or
"Interpretive Interactionism" (Denzin, 1989).

According to the interpretive paradigm the meaning of human action and interaction can

only be adequately understood if the interpretations and the common-sense knowledge of

the actors are taken into account. This theoretical postulate has far-reaching methodo-

logical consequences. The researcher must be able to gain access to the interpretations

and the common-sense knowledge of the members of the social world investigated. If the
researcher’s goal is to describe members’ actions adequately (which is with respect to the
meaning these actions have for them) he/she must be able, to a certain extent, to perceive
the world in the same way as the members do.

This demand for "empathetic understanding" ofocess to the common-sense knowl-
edge of the investigated form of social life makes it difficult, if not impossible, to employ

a hypothetico-deductive (H-D) research strategy, since this would require the develop-
ment of useful hypotheses before collecting empirical data. Instead, if one wants to learn
something about the actor’s point of view one has first to enter the empirical field, to
establish contact with the people in the field through interviewing or observation and
thus collect data. Consequently, qualitative inquiry in most cases starts with observation,
recording, listening etc., as also has been mentioned above. This means collecting some-
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times large amounts of unstructured textual data, and then hypotheses and theories are
developed on the basis of this material.

A qualitative researcher starts his investigation by noticing new and interesting
phenomena, and not by searching for evidence for an aready developed hypothesis. Of
course this must not seduce us into thinking of his mind as a tabula rasa. The researcher
aways brings some theoretical preconceptions with them. These do not represent
hypotheses in the classical sense, that means explicit propositions about empirical facts,

but (partly implicit) broad heuristic frameworks which help him to identify and select
relevant phenomena, and of course researchers with different perspectives will select
different phenomena. Identifying phenomena within one’s field notes, protocols or
interviews quite often (but not always!) takes the form of "coding".

But this process is quite different from coding in quantitative content analysis, as
Charmaz points out:

"Qualitative coding is not the same as quantitative coding. The term itself provides a case
in point in which the language may obscure meaning and method. Quantitative coding
requires preconceived, logically deduced codes into which the data are placed. Qualita-
tive coding, in contrast, meangeating categories from interpretation of the data. Rather
than relying on preconceived categories and standardized procedures, qualitative coding
has its own distinctive structure, logic and purpose.” (Charmaz, 1983: 111).

And Becker and Geer explicate the peculiarities of qualitative coding as follows:

"A systematic assessment of all data is necessary before we can present the content of a
perspective [...] We have tentatively identified, through sequential analysis during the
field work, the major perspectives we want to present and the areas ... to which these
perspectives apply. We now go through the summarized incidents, marking each incident
with a number or numbers that stand for the various areas to which it appears to be rele-
vant. This is essentially a coding operation, ... its object is to make sure that all relevant
data can be brought to bear on a point." (Becker & Geer, 1960: 280-281).

Coding as described by Becker and Geer differs in certain aspects from that in quantita-
tive content analysis. The incidents which are coded do not represent instances or exam-
ples of a general phenomenon or fact named by a code; instead the code only refers in a
quite vague manner to one of "the various areas to which it appears to be relevant”. The
purpose is not to condense relevant information with the objective of creating a quantita-
tive data matrix, but to "make sure that all relevant data can be brought to bear on a
point".
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For these authors the function of codes is clearly restricted to "signposting”: codes are
stored together with the "address' of a certain text passage, and, drawing on this infor-
mation the researcher can locate all the possible information provided by the data on the
relevant topic. Thus coding in qualitative research is a necessary preparation for the
process of systematic comparison. This process forms the basis of the kind of "hypothesis
examination" employed in interpretive research, which is quite different from hypothesis
testing conducted in an hypothetico-deductive research design. As has been said before a
qudlitative researcher does not start with readymade and precise hypothesis but develops
tentative and sometimes vague hypotheses ex post facto from certain parts of the data
material, and then further refines and modifies them by drawing on other parts the data
material.

This refinement or modification can be supported by code-and-retrieve-software. For
example, our hypothetical researcher who developed the hypothesis from a certain inter-
view that there is some sort of hidden competition between different divisions of an
organization may be interested in finding all text passages where interviewees talk about
the relations between different divisions. Or our other researcher who developed the idea
that women and men develop different pain management strategies can try to examine his
hypothesis by investigating all text passages where interviewees talk about strategies of
pain management. These researchers may find confirming or disconfirming evidence for
their hypotheses; in any case they will use the empirical material to further elaborate and
modify their tentative conjectures, in line with the concept of Analytic Induction pro-
posed by Lindesmith and Cressey (see also page 42).

For the following reasons, the approach to hypothesis examination adopted by most
interpretive researchers isincompatible with the H-D model described above :

Unlike quantitative content analysis, the concepts and categories (the "variables and their
values' in the language of quantitative content analysis) which form the basis of a
hypothesis are not an integral part of the coding scheme right from the start. The organ-
izational researcher for example did not begin coding the materia with the category
"competition” right away. A necessary prerequisite for using a certain theoretical concept
as the basis of a hypothesis in interpretive research - which incorporates a methodology
of discovery - is that this concept has not been used to code the raw data. In interpretive,
as opposed to hypothetico-deductive, research the researcher must not restrict the scope
of the investigation in advance by determining precise categories, since the goal is not to
test already formulated hypotheses with empirical material but to generate new ones with
the help of empirical material. Coding which support this process means the allocation of
text segments to genera topics of interest. Text segments that relate to a general topic
can then be drawn together to develop hypotheses on the basis of a comparison of these
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text segments. Consequently, codes will not be attached to precisely defined incidents in
the data but to text segments which are "tentatively classified into the smple content
categories we had decided in advance”, as, for example, Freidson (1975:271) points out.
So Coding and retrieval is nothing more than a mechanica preparation for interpretive
analysis which is based on a careful inspection and analysis of raw data (i.e. segments of
text) and on their comparison with the purpose of identifying patterns and structures and
with the purpose of checking tentative assumptions about these patterns.

In the ongoing process of analysis researchers will usualy examine their initial assump-
tions for the purpose of clarifying, modifying and refining them. But this requires further
inspection of the interview transcripts or field protocols themselves, and not of the codes.
In many qualitative approaches, especially in those with strong roots in hermeneutic
philosophy or phenomenology, such an "interpretive hypothesis examination" would
require a thorough fine-grained analysis of textual data. Thereby, further aspects of the
phenomenon under study will be discovered through a careful and intensive inspection of
the "raw data". In other words, the text itself contains materials that helps to modify the
initial hypothesis. Consequently, examining a hypothesis in qualitative anaysis is itself
an act of interpretation and not an algorithmic procedure based on strict decision rules as
with statistical significance tests.

4.3 Two Strategies of Computer-aided Hypothesis Examination

Let us now return to our question about the methodological impact of enhanced retrieval
techniques on the research process. As has been said before, some authors claim  that
facilities for retrieving co-occurring codes can support the process of qualitative
hypothesis examination.

It should be clear from the preceding discussion that one has to clearly distinguish
between two different strategies, if one uses enhanced retrieval techniques for hypothesis
examination, according to the kind of information the computer retrieves when it
searches for co-occurring codes: Does the mere fact of co-occurrence lead to the rejec-
tion or acceptance of a hypothesis, or isit only used to retrieve the original text segments
which are regarded as the basis for the decision on the hypothesis examined? These two
possibilities correspond to the two conceptions of textual analysis mentioned above: one
based on a hypothetico-deductive research strategy, the other on interpretive analysis.
Both strategies have their individual merits. But since both aso have certain mutually
exclusive prereguisites, confusing them islikely to be harmful to the research process.
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1. In applying a hypothetico-deductive strategy the mere fact of a co-occurrence is itself
regarded as evidence or counter-evidence for a certain hypothesis. If the researcher pro-

ceeds in this way the techniques for searching for co-occurring codes provided by
Aquad, NUD+IST or HyperResearch have a similar function to hypothesis testing in
statistical analysis. The primary purpose is not to provide the researcher with text seg-

ments but to use the information about the co-occurrence of codes in a given document

as abasis for decision making. Asin statistical significance testing, the decision making
process is strictly rule governed and hence agorithmic. So it parallels very much the kind

of hypothesis testing which is regularly applied in quantitative content analysis. How-

ever, there are certain methodologica requirements and limitations to the use of such a
hypothesis tester for qualitative hypothesis examination, which are usualy taken into
account by content analysts. These requirements relate mainly to the nature of codes
employed, since the codes must represent Boolean facts if an automatic hypothesis tester

is to produce meaningful results. Furthermore, the reliability of the codes used is of

utmost importance. But these requirements diametrically oppose the analysis strategy
usually applied in qualitative research. In an interpretive analysis strategy codes tend to
represent general topics of interest and not precisely defined Boolean facts. Furthermore,
hypotheses are not logically stated propositions about the presence, absence or relation-

ship of certain facts, but sometimes vague ideas about the relations between two or more
concepts. A hypothetico-deductive strategy where the mere fact of the co-occurrence of

certain codes in a given text passage is regarded as evidence or counterevidence can thus

rarely be regarded as an adequate strategy of hypothesis examination in interpretive
research. There are further reasons why the application of programs like Aquad, Hyper-
Research, NUD+«IST or QCA for hypothetico-deductive hypothesis testing can be seen as
arather dubious endeavour. These strategies have not yet attained the status of statistical
hypothesis testing because they do not contain any decision rules, grounded in inferential
statistics, for determining when a hypothesis should be rejected or accepted. Instead, they

are only suitable for investigating deterministic relationships where the discovery of one
contradictory case leads to the rejection of the hypothesis. However, such relationships

are extremely rare in socia research, let alone in the qualitative field. It would be cer-

tainly possible to use methods from inferential statistics to, for example, expand Ragin’s
proposed process of logical minimization. However, in this case the result would be
nothing more than a multivariate model for analysing categorical data. Consequently, one
cannot help wondering whether these "new" approaches amount to nothing more than
rediscovering the wheel.

There is a further, as yet unsolved, problem with Ragin’'s concept: that of degrees of
freedom. As the number of possible causes increases so does the number of possible
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configurations of these causes. With three variables a sample of at least 16 would be
necessary to alow each configuration to occur at least once. Therefore, his is a not
unproblematic strategy for qualitative researchers who traditionally work with small sam-
ples.

Consequently, if a researcher wishes to employ searches for the co-occurrence of codes
in agiven set of documents in order to test hypotheses within the framework of a hypo-
thetico-deductive strategy, | can only advise them to draw on the tried and tested
methods in quantitative content analysis.

2. But the strategies of qualitative hypothesis testing implemented by third generation
software as Aquad, NUD«IST, HyperResearch or QCA could nevertheless be extremely

useful in qualitative research, if they are used in a quite different way. That would be the

case if the results of co-occurring code searches are not regarded as evidence but are used

as a heuristic device. The purpose of querying the database would then be to retrieve the

original text to which the co-occurring codes are attached. Applying this strategy the

result of the retrieval would allow the researcher to determine the meaning of a certain
co-occurrence of codes by a thorough analysis of the original text. After the program has
retrieved al locations of text passages where segments coded with cle co-occur with
segments coded with emo the researcher would now inspect the origina text to answer

for example the question: Has the emotional arousal mentioned by respondent X some-

thing to do with the critical life event he describes? The acceptance of a hypothesis or its
rejection (which leads to its further refinement) is not the result of the application of an
algorithm (i.e. of a strictly rule-governed process) but is a result of the researcher’s inter-
pretation. This corresponds to Lindesmith’s and Cressey’s method of Analytic Induction,
in which the interpretive analysis of interview texts or observations forms the basis for
the researcher’s decision about a certain hypothesis, while the empirical material, i.e. the
textual data, also serves as an information source for generating, refining and modifying
hypotheses.

5. Conclusive remarks

This paper started by querying the specific merits and dangers of newly developed com-
puter-aided methods for qualitative research. Let me now try to give a tentative answer.
With respect to theecond generation programs for coding and retrieval, researchers’
experiences with using these programs show that they have had a very fruitful methodo-
logical impact on the analysis process: by allowing researchers to systematically organize
their textual data the software enhances more thorough analyses and reduces the risk that
researchers base their results on sparse evidence, that is on a few quotations from some
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highly untypical cases. So one has good reason to assume that the continued spread of
computer-aided methods for coding and retrieving textual data will enhance the reputa-
tion of qualitative research while ensuring the trustworthiness of qualitative findings.

With respect to the newly developed methods of enhanced coding and retrieval, severa
urgent warnings are necessary: These facilities offer fascinating new possibilities for
analysts to "play" with their data and thereby help to open up new perspectives and to
stimulate new insights. They can aso help to combine qualitative with quantitative
methods or an H-D approach with interpretive research strategies. But these possibilities
also contain specific dangers because the same technical tool can be used in the context
of two totaly different analysis strategies: (1.) a strategy in the tradition of interpretive
social science whereby textual data are coded for the purpose of hermeneutic analysis of
texts and (2.) a strategy in the tradition of content analysis whereby textua data are
coded to condense the information contained in them. With the newly developed
enhanced retrieval tools for qualitative analysis a qualitative researcher runs the danger
of reifying the codes and losing the investigated phenomenon by confusing two analysis
strategies. By seeking to test hypotheses without having observed the necessary
prerequisites he will easily produce artifacts.

Therefore, | would like to advocate caution when transplanting methodological concepts

like "hypothesis testing” or "verification" from one research tradition to another without
clarifying their role in the new context.

Notes
1) | am especially grateful to Kate Bird for her comments and critique.
2) It should be mentioned here that by "qudlitative research” or "qualitative

analysis' | refer to the hermeneutic analysis of textual datain the tradition of interaction-
ist, phenomological or ethnographic approaches and not to the statistical analysis of
categorica datawhich are also often termed "qualitative data’.

3) Historical and critical biblical exegesis - which helped in the 18th and 19th
centuries to overcome the dominance of dogmatic and literal interpretations of the scrip-
tures - is agood example of this. In particular, the technique of comparing text segments
(or "synopsis" asitiscalled in biblical exegesis) helped with the formulation of a theory
about the influences of the four gospels on each other and the order in which they were
written, a theory which today is still a generally accepted basis for understanding the
New Testament.
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MACHINE-READABLE TEXT CORPORA AND THE
LINGUISTIC DESCRIPTION OF LANGUAGES

CHRISTIAN MAIR

To understand the role of machine-readable text corporain linguistics it is necessary

to consider the four possible sources of data for the linguist, viz. (1) the analyst's
own introspection/ intuition, (2) more or less systematically conducted elicitation ex-
periments with groups of native speakers of the language studied, (3) collections of
authentic spoken or written citations gathered unsystematically, and (4) evidence ex-
tracted systematically from a well-defined corpus of texts. After a discussion of the ad-
vantages and disadvantages of the various sources of data, | will briefly exemplify recent
advances made in the corpus-based description of languages that have become possible
as a result of the application of computer technology to linguistics and then go on to pre-
sent the major databases currently available for the study of English and German.

1. The Linguist’'s Data

Linguists draw their primary data from four possible sources. These are: (1) the analyst’s
own introspection/ intuition - fully available only for the mother tongue, (2) elicitation
experiments - ranging from informal polls among friends and colleagues to systematic
test batteries used with representative samples of speakers, (3) authentic spoken or writ-
ten citations collected randomly, and (4) well-defined text corpora from which the
relevant evidence can be extracted exhaustively and systematically. The source of data
chosen limits both the type of question that can be asked and the results likely to be ob-
tained.

Consider, for example, the English "medio-passives" illustrated by (1):
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(€h) This book reads well also in trandation.
Officials bribe easily in some countries.
* The figures will understand better if presented in atable.

For the benefit of an audience consisting chiefly of non-linguists, the "medio-passive’

can be defined as a grammatical structure that is active in form (i.e. the verb reads has

the same form as in she reads lots of books), but passive in meaning (i.e. the first

example can be rephrased as this book can be read well also in translation). English
mediopassives have aroused linguists’ interest because they are a recent and spreading
innovation and alsodrause English affords a greater variety of such constructions than
other European languages.

Of the three sentences given in (1), a native speaker consulting his linguistic intuition
will very likely accept the first as normal, the sed as possible but somewhat strange
but reject the third (hence, following standard linguistic conventions, the asterisk in front
of this example). If asked, the native-speaking informant could come up with a few dozen
more examples of the construction, which is probably enough for a first approximative
linguistic description of the English medio-passive.

However, here as in many other areas of the grammar, there is a grey zone in which
native speakers’ judgments are unreliable. Consider:

2 Children educate less easily nowadays than they used to.

Most native-speaking informants will hesitate to give an immediate judgment on this ex-
ample and resort tad-hoc explanations of the kind: "well, | could imagine a journalist
using it," "maybe it's American" (if they themselves are British) or "sounds British" (if
they are American).

Obviously, it is precisely this type of phenomenon that lends itself easily to investigation
on the basis of elicitation and corpora. Thus, a hundred British or American speakers
could be asked for their opinions on:

?3) East Enders will screen weekly at 8 p.m. from next Monday.

If the results remain unclear, the number of informants could be increased, or they could
be re-groupedccording to level of education, age or other potentially significant vari-

ables. One problem, however, will remain: what is tested in such elicitation procedures is
informants’ metalinguistic judgment, which does not necessarily reflect their spontane-
ous language use. Tests designed to elicit performance are very difficult to construct -
how, for example, could an informant be made to actually say or write the structure illus-
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trated in (3)? And even in cases where this is possible, it is far from clear whether such
eicited performance is the same as spontaneous language use in a natural communicative
context.

In this particular case, it is thus the corpus-linguistic approach that will bring us closest
to an answer. Analysing machine-readable newspaper corpora from the U.K., the US,
Australia and New Zealand, Marianne Hundt (personal communication) finds that the
medio-passive use of screen originated in the latter variety and is still largely specific to
it. Note, however, that one thing which is still unclear is whether this usage is typical of
New Zealand English usage in general or restricted to the professional jargon of a par-
ticular sub-group of speakers such as, for example, media professionals. At the end of
our illustrative analysis, we are therefore thrown back to square one and would probably
have to continue by asking native speakers of New Zealand English for their intuition on
the matter.

If this little introductory example suggests that in linguistics as well as in many other
fields the empirically most adequate descriptions result from methodologica pluralism
and eclecticism, this is a message which the present writer can endorse fully. In what
follows, however, | shall confine myself to an exclusive discussion of the advantages and
limitations of the corpus-based approach to the study of languages.

2. The Corpus-Linguistic "Take" on Language

Corpus-based linguistics had afirst heyday in the late nineteenth and early twentieth cen-
turies. The renowned Danish Anglicist Otto Jespersen, for example, counted - or, to
paraphrase his own words, asked one of his pupilsto count - continuous forms of verbs (7
am reading, €tc.) in extracts from two successive trandations of the Bible in order to
show how such forms had spread in the language from the Middle English period to the
time of his writing (1909-49: IV, 177).1 Of course, the "Shakespeare-corpus’ and the
""Chaucer-corpus' have long been concordanced and used for literary as well as linguistic
research. Charles C. Fries, a prominent representative of the American structuralist
school, wrote a grammar of English based on a corpus of |etters and telephone conversa
tions. Today, we are awed both by some of the results of such work and by the drudgery
that must have gone into it. The inevitable tedium associated with work on them proba-
bly explains why corpora went out of fashion for atime.
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It was the advent of computational storage and retrieval methods that gave corpus lin-
guistics a new lease of life from the nineteen-sixties onwards. After relatively timid be-
ginnings, we are now seeing a veritable boom in the field, which is due to rapid devel-
opments in hardware and retrieval software, the availability of more, larger, and more di-
versified corpora, and aso to the fact that more and more corpus-linguists are beginning
to redlise that the statistics and examples they dig up are interesting to the linguistic
community only to the extent that they shed light on important empirical and theoretical
issues.

Today, corpus-linguists have gathered a formidable body of evidence that may eventually
force a reorientation in linguistic theory. While in Chomskyan linguistics and related
schools of thought which have dominated theoretical debates in the field for the past
thirty years, grammatical structure is modelled as an autonomous formal agorithm, cor-
pus linguistics emphasises the fuzziness of all grammatical categories, and the inter-
dependence between structure, meaning and context. The distinction between underlying
linguistic "competence" (Chomsky) - a neat and tidy system accessible to introspection -
and "performance” - its imperfect realisation in communication - has become increas-
ingly difficult to uphold. The analysis of large masses of data as they are available in
machine-readable corpora reveals that there is patterning and order also on the level of
performance, and that this needs to be taken into account if we want to understand the
nature of language.

Where once there was poverty of data - the changes used to be rung on standard exam-
ples of the type John sees Mary - there is now an abundance of data. Consider, for
example, the following authentic attestations of the verb see which were al culled from
the 1995 electronic edition of the Guardian (1 - 31 March) with minimal effort. They are
outside the scope of what genera reference grammars and dictionaries have to say about
this verb and thus pose an immediate challenge for linguistic anaysis:

4 Although the government is committed to seeing justice done, there are
few qualified people to work in the judiciary to deal with the prisoners.
(11 March 1995)

(5) Already there are signs that the electrical and machine tools sectors, two

of the pillars of the German economy, are seeing their order books
affected by the exchange rate. (17 March 1995)

(6) "I am very interested in seeing cable companies provide loca channels
for community access." (30 March 1995)
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Here the verb see is not used in its established literal or metaphorical meanings but as a
grammatical device. A government that wants to "see" justice done does not really want
to see anything at al; it merely wants justice to be done. If someone sees their order
books affected by a change in the exchange rate, the emphasis is not on the act of physi-
cal or mental perception as such: thisisjust another way of saying that their order books
are affected. Likewise, "to be interested in seeing cable companies do something” is the
same as saying "to be interested in their doing something." The use of the verb see
merely results in a grammatical restructuring of the sentences in question that highlights
the position of the grammatical subject as an affected entity, because the gratuitous use of
the verb introduces a note of physical substance and human activity into an otherwise ab-
stract state of affairs.

The process of "grammaticalisation” - to give it the name commonly applied to such
processes in linguistics - has proceeded even further in the following two examples of
nonliteral uses of the verb see:

@) His amost obsessional devotion to horseracing is the more remarkable
seeing that his beloved father had striven to keep him away from racing
in any shape or form. (12 March 1995)

8) Not even the Kennel Club, which had no comment to make. Perhaps
that's just as well seeing what a hash it makes of things when it does
deign to comment. (19 March 1995)

This is not the verbal participlezeing that we have in a sentence likeing a huge

crowd approach, he withdrew. Rather,seeing has become a conjunction, a grammatical
operator introducing relevant background information and paraphrasable as "in view of
the fact."

This is not a unique development. In the course of its history, English has seen many
verbs turn into grammatical operators, for examapleerning, regarding, or if (from the

Old English imperative form fogiefan, "give"). The difference between these examples
andseeing is that the split between the lexical verb and the grammatical operator is not
yet complete, and the meaning(s) of the emerging grammatical operator(s) are therefore
difficult to pin down precisely. Grammaticalisation is a gradual process, in which the
statistical proportions of lexical vs. grammatical uses of a word slowly shift from genera-
tion to generation. Data from individual native speakers’ introspection are largely irrele-
vant to a description of the phenomenon, and it is therefore very likely that with the
availability of more and more machine-readable corpora covering more and more lan-
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guages and registers, the study of grammaticalisation processes will be raised to a quali-
tatively new level in the near future.

| have mentioned an example from the field of grammaticalisation because it makes a

point aready made above. The analysis of corpora yields the best results when the new

data and technology are used to address existing theoretical issues, and grammaticalisa-

tion is just one such case. The fact that lexical items are worn down to grammatical
operators in the course of language history is alinguistic universal and has never escaped

serious linguists’ notice. In fact, the term "grammaticalisation" was coined and defined
by Meillet as early as 1912. What was lacking were the rich and easiéssible data
bases that would have been required to refine and flesh out a promising hypothesis with
the necessary empirical detail. What in the study of language change in Middle English
will always remain a dream - matching corpora documenting the state of development in
the language every 20 or 30 years for reliable quantitative and qualitative analysis - has
now become a reality, and genuine advances in linguistic scholarship are possible.

To put it as briefly as possible, machine-readable corpora are a superior source of data
for the linguist for four reasons. The first two are practical in nature, the remaining two
concern a more central issue, namely the goals of linguistic research:

(1) Machine-readable corpora make it possible to retrieve large amounts of linguistic
data with minimal effort, which allows the exploration of promising as well as not-so-
promising working hypotheses in a reasonable span of time. A year's work may be
wasted if a large corpus is scanned manually for data which later turn out to be useless; a
few hours’ worth of work are lost if a similar search is done by computer.

(2) Access to most corpora is not restricted to a few individuals but open to larger sec-
tions of the research community. Linguists working on the same material can thus build
on each other’s results, which leads to co-operation and cumulative progress of a kind
not typical of the field as a whole.

(3) Machine-readable corpora are superior sources of data because they present data in
their original textual and situational context, sharpening our awareness of the flexibility
with which grammatical rules and categories are applied in practice and of the many in-
terdependences between form and meaning or language and context. Close scrutiny of
individual examples in context constitutes the qualitative aspect of corpus-based linguis-
tics.

(4) Machine-readable corpora are superior sources of data because they make it possible
to analyse the data statistically where, as in the case of grammaticalisation or in the study
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of regional, social or text-type specific variation, such analysis is desirable. This it the
guantitative aspect of corpus-based work.

In order to give interested outsiders a flavour of what corpora are typically used for these
days in linguistics, | would like to conclude this section by briefly commenting on the
seventeen contributions published in a recent volume of conference proceedings (Fries,
Tottie, Schneider, eds. 1994).

Three contributors report on corpora they are themselves compiling. The first is
ARCHER, a somewhat laboured acronym based on the project-title "A Representative
Corpus of Historical English Registers." The texts in this corpus are divided into histori-

ca compartments of 50 years each, with the focus being on British English but three
periods (1750-1799, 1850-1899, 1950-1990) also providing American material in order

to make possible the systematic study of regiona as well as historica variation. All told,

the corpus contains about 1.7 million words and, by present standards, has thus to be in-

cluded among the small specialised corporain the field. As an illustration of the type of
problem ARCHER could be used to investigate, the compilers show that there is adrastic
increase in information-orientation in medical writing after the middle of the nineteenth
century, which can be taken as a symptom of the discipline’s redefining itself as a hard
science. The second paper devoted to corpus building is a report on the progress of the
Hong Kong component of the International Corpus of English (on which see below), and
Johansson/ Hofland introduce their projected English-Norwegian parallel corpus, which
is supposed to benefit not only theoretical linguists but also bilingual lexicographers,
language teachers and translators.

It is not without apprehension that | move on to a selective survey of the fourteen papers
following, because the type of problem studied by linguists often meets with baffled in-
comprehension outside the field. But here is the list of what we waste our time doing, for
what it is worth.

As | have pointed out above, one strong point of corpora is that they show how artificial
the dividing line between grammar and the lexicon really is and how much of language
consists of habitually used recurrent word combinations. Henk Barkema pursues this line
of inquiry and wants to find out which idioms are inflexible multi-word lexical items and
which allow limited modificationCold war, for example, turns out to be of the latter
type, with attested variants includings-so-hot wars, melting cold wars, periods of hot

and cold civil wars, and so on. Eeg-Olofsson and Altenberg study discontinuous recur-
rent word combinations (frames like of or in_with) in a corpus of spoken English and

- predictably - show that the most frequent way of filling these slots is to produce more
prefabricated building blocksA( terms of; in touch with) rather than creatively coined
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novel expressions. Peters compares variant past tense and participle forms for verbs (e.g.
dreamed/ dreamt) 10 determine whether Australian norms are closer to British or to
American onesin this part of the grammar. A whole cluster of papersis given to attempts
a datistical identification of language change (Nevalainen on adverb derivation,
Raumolin-Brunberg on the placement of adjectival modifiers in Late Middle English),
text-types or stylistic registers (for example Svartvik/ Ekedahl/ Mosey on "public speak-
ing"). Somewhat surprisingly, the compilers and the users vastly outnumber the com-
puter-science contingent in this volume, as questions of tagging and parsing, that is the
automatic grammatical analysis of natural language data, are touched on in only one pa-
per (Voutilainen/ Haikkil&).

3. The Major Resources for the Corpus-Linguist Working on
the English Language

In what follows | will discuss the most important English-language corpora, focussing
chiefly on those that can be installed on personal-computers and are thus available for
desk-top research. For a fuller picture, the reader is referred to Taylor/ Leech/ Fligelstone
1991, who list the resources more completely, and Altenberg 1991, a bibliography which
documents the major research done using them. Annual updates are provided in the
ICAME Journal (Bergen, Norway?.

The corpora to be discussed fall into two groups: (a) those that are in the range of
roughly one million words, carefully sampled and proofread, inevitably aging, and -
owing to their limited size - chiefly of use for the study of the most frequent words and
grammatical structures in the language, and (b) large and sometimes open-ended collec-
tions of text in which proofreading and principled sampling techniques have to some ex-
tent been sacrificed on the altar of size.

The prototype of the type (a) corpus is the Standard Sample of Edited American English,
named the Brown Corpus after the institution the project was based at. It contains 500
samples of about 2,000 wordach, spanning 15 textual genres from press reportage to
various types of lowbrow fiction. The British LOB (for Lancaster-Oslo/Bergen) corpus
followed, with the new opportunity for systematic research into British-American differ-
ences soon yielding an impressive body of research literature. Matching corpora docu-
menting second-language Indian English (Kolhapur), Australian English (Macquarie)
and New Zealand English (Wellington) followed suit. The problem was that while the
first two corpora, namely LOB and Brown, contained only texts first published in 1961,
the later clones included material from the nineteen-seventies and eighties, thus introduc-
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ing a most unwelcome distorting factor in the shape of possible linguistic change over
this period of time. In order to remedy this difficulty, the present writer decided to
compile two new British and American corpora which are to match the originas as
closely as possible in size and composition except that the texts included were published
in 1991 and 1992. The projects await completion in 1996 and are known in the linguistic
community by their somewhat facetious working titles FLOB and Frown (for Freiburg-
LOB and Freiburg-Brown). On completion of the new corpora, it will be possible to
study systematically not only regional variation between written British and American
English but also linguistic change in progress. A question which it will be possible to
ask, for example, will be to what extent the grammar of British English has been
influenced by American usage over the past thirty years.

The Survey of English Usage corpus (initiated in the pre-computer era by Sir Randolph
Quirk, University College London) is a one-million word corpus which contains a
sizable amount of surreptitiously recorded spontaneous speech, part of which was later
made available in machine-readable form and published in prosodic transcription
(Svartvik/ Quirk, eds. 1980). This corpus of English conversation has not been surpassed
as a databasa for research on spoken English so far.

The latest venture in the small-corpus field is the International Corpus of English (Sidney
Greenbaum, London), which aims to document spoken and written English of the nine-
ties from all major native-speaking and second-language communities. The British com-
ponent of ICE will be available to the research community shortly.

A pioneering effort in the development of vast and open corpora was the COBUILD cor-
pus (John Sinclair, Birmingham), which from the beginning was planned as a joint ven-
ture between academia and the publishing business and has so far resulted in a number of
dictionaries and other reference and teaching materials. It has sprouted a number of suc-
cessor projects, which - like the original - are accessible to the general public with some
difficulty only. Most of these ventures are biased towards written language, and it might
be argued that they have become the victim of extremely rapid progress as meanwhile
vast quantities of machine-readable English, continue to pile up every year "by them-
selves', as it were, because practicaly al the major British and American newspapers
and journals offer machine-readable editions on CD-ROM.

The crowning achievement in this tradition is undoubtedly the recently published British
Nationa corpus, which contains over 100,000,000 words of British English from spoken
and written texts and in which - and this is a trailblazing innovation - every word has
been automatically tagged for part-of-speech membership. It is the product of a consor-
tium bringing together major dictionary publishers, academic institutions (chiefly the
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University of Lancaster) and the British Library (Research and Development Division). It
probably offers the best of both the "small" and the "large" corpus worlds, because it is
distributed at a very low price and yet offers a hitherto unattained amount of clean and
orderly data. Also, it goes some way towards redressing the mgjor drawback in most
previous projects, namely the under-representation of spontaneous speech.®

It is impossible for me to give a similarly detailed survey of corpora available for the
study of other languages. However, one resource which needs to be mentioned is the
Multilingua Corpus published in 1994 as a compact-disc by the European Corpus Ini-
tiative of the Association for Computational Linguistics. People interested in computer-
based work on German language and literature will find annual updatesin the first yearly
issues of the journal Germanistik. The major centre of corpus-based descriptive work on
modern German is, of course, the Institut fir Deutsche Sprache (IDS) in Mannheim.

4. Conclusion: Corpus - Linguistics and Neighbouring
Fields

The greater part of corpus-based research in linguistics concerns questions and problems
that are specific to the discipline and of little interest to outsiders. However, the corpora |
have described are available to researchers from other fields for their own purposes. In
some areas a dialogue between corpus-linguists and other scholars using the same re-
sources is bound to yield interesting results. In conclusion, | should like to mention three
areas in which such interdisciplinary dialogue has in my opinion been long overdue.

In philosophy, Ludwig Wittgenstein started a tradition in which philosophical inquiry
was to be preceded by a close scrutiny of the natural-language uses which crucial terms
of the analysis were put to. Philosophers of the natural-language school have usually
relied on their introspection to establish unreflective natural uses of words and expres-
sions. Without being polemical, however, one might ask whether a trained philosopher’s
intuition is the closest we can get to current communicative practices in a community of
speakers. An analysis of thousands of actual uses of a critical expression as could be
culled from suitable corpora is certainly a better indicator of community consensus in
usage.
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Lexicographers working on large and continually updated corpora are in a perfect

position to record the emergence, spread and establishment of new words. Developments

in the vocabulary of a language, however - be they the introduction of new words or

subtle changes in the meanings of existing ones - frequently mirror changes in society

and speakers’ attitudes. Take, for example, the increasingly frequent use of the adjective
aggressive as a positive evaluation of behaviour (as in "aggressive negotiaton tactics",
which presumably means "successful tactics,” or "an aggressive and ambitious business
student"). To the linguist, this is one more example of semantic change of the ameliora-
tive type, in which the meaning of a word loses some of the negative connotations origi-
nally associated with it; to the social scientist it may be an indicator to value changes in
the community.

To end with a self-evident example, one might point out that the quality of a computer-
scientist’s or an artificial intelligence researcher’s work on natural-language processing is
in direct proportion to the corpora that he or she can use as a testing ground for tagging
and parsing programs.

Notes

1) Jespersen is here quoted as an illustrative example of corpus-use before the ad-
vent of computers. His grammar is otherwise largely based on the author's inexhaustible
collection of citations, which he amassed over a lifetime of diligent scholarship, and can
thus serve as a perfect example of the third of the four data-gathering strategies men-
tioned above.

2) ICAME, P.O. Box 53, N-5027, Bergen, Norway, the Association for Compu-
tational Linguistics, c/o D. E. Walker, Bellcore, MRE 2A 3-79, 445 South Street Box
1910, Morriston, NJ 07960, USA, and Oxford University Computing Services, 13
Banbury Rd., Oxford OX 2 6 NN, England, are the three major clearing-houses for up-
to-date information on resources available and other logistical matters in the field of
English corpus-linguistics.

3) To mention one of the more ingenious ways of doing so, for example, certain
demographically representative individuals were wired with recording equipment during
a set period of time in order to document and obtain a sample of their most authentic
speech.
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PRINCIPLES OF CONTENT ANALYSIS FOR
INFORMATION RETRIEVAL SYSTEMS: AN
OVERVIEW

JURGEN KRAUSE

U nquestionably, the content analysis which has emerged as part of Information
Retrieval Systems (IRS, e.g. literature databases) over the past 20 years has much in
common with the content analysis used by linguists or in the social sciences. However,
itsintrinsic value stems from the specia context in which it is used:

a) Close interdependencies link the selected content analysis with the retrieval situation.

The user’s retrieval strategies, which are intended to obtain information relevant to the
current problem situation, and the available aids (e.g. expansion lists or user-friendly
browsing tools) affect the efficacy of some analysis techniquesn@ug. phrase analysis
from computer linguistics) to a considerable extent.

b) Normally, a commercial IRS handles mass data, thus necessitating the use of a re-
duced content analysis even today. Full morphological, syntactic, semantic and pragmatic
text analyses are unthinkable simply for efficiency reasons but also for knowledge rea-

sons. Content analysis in IRS is therefore a component part of a special type of restricted
system which obeys its own laws.

Against the backdrop of these considerations, forms of content analysis in present-day
commercial retrieval systems are studied and promising expansions and alternatives are
proposed.

1. Introduction

The objective is to show possible approaches for improving retrieval functions of IRS
based on the state of the art now attained in commercial systems and practice-oriented
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developments in research, and to determine the advantages and disadvantages of individ-

ual solutions. Since content analysis measures can be frequently exchanged with those on

the retrieval side, both the aspect of content analysis and retrieval will be examined. A

certain type of content analysis may therefore only be chosen to organize the retrieval
algorithm efficiently. A simple example is the retrieva function of truncation. It is

largely superfluous if compound splitting and basic form reduction are used in content
analysis. However, compound splitting and basic form reduction can also be replaced by
equivalent generation methods during research. In an ideal situation, the user does not

notice whether an algorithm expands the user’s search word to include all word forms or
whether the word forms of the document are reduced to basic forms when descriptors are
allocated.

Commercial text IRS are now primarily based on intellectually or automatically deter-
mined descriptors which are researched with or without additional thesaurus relations by
means of Boolean algebra. The following comments are restricted to this type of research
and the overcoming of its inherent weaknesses by computer-linguistic and quantitative-
statistical methods. In addition, information science is aware of other basic types of re-
trieval which each attract other or modified content analysiadst The best-known

and most widespread additional types of search are:

a) Search path organized on a hierarchical basis

Due to an ever greater restriction on selected generic terms, the user is guided to his tar-
get data by means of a path specified by the system. All selection alternatives are pro-
vided on the user interface. Active noting features are not required. The user need not
search for his own terms, instead he (she) makes a selection from a displayed repertoire.

However, these advantages are accompanied by marked disadvantages: the low quantita-
tive limits of this solution must be taken seriously. If the hierarchical structure (especially
depth) increases, clarity on screen is quickly lost. It depends a great deal on the (normally
objective) conditions of the area of application whether a hierarchical system can be
considered. Hierarchical access alone is only adequate very seldom.

In the case of hierarchical systems, the advantage of content analysis primarily lies in the
intellectual construction of the flow chart and allocation of the individual documents to
the nodes.

b) Hypertext relations

Kuhlen (1991) extensively examined possibilities and limits of hypertext systems and
their realization forms. Hypertext realization should be regarded as an additive element
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of conventional descriptor systems in the same way as hierarchica access -
supplementary to special search situations - can improve descriptor systems.

In addition to &) and b), the information science discussion is aware of a number of other
types of research. In Bates (1989:412), for example, the traditional descriptor system is
only one of seven basic types which would al have to be supported in an ideal text
research system:

"1. Footnote chasing (or ‘backward chaining’ ... ). This technique involves
following up footnotes found in books and articles of interest, and therefore
moving backward in successive leaps through reference lists...

2. Citation searching (or ‘forward chaining’...). One begins with a citation, finds
out who cites it by looking it up in a citation index, and thus leaps forward.

3. Journal run. Once, by whatever means, one identifies a central journal in an
area, one then locates the run of volumes of the journal and searches straight
through relevant volume years.

4. Area scanning. Browsing the materials that are physically collated with mate-
rials located earlier in a search is a widely used and effective technique. Studies
dating all the way back to the 1940s confirm the popularity of the technique in
catalog use.

5. Subject searchers in bibliographies and abstracting and indexing (4 & 1)

service. Many bibliographies and most A & | services are arranged by subject.
Both classified arrangements and subject indexes are popular. These forms of
subject description (classifications and indexing languages) constitute the most
common forms of ‘document representation’ that are familiar from the classic
model of information retrieval discussed earlier.

6. Author searching. We customarily think of searching by authors as an
approach that contrasts with searching by subject. In the literature of catalog use
research, ‘know-item’ searches are frequently contrasted with ‘subject’ searches,
for example. But author searching can be an effective part of subject searching as
well, when a searcher uses an author name to see if the author has done any other
work on the same topic."

The expansion of the possible types of research in an IRS is an important subject for the
further development of current commercial approaches. Due to reasons of space, this
subject must unfortunately be omitted along with components of intelligent Information
Retrieval (IR) which were already discussed in Krause (1992).
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2. Principles of content analysis and information retrieval

By way of introduction, it is necessary to clarify some fundamenta principles and prob-
lems of IR which are all ultimately rooted in an indistinct way at all system levels
(Krause, 1990). This generally occurs - although content analysisis a main subject - from
the viewpoint of search, as every problem appears to the user as a search and interaction
problem. He (she) aso experiences al content analysis measures as indirect impacts on
his (her) search formulation, which is why conceptualization of the entire process should
be seen from this aspect.

2.1 Descriptor search using Boolean algebra for document retrieval

Boolean agebra can be used to establish a link between queried terms by means of the
logical operators AND, OR, NOT. These are often supplemented by formal additional
techniques such as truncation (right, left, inward truncation) or neighborhood search (for
closer definition of the AND operator) which function exclusively through exact-pattern-
match processes.

During document retrieval with Boolean agebra, the user can normally fall back upon
two types of descriptor regarding a document:

a) Aspect-related descriptors such as hame (obligatory), organizational code, author and
(modification) date and

b) Free descriptors (= keywords) which can aso be obtained from the already existing
stock of descriptors by marking the list entries (= connection with the model character).

From the viewpoint of content analysis (indexing), the descriptors - irrespective of any
syntactic or hierarchical reference (more generally: without any relationing with each
other with the exception of some aspect statements) - will characterize the contents of the
document. Users utilize the same unrelationed, content-identifying terms in the search,
thus avoiding the mentioned difficulties with hierarchical access.

2.1.1Thesauri

Commercial descriptor systems normally permit a number of genera connections
between individual terms (synonyms, associations, generic terms, subterms, etc.). Thanks
to these global relations, alist of descriptors turns into a thesaurus. If the thesaurus con-
tains generic terms and subterms, an attempt is made in a descriptor system containing no
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second search path to integrate the advantages of an hierarchical system in the list of de-
scriptors (cf. DIN 1463).

Nowadays, there is no longer any doubt concerning the general effectiveness of thesauri
which are generated intellectually or semi-automatically to improve the widest range of
IRS (see, for example, the Darmstadt indexing approach: Lustig, 1986; Fuhr, 1988;
Biebricher et al., 1986).

2.1.2Intellectual versus automatic descriptor determination

The discussion concerning both these basic types is as old as the first IRS used in prac-
tice. For example, the Informationszentrum Sozialwissenschaften (IZ Bonn, 1994),
develops its literature databases fully intellectually on the basis of a thesaurus which is
organized partialy according to a hierarchy. The indexer takes all allocated terms
(exception: additional field for "free" terms) from a thesaurus which must be constantly
updated. The terms contained in the thesaurus form an integrated semantic system. The
advantage of these termsis that the indexing depth can be controlled during generation of
the thesaurus and semantic standardization is enforced at the level of indexing. However,
the terms in the restricted, specified vocabulary can "lose" their colloquial semantics and
can be amost interpreted in forma language. This characteristic of controlled, intellec-
tual indexing becomes most apparent when an indexer does not find a desired term in the
thesaurus.

Purely intellectua indexing based on controlled thesauri produces excellent results in
some areas. However, this approach is hardly used any more in practice for large data
stocks since the costs of intellectual processing are regarded as too high. Users of these
systems also do not normally consult the list of keywords, but formulate their query di-
rectly. If the thesaurus is not constantly updated to include new (fashionable) termsin a
specialist area, this results in excessive discrepancies between the terms selected by the
users and the thesaurus structures.

Moreover, it has not yet been possible to the best of my knowledge to prove the postu-
lated advantage of intellectual analysis using a controlled thesaurus by means of corre-
sponding eval uation.

Intellectual processing has largely been replaced in commercial systems by automatic
free-text methods in which thesauri and, if necessary, computer-linguistic methods (e.g.
basic form tracing) are only still used in sub-areas to resolve the linguistic diversity of
the starting texts.
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The DATEV databases are, for example, an extreme example of the "pure form" of tradi-

tional, automatic free-text systems (cf. DATEV, 1994). Except for some aspect-related
descriptors, only a stop word list regulates the selection of descriptors. The JURIS date

bases (GOLEM/PASSAT base, cf. Moller, 1993) are another example. It is interesting to
note here that after more than fifteen years practical experience, intellectual analysis,
which was vehemently rejected at the start of development, is again regarded as a cure
for the empirically observed, poor retrieval performances of JURIS (cf. Wolf, 1992;
Moller, 1993).

2.1.3Summary

With all of the above-mentioned methods, users often gather during their work extensive
heuristic knowledge on what descriptors can be formulated adequately or as search que-
ries. Users also become specialists regarding Boolean retrieval. The basic principle of the
inverted list also produces good response tingeslise the actual data stock need only

be accessed when the user wants to examine document texts.

However, these advantages of conventional Boolean retrieval are contrasted by marked
disadvantages.

Before they are discussed in detail, the theoretical basis of the so-called standard model
will be explained more fully.

2.2 Standard model of traditional information retrieval

This is also called the Salton paradigm (cf. Belkin, 1993:57). Basically speaking, it re-
mained the starting point of any suggested improvement regarding IR up to the 1980s.
The central element in this model is the exact pattern match method which combines the
terms selected by the user with those in content analysis. As shown above, only the logic
operators AND, OR, NOT, brackets and formal additional techniques such as truncation
or neighborhood search are available (e.g. restricting AND to the sentence through the
corresponding context operator).

The methods described in the next sections improve the pattern match method by elim-
inating some obvious weak points (in particular, section 3) or replacing Boolean algebra
by quantitative-statistical procedures (cf. section 4), but do not affect the general validity
of the basic model.

Its main weaknesses become most apparent when the user modifies the query after the
system has supplied the initial results:



J. Krause: Principles of Content Analysis for Information Retrieval Systems 82

"Concern with representation of the information need has typically arisen after

the process of judgement, which is typically to be performed by the user, as an
estimate of the potentia relevance of the text to the information need. The results

of the judgement process are then used by the system to modify the query, or,
occasionally to modify the text representations. This process of... ‘relevance
feedback’, is perceived ... as an attempt to gain the ‘best’ possible representation
of the user’s query ... that is, to improve the representation so that the comparison
process will work most effectively. It is important to recognize that, in this model
of IR, the person involved in IR is seen as a user of the system, standing outside
of it. Involvement of the user with the IR system is minimal and interaction (in
the form of the judgement process) is seen as ancillary to, and only in support of,
the representation and comparison processes." (Belkin, 1993:56).

"The force of these assumptions is ... to devalue or even ignore the significance
of interaction of the ‘user’ with the texts; and to provide support for only one
form of information seeking behaviour, that associated with searching for some
well-specified item. Additionally, through the privileged position of comparison
and representation, and the assignment of responsibility for these activities to the
system, the standard view of IR leads to strong control by the system of the entire
IR process, and the consequent lack of power or control by the user" (Belkin,
1993:57).

In the discussion of the principles examined here, this global criticism is used more as a
general guideline to remedy the weaknesses of the standard mode by additional meas-
ures. Only the discussion - mainly omitted for reasons of space - concernipgneonts

of an IR and that concerning additional search types force us finally to leave the model
(cf. section 1).

3. Computerdinguistic methods as a supplement to free-text
retrieval

Improperly from the viewpoint of computer linguistics, traditional free-text retrieval re-
duces content analysis to a symbol-oriented analysis (cf. Knorz, 1994). Documents are
regarded as the stringing together of chains of symbols which are separated by blanks or
punctuation marks. Every morphological, syntactic or semantic item of information con-
tained in the text is classified as negligible, which is the reason why it is not analyzed.

The designers of these systems (hereinafter described by means of examples in German)
naturally know that the omitted morphology, syntax and semantics shorten content
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analysis, i.e. for the most part irreversibly: syntactic information in the documents is no
longer available - once erased during document recording - when the query is made (cf.
the classic example: Suche nach griechischen Schiffen, die rémische Hdfen anlaufen
(look for Greek ships which call aa Roman ports) versus romische Schiffe, die
griechische Hdfen besuchen (Roman ships which visit Greek ports). The methods de-
veloped for this purpose are not dependent on language and can therefore be used inter-
nationally. Due to their simplicity, they can be developed in an extremely robust manner
for mass data. They are also fully automatic, quick and cheap. Symbol-oriented, general
methods on the query side will counter the lack of analysis depth at least in the area of
morphology and, at times, in syntax. Truncation and context operators are actually op-
erations without "linguistics', but the developers of the IRS are confident that the user
has this knowledge (e.g. Haus* for al compound words such as Haustiir, Hausverwal-
tung, etc.) and uses it adequately in search strategies. By resorting to user knowledge,
retrieval-side truncation will therefore solve the problem of word form combination,
compound splitting and derivation combination, and intelligent use of context operators
will replace the lost references of sentence structure.

3.1 Methods available

The computer-linguistic argument assumes that the reduction of content analysis to a

purely symbol-oriented, non-language-dependent dimension is responsible for the mgjor-

ity of research problems. The language-dependent rule systems researched by linguists

are therefore integrated. They replace the user’s linguistic skills which he (she) must
transfer during traditional free-text research to the symbol-oriented help operations
(truncation, context operators) which are by no means suitable for this purpose. The
quality of the exact pattern match method of traditional IR systems will be improved by:
a) returning the word forms in the text to their basic forms or expanding the word forms
of the user query to all related basic forms. The recognition of abbreviations can be
classified here as a special case.

e.g.Stall: Stalls, Stdlle, Stdllen - Thema: Themen, Themas, Themata

b) Splitting compound words into their constituent parts

e.9.Druckerzeugnis: Druck-Erzeugnis versusDrucker-Zeugnis

¢) Combination of derived terms

e.g. ADJlieblos | NOUN Lieblosigkeit (-keit turns adjectives into nouns);

Formatierung / Format / formatieren
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Rang er nach Luft: basic form Rang or ringen

d) If the structure is given related terms (multi-word terms, complex descriptors, verb
prefixes such as gehort ... zusammen)

eg.fing ... an .... basic form fangen or anfangen - hielt ... den Atem an

* natirliche und juristische Personen - kalter Kaffee (= Spezi) versus kalter und ab-
gestandener Kaffee

e) Hyphenated part-word deletions &fgus- und Hofwirtschaft
f) Phonological-graphematic translation of proper names and spelling checker

Spelling checkers are a standard feature of text-processing programs and are supplied by
special companies for a large number of languages. Curiously, most information systems
do not have a spelling correction feature for the search term. It should be as natural as a
check on the entered texts. This is especially important if computer-linguistic methods
supplement free-text search.

A special case in spell checking is verification of namésier instead ofMeier is not
entered by the user within the meaning of a spelling mistake; he (she) does not know the
correct spelling. In many cases, pronunciation is the link between the different spelling
variants. The user often only remembers the sound of the name. It is theesfeseany

to provide an additional computer-linguistic function which first transforms the entered
term into a phonetic transcription from which all possible graphematic terms are gener-
ated (see, for example, Regensburg Phonology: Hitzenberger, 1987).

g) Standardization of spelling

Especially in the case of German texts, databases often contain standard deviations from
Duden spelling. These deviations lead to errors if the user is utilizing the "correct"
spelling during his (her) search.

» Umlauts or ablauts replaced by vowel +mefig. miifig

« Capitalization of words written with a small letter at the start of the sentence
* 3 stored ass

Capitals as highlight in the text and mixed spelling:

DATEV: Datev; GmbH: GMBH

« Special without blank charactéferr/Frau instead ofderr / Frau

In the near future, attention will also have to be paid to the implementation of the moder-
ate spelling reform of German which will probably be adopted in 1995.

h) Stop word lists / negative lists
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Traditional stop words are al functional words in alanguage (and, the, a, if, €tc.) which
themselves do not have any semantic meaning, but define the relationships between
terms. During automatic free-text retrieval excluding computer-linguistic methods, they
therefore become "meaningless’ because the relation system in the text is deliberately
regarded and deleted as irrelevant information (cf. Ruge, 1994b).

Stop word lists normally reduce the descriptor list by around 50%. However, they do not
affect the quality of research since users do not select them as search terms, only as
processing advantages. A problem occurs in that they often do not contain uncovered
homonyms (e.g. Nur die Firma NUR).

Additional computer-linguistic algorithms will mainly increase recal, but the different
types of word combinations will improve precision.

In the simplest (and most frequently implemented) case, computer-linguistic methods
work via an isolated symbol chain. This is generally possible in all cases except during
word combination and with hyphenated words. However, the reduction in basic forms
can be improved by means of context-sensitive heuristics (partial parsing).

* Syntactic levelEhe er ....: the nounEhe is not a stop word as follows.

* Statistical probability:7rotz vieler Vorkommnisse: vieler is only used very
rarely after the noufirotz

» Semantic homographYas Geld auf der Bank: Geld excludes the meaning of
Bank as somewhere to sit.

Multi-word groups are generated in some systems (see, for example, the Saarbriicken
system CTX, Schneider, 1987) by means of complete syntactic analyses which can also
be interpreted as precise linguistic definition of context operators (in the same nominal
phrase, in the same sentence, etc.).

The limit of traditional free-text systems is attained when the algorithms require a
generally different type of contents representation. For example, CONTEXT (GMD IPSI,
cf. Haenelt, 1994) analyzes the text of the document along syntactic, semantic and prag-
matic lines, stores the thus retained complex contents structure as a conceptual network
and must analyze the user query using the same method.

The RELATIO/IR system by IBM uses an interesting temporary form (Rahmstorf, 1994).

In this system, the thesaurus itself is organized as a controlled, semantic network. The
semantic analysis of nominal phrases in the document reorganizes the user interface
structure of the search query in a subtree of the thesaurus network. Since all terms are
derived from the thesaurus and are therefore used as "controlled vocabulary" in the more
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complex form of the thesaurus, new contents cannot be indexed before the thesaurus is
extended intellectually.

Summary: there are a whole range of computer-linguistic modules which can be used to
improve content analysis of IRS further. Their use in commercial systems now no longer
poses a problem for more complex languages such as German.

Efficient algorithms with satisfactory performances are, for example, offered by
SOFTEX (cf. Zimmermann, 1993) or LINGSOFT (GERTWOL product; cf. LINGSOFT,
1994). GERTWOL was the winner of the 1994 MORPHOLY MPICS, a competition or-
ganized by the GLDV, in which the computer-linguistic methods being discussed here
were subjected to an (informal) comparative test (cf. the specia publication of the LDV
forum in June 1994).

3.2 Effectiveness of computer-linguistic sub-algorithms

After discussing the genera options of integrating computer-linguistic methods, the
question remains as to whether the additional time and effort are really worthwhile. If
this question is examined, it is noticeable in particular that very clear opinions are
normally expressed here. In fact, almost everyone knows in advance what is produced by
a retrieval test. Unfortunately, everyone is convinced of the superiority of another
system.

This fact gives rise to spurious plausibilities with high superficial persuasiveness, which
largely prevent a more in-depth examination of the effectiveness of computer-linguistic
components.

3.2.1 Graduated model: additive supplements

The arguments used in research literature and among practicians in favor of computer-
linguistic agorithms can best be illustrated by means of a graduated model of linguistic
components:

a) Objections are raised against the pure free-text solution because the formal options of-
fered in the retrieval language (for example, truncation and context operators) are insuf-
ficient to alow error-free recording of the various word forms of aterm. The possibility
cannot be ruled out that the user will not think about individual word forms or fully un-
derstand the side-effects of truncation (ballast). The attention of the user will also be di-
verted. He (she) must deal with purely formal considerations, a situation which irritates
him (her) in his (her) task of finding the correct content descriptors.
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b) In the case of algorithms which are limited to morphologica analysis and compound
splitting, objections are raised to the effect that they are inadequate. The content terms
are related structuraly in the document. This becomes most apparent with nominal
phrases. For example, a user looking for the complex descriptor Aufhahmevorrichtung
fiir Kernspinresonanzspektren does not actually examine documents relating to
"Aufnahmevorrichtungen” or which have any connection with "Kernspinresonanz", but
documents which connect both terms with the factor fiir, i.e. contains them in a specia
relation in terms of contents.

c) Objections are raised against syntactically-oriented methods because they only depict
structural regularities but do not aways agree with content relations. For example,

studies of patents in the PADOK-I project (cf. Krause, 1987, Womser-Hacker, 1989)
showed that the syntax analysis of the Saarbriicken system CTX only determined 75% of
the text relations which agree in terms of contents with the complex descriptor of the
search query (cf. Schneider, 1987).

d) Kuhlen argues as follows against the restriction to a)-c):

"The contribution of morphological, syntactic and semantic analysis to the overall per-
formance - "Provision of information" - may be minute. As a result, it is not worthwhile
to replace the dominant ad hoc hwds - e.g[..] context operators instead of syntactic
parsingq..] by linguistically justified methods." (Kuhlen, 1985:7).

It also corresponds to the general pattern of these arguments that the actual increase in
value will result from the component to be supplemented. The content analysis functions
of each lower level are classified as not effectiveugh.

If the linguistic subcomponents of the graduated model (morphology, syntax, semantics
and pragmatics) are analyzed as a whole from which no component emerges, there is no
sensible reason to agree with the idea behind this chain of arguments, i.e. the thesis that a
complete morphological, syntactic, semantic and pragmatic analysis promises the best re-
trieval results in terms of quality.

Nothing appears intuitively more plausible than to demand that all processes which can
be observed in data processing and generation by humans should be automated as far as
possible and in a 1:1 relation. At the same time, this is the simplest and most problem-
free way to determine the basic design of an information system. There is nothing more
undemanding from conceptualization and nothing more complicated than to take indi-
vidual components from this so understood simulation approach and to justify their se-
lection stringently.
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Consequently, there is also no reason not to proceed in this way unless - seen in quite

genera terms - you do not want to (e.g. faced with a ‘morally’ judging backgmd as in
Weizenbaum, 1976) aunnot. Both cases mean that - for whatever reason - parts of the
individual components shown in the graduated model no longer apply. However, if the
complete chain of individual components is not implemented in full, 1:1 simulation of
human data processing and generation switches to the type of restricted systems. We are
therefore faced with the question of what pmments these restricted systems should
contain and how such a choice can be determined and justified.

With regard to current commercial IRS, it is relatively easy to answer the question of

whether all information-linguistic components of the graduated model can be realized.

No fully developed systems in a commercial sense are available for the components of
semantics and pragmatics. Even experimental systems such as CONTEXT or RELA-
TIO/R (cf. section 3) only cover part of the semantic references contained in a text. Con-
tent analysis must therefore by necessity be designed as a restricted system.

The following simple example will illustrate that more computer-linguistic algorithms
can not only have no effect in this context, but can also cause further damage (cf. Krause
& Womser-Hacker, 1990 for further results of empirical studies).

During the PADOK-I project, the following sequence came about during extensive re-
search tests involving data from the German Patent Office (text basis of the documents:
title + abstract, cf. Krause, 1987, Womser-Hacker, 1989) relatirec#dl ((percentage of
relevant documents found):

a) Free text never attained the top position although it was clearly favored in the test de-
sign.

b) In the overall evaluation, PASSAT (for example, morphology, compound splitting)
led to better recall compared with CTX (additionally complex descriptors from a noun
phrase analysis). This result was statistically significant in a user group
(industry/technical information centers). However, better precision (percentage of bal-
last) was achieved during retrieval using the database connected to CTX.

An industrial user made the following comments based on his experience with CTX and
PASSAT:

"When working with the CTX database, | was irritated by having to think about the
complex descriptors during formulation of my own retrieval strategies. The CTX compo-
nent of the complex descriptors, behind which the additional syntax analysis of CTX
stands, meant that | had to consider constantly which text passages were recorded and
which were not by the complex descriptors. With PASSAT, however, the basic effect
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could be followed relatively easily and incorporated in the cognitive process of formulat-
ing aretrieval strategy.”

The comments of theindustrial user therefore refer to a side-effect of the use of CTX and
to additional cognitive stress which might interfere with a potentially positive effect. It is
important that this side-effect is not produced through the operation of functionality in
the user interface, but is based on the supplied functionality itself. It is not the actual
functionality that produces the result, but that what is triggered by this functionality in an
overall context.

Consequently, it must always be expected that computer-linguistic components induce
processes whose impacts can no longer be controlled anayticaly (see Krause &
Womser-Hacker (1990) for other, even more complex examples). The question of the
sequence of systems with different strengths of computer-linguistic components can
therefore only be answered empirically. This statement is the specific form of a general
information science rule: during a machine-supported information process, single
components do not achieve what their function description expresses, but what they
bring about in an overall context.

Every change in the text basis therefore calls for new empirical tests. The same applies to
achange in other parameters such as user groups, application object, etc.

It is impossible to maintain some widespread spurious plausibilities which assume that
an improved (linguistic) performance could at most have no effect, whereby poorer re-
sults for richer content analysis methods in terms of computer linguistics would be ex-
cluded from the outset. This attitude will at least remain incorrect as long as a complete
mechanical simulation of interpersonal cognitive information behavior is not available,
for whatever reason. The use of subcomponents, however, leads to the field of restricted
systems with their own laws.

4. Statistically oriented methods in information retrieval

Whereas computer-linguistic methods use traditional free-text systems when reducing
content analysis, but leave the standard model of IR largely untouched, quantitative-sta-
tistical methods (under designations such as best-match or nearest-neighbour methods
with or without relevance feedback) change the retrieval process in a more far-reaching
manner. They are primarily regarded as techniques against the following negative
properties of Boolean retrieval in which user-oriented and cognitive aspects (cf. section
2) arefor the most part ignored.
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» Boolean retrieval divides the document set - without any interim stage - into two dis-
crete subsets: into documents which fulfill the "exact match" (= relevant documents) and
those which do not. Documents with three found terms are rejected in a search query
comprising four terms linked by the AND operator in exactly the same way as those with
0.

All outputted documents are equivalent from a system viewpoint. The last document on
the results list can best satisfy the information requirements of the user. At the descriptor
level, this corresponds to the impulse to use all descriptors as "equally important”, some-
thing which users regard as an inadmissible simplification.

» Users often have problems in making adequate use of the logical operators AND, OR
and NOT. One reason for this is that the semantics of the logical operators do not agree
with the semantics of the natural language terms. The priorities of the Boolean operators
must also be known.

Commercial developments in statistical systems are only slowly starting to compete with
traditional methods on the market. One example is TOPIC (cf. Wood & Moore, 1993 for
an overview of commercially available IR software). There are also several experimental
system variants which are already being used at universities or scientific institutes for
real applications (e.g. the INQUERY system of the University of Massachusetts, Broglio
& Croft, 1994).

4.1 Basic common features: ranking of the results list and descriptor
sequence

With regard to their theoretical background, non-Boolean retrieval models can be
divided into probabilistic (statistical probability theory), vectorial (vector space model)
and fuzzy retrieval models (theory of inexact quantities) which interpret the similarity
function in different ways. As the TREC studies (Harman, 1993) showed, the theoretical
differences have practically no effect on the retrieval results, which is why, in my
opinion, it is possible to make use of the basic architecture common to all approaches in
application development.

Best-match methods can be characterized by the fact that the user strings descriptors to-
gether during the query without using Boolean operators and the most relevant docu-

ments should come at the start of the results list. This so-called ranking is generated by
the system based on similarity criteria.
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4.2 Determination of similarity between query and document

The similarities determined by the system define the ranking of the document on the
results list. The most widespread similarity is the so-called "vector dot product” in which
the similarity is calculated from the product sum of the (weighting) of the terms which
appear in the query and the document. The higher the calculated value, the higher the
document on the results list.

Also used are the Cosine measure (normalized, including the document length), the Dice
coefficient and the Tanimoto measure (cf. Ruge, 1994a). A minimum similarity is often
determined by a certain threshold value or the number of required documents defined by
the user is utilized as alimitation criterion.

4.3 Weighting

Weighting of the terms in the documents is normally included in the similarity scale.
Weighting is automatically determined for every term in adocument in relation to certain
guantitative properties of the document or the collection of documents. For example, the
number of documentsin database n and the frequency of the term t in the document col-
lection are included in the "inverse document frequency" weighting. The equation
G=log(N/F(t)) means that general terms (quantitative characteristic: high frequency) con-
tribute less to the relevance of aterm than specific terms which seldom occur. The yard-
stick can aso include the frequency of aterm in adocument (within term frequency). The
more often t occurs in a document, the higher its weighting, and the less often it appears
in other documents too, the better.

A possible connection with the computer-linguistic approaches is aready apparent here.
All methods mentioned in section 3 can be defined as pre-determination of t. This en-
sures, for example, that singular and plural forms are not included as two different terms
in the calculations.

Some weighting measures also take account of the number of the different terms within a
document and/or specify limits for the occurrence frequency of a term (e.g. t must occur
at least three times in the data collection). It is aso obvious to introduce weighting rules
relating to text types, eg. to weight terms in headings higher than others. In these
variants which have to be determined according to their individua application and whose
impact on ranking must be verified empirically, there appears to be great potential for
improvement with approaches based on non-Boolean retrieval. Generally speaking, how-
ever, this applies both to al quantitative-statistical methods and computer-linguistic al-
gorithms. We must deal with restricted system whose red efficiency is exclusively
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empirical and can only be proved in relation to specific user groups and application
situations.

Wider use of automatic weighting methods in commercial mass databases is primarily
prevented by the fact that the term weightings must be recalculated with every changein
the data set.

Weightings cannot only be linked to the document terms. The query term can (also) be
weighted. As a rule, the user himself (herself) determines intellectualy the weighting
which he (she) wants to give his query term in his (her) descriptor list (see, however,
relevance feedback).

4.4 Relevance feedback

This method calls for a query with at least two stages and the cooperation of the user. He
(she) evaluates the results list by crossing the item in, for example INQUERY if an out-
put document was of "relevance’ to him (her). The system therefore knows that it is
"correct” and uses this dynamic control knowledge from the current dialog situation to
"recalculate” the origina query. Query terms, which occur frequently in documents
specified as "relevant”, are given a higher weighting during this reformulation of the
query or they are added to the origina query. As a result, the modified results list will
better satisfy the information requirements of the user (cf. Robertson & Sparck Jones,
1976).

4.5 Clustering and extension lists

The objective of cluster methods is to divide document sets or their descriptor lists into
classes whose members are closely related in terms of contents. The degree of relation-
ship is measured formally by means of the joint occurrence of the descriptors in the
document. Various mathematical methods are used in this case (cf. Salton & McGill,
1987). A document cluster therefore contains documents whose related descriptors agree
as far as possible with one another. A centroid is determined for every cluster and is re-
garded amost as the "most typical" representative of the cluster. Descriptor clustering is
based on the same basic idea: a descriptor t1 is regarded as closely associated with t2 in
terms of contentsiif it occurs as often as possible together with t1 in the documents in the
database. In both cases, the cluster is used to determine relevance. If a document d or a
descriptor t is regarded as relevant to the information requirements of the user, the mem-
bers of its cluster are aso regarded as relevant (cf. Sparck Jones & Van Rijsbergen,
1973; Croft, 1980).
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Cluster techniques supplement the methods aready discussed. Document clustering is
hardly used on account of the large amount of time spent on mathematical calculations,
especialy for updating application-related systems. However, descriptor clustering is
used. This includes, for example, the extension list of REALIST (Ruge; 1992; Schwarz
& Thurmair 1986). Extension lists are networks of terms which correlate statistically
with the starting term. Figure 1 shows a simple example of the term CPU and how often
(in %) the term CPU occurs with other termsin documents (humber).

Extension lists give rise to the following working method:

» The descriptors are extracted in an initial step (by means of any IR system such as
STAIRS or GOLEM/PASSAT).

« Extension tables are then drawn up based on terms and their occurrence, followed by
calculation of the correlations between the descriptors of a document and those of other
documents in the data set.

The extension lists may be made available to the user as an additional tool for independ-
ent strategy planning (research assistance) or may also act as a basis for automatic re-
search expansion as part of IR components (see, for example, Grefenstette, 1992).

The preparation of extension lists normally does not depend on language. In the
REALIST context, extension lists were prepared based on a representative subquantity of
the total document set and then transferred to the overall stock.

CPU in document: 105
correlation terms: 1817
correlation (%) Term correlation (%) Term
65.71 DATA 7.62 LOGIC
49.52 MEMORY 7.62 LOCATION
33.33 STORE 7.62 COMMUNICA-
TION
32.38 CENTRAL 7.62 CHIP

Figure 1: Use of term CPU
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4.6 Extended Boolean retrieval

As with computer-linguistic and quantitative-statistical methods, the best-match method
and Boolean retrieval aso offer a mixed form. The main starting point for this con-
sideration were the empirical observations that both search methods lead to widely differ-
ing result quantities and that users of non-Boolean systems regarded the lack of Boolean
operators in certain situations as a handicap. They want, for example, to link synonyms
by OR. With extended Boolean retrieval, the user starts with a conventional Boolean
query which will, however, only determine a preliminary selection of potentially relevant
documents from the search strategy. A ranking method is then added to the query in or-
der to arrange the preliminary selection according to actual relevance (cf. Salton et al;
1983, Bookstein, 1981).

In order to ascertain the correctness of the basic conviction that the user’s objective -
"preliminary selection" - substantially reduces the disadvantages mentioned at the start of
section 4, empirical calculations would have to be made for specific application areas.

The advantage would have to be so great that it exceeds the higher cognitive burden on
the user, which is automatically produced due to concept doubling.

5. Development potential

According to the considerations in sections 1 to 4, content analysis produces three main
groups of potential starting points for improving the retrieval performance of current
commercial systems based on Boolean algebra which promise to be successful in a rela-
tively short space of time and with limited expenditure.

5.1 Additional computer-linguistic modules

Traditional free-text retrieval reduces content analysis to a symbol-oriented analysis.
Documents are regard