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Comparing Societies and Cultures. Challenges of 
Cross-Cultural Survey Research as an 

Approach to Spatial Analysis 

Nina Baur ∗ 

Abstract: »Gesellschafts- und Kulturvergleich. Die Leistungsfähigkeit der inter-
kulturell-vergleichenden Umfrageforschung als Methode der Raumanalyse«. 
The paper shows how cross-cultural, cross-societal, cross-national, multi-
national and international comparative survey researchers have been handling 
space since the 1950s and how it can be used for spatial analysis. Using the 
concepts of the Survey Life Cycle and the Total Survey Error (TSE), the paper 
discusses two major methodological problems cross-cultural survey methodolo-
gy faces: The problems of (1) equivalence and (2) demarcation. 

Keywords: Spatial sociology, cross-cultural research, survey methodology, 
equivalence, demarcation, survey life cycle, total survey error. 

1. Cross-Cultural Survey Research and Spatial Analysis 

Since the 1920s, survey data have been an important data source for analyzing 
(inter)action and distribution within space, as well as relations and movements 
between spaces (Scheuch 1993 [1989], 174). In survey research (Baur 2009a; 
Behnke et al. 2010, 97-103, 107-12, 223-32), especially in cross-cultural sur-
vey research1 (Rippl and Seipel 2008; Pennell et al. 2010), space is typically 
either treated as an independent variable – as its properties might influence, 
enable or constrain human (inter)action – or it is seen as a frame of reference in 
which social (inter)action takes place. Thus, in these cases, the research interest 
is not space itself but what happens within space. Alternatively, research aims 
at comparing the spatial units which are then treated as cases, i.e. entities in 
their own (Verba 1968; Scheuch 1989 [1968]; Rokkan 1970). Looking at sur-

                                                             
∗  Nina Baur, Technische Universität Berlin, Department of Sociology, Fraunhoferstraße 33-36 

(FH 9-1), 10587 Berlin, Germany; nina.baur@tu-berlin.de. 
1  Please note that there is a much-discussed theoretical and terminological difference be-

tween cross-cultural, cross-societal, cross-national, multi-national and international com-
parative survey research, as these definitions work with different spatial concepts and aim 
at different types of comparison (Rokkan 1970). For the purpose of this paper I treat them 
synonymously, as I want to focus on the principal methodological problems that all of these 
types of study types have in common. 
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vey methodology from a spatial point of view, the research process typically 
consists of the following steps (Baur et al. 2014, in this HSR Special Issue). 

1.1  Defining a Frame of Reference 

Researchers typically start with defining a given space as a frame of reference. 
Typically, they use topological projections of physical space on maps (e.g. 
Graph 1). 

Graph 1:   Defining a Frame of Reference (World Map of Physical Space) 

 
This world map uses the so-called Robinson projection of three-dimensional space into two-
dimensional space (see also Baur et al. 2014, in this HSR Special Issue). Source: E Pluribus 
Anthony [Public Domain], via Wikimedia Commons <http://upload.wikimedia.org/wikipedia/ 
commons/1/17/BlankMap-World-noborders.png> (accessed 19 February 2014). 

1.2  Defining Units of Analysis 

Researchers then divide the frame of reference into units of analysis. These 
spatial units (i.e. territories) are conceptionalized as “(target) populations”. 
Note that the concept of statistical population implicitly treats space as a con-
tainer, as populations have to be defined with regard to contents, temporally 
and spatially, i.e. they address a specific set of people being located at a specif-
ic time in a specific spatial unit demarcated by borders from other spatial units. 

One could divide the world map into areal units of equal size. However, this 
is not typically done. Instead, most researchers use politically defined admin-
istrational units, e.g. nation states, regions, cities or quarters, as Graph 2 ex-
emplifies. 

As researchers in research practice rarely reflect their terminology, it is of-
ten not clear, if the aim of demarcating these territories is to compare political 
states (as in “cross-national research”), cultures (“cross-cultural research”) or 
societies (“cross-societal research”) (Rokkan 1993 [1970], 9). Further, “the prefix 
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cross- stresses the objects of comparison while the prefix inter- [and multi-] 
relates to a characteristic of the research organization” (Rokkan 1993 [1970], 9). 

Graph 2:   Dividing the Frame of Reference into Spatial Units: Example of 
Political Borders of Nation States in 1985 

 
Source: Several unknown authors [GNU Free Documentation License 1.2], via Wikimedia Com-
mons, <http://upload.wikimedia.org/wikipedia/commons/e/e0/BlankMap-World-1985.png>, 
(accessed February 19, 2014). 

1.3  Sampling Units of Analysis 

Next, researchers select one or more units of analysis for detailed analysis. 
Sometimes, researchers simply select all spatial units. However, in cross-
cultural survey research, typically several nations are selected, as illustrated in 
Graph 3. Sometimes the selection process depends on practical issues, e.g. 
countries willing to participate in data collection. 

Alternatively, countries are chosen using theoretical indicators as suggested 
by the case study method, i.e. a number of dimensions is defined that are used 
to classify the territories (Scheuch 1968; Verba 1968; Rokkan 1970; De Baus 
2008; Rohlfing 2009; Pennings 2009). For example, Rokkan (1993 [1970], 44) 
suggests four dimensions for comparing nation states: 
1) “Centre – Periphery” (“One standardized national language or several?”), 
2) “State – Church” (“Establishment of national Church vs. alliance with a 

supranational Church vs. establishment of competing secular agencies?”) as 
cultural dimensions and 

3) “Urban – Rural” (“Protection of urban vs. rural products against foreign 
competition: the tariff issue.”), 

4) “Owner – Worker” (“Protection of rights of property vs. equalization of 
economic conditions through union and/or state action.”) as economic di-
mensions. 

Another, newer classification is that of Welfare Regimes suggested by Esping-
Andersen (1990). An alternative classification scheme is selecting countries 
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because they are similar in data collection infrastructure and respondent behav-
iour, making it easier to collect comparable data. For this reason, many newer 
comparative research design focus e.g. in European or OECD countries.  

Regardless which classification scheme for territories is used, the dimen-
sions and typologies should be theoretically fruitful, i.e. relevant for the re-
search question. Then, using this classification the spatial units are typically 
sampled using the most-different and/or the most-similar cases design, if the 
number of spatial units under examination is small (Behnke et al. 2010, 200-10; 
Hering and Schmidt 2014). If a larger number of territories is to be analysed, 
one can alternatively use random sampling designs (Delmelle 2009; Heeringa 
and O’Muircheartaigh 2010). 

Graph 3:  Selection Comparison and Classification of Spatial Units: Example for 
Unemployment Rates in Various Countries around 2010  

 
Source: Jolly Janner [Public domain], via Wikimedia Commons, <http://commons.wikimedia.org 
/wiki/File:World_map_of_countries_by_rate_of_unemployment.png?uselang=de>, revision on 
31 December 2013. If possible, the IDU (International Definition of Unemployment) rate is 
used. Fort further details on methodology see: <http://en.wikipedia.org/wiki/List_of_ 
countries_by_unemployment_rate>. 

1.4  Sampling and Collecting Data for Each Unit of Analysis 

Researchers sample and collect data for each unit of analysis in order to de-
scribe what is happening within this spatial unit as frame of reference. For 
example, Graph 3 illustrates the unemployment rates in various countries 
around 2010. Other examples of cross-cultural surveys are the Eurobarometer, 
the World Value Survey, PISA, ISSP, ESS, LIS and EVS.  

In modern survey methodology, this part of the research process is concep-
tionalized by the model of the Survey Life Cycle (Graph 4), which stresses that 
sampling and data collection are entwined and have to be processed parallelly. 
Survey methodology also tries to integrate various errors that can occur into 
one model (Groves et al. 2009). 
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Specifically, during the sampling process, a sampling frame has to be de-
fined. In most cases, this is not identical with the target population, i.e. there 
can be a coverage error. When a random sample is drawn from the sampling 
frame, a random error can occur. As humans cannot be forced to participate in 
surveys, due to noncontacts and refusals, there is usually a difference between 
people in the gross sample and people in the net sample. Finally, researchers 
have to decide, if and how to weight data, which implies that there might be an 
adjustment error. 

Graph 4:   Survey Life Cycle and Total Survey Error (TSE) 

 
Source: Own Creation, based on discussion in Groves et al. (2009), Rippl and Seipel (2008) and 
Pennell et al. (2010). 
 
For data collection, researchers have to define the constructs to be measured 
and they have to operationalize them, i.e. define, how to measure them. If they 
err, data are not valid. As people can respond differently to the same survey 
question, there might be measurement error. Finally, during data preparation, a 
processing error might occur. 

These various errors are often related in the sense that – if you reduce one 
error type – another error increases. For example, in order to minimize meas-
urement error, it is typically recommended to ask many different and detailed 
questions, a classical example being a psychological test for diagnosis of men-
tal disorders, which usually takes more than one hour to answer and is very 
precise. However, these kinds of questionnaires could not be used in surveys of 
the general population, as respondents typically are willing only to spend only 
a limited time on answering survey questions. If the survey is too long, they 
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will either outright decline to participate in the survey or drop out during pro-
cessing the survey – which in turn results in unit or item nonresponse. There-
fore, researchers typically ask fewer questions in surveys, which increases the 
likelihood of measurement error. In this example, there is a trade-off between 
measurement error (due to short questionnaires) and nonresponse error (due to 
long questionnaires).  

The other error types are likewise related. Therefore – while traditionally, 
these various errors were handled individually – modern survey methodology 
tries to incorporate them into the concept of the Total Survey Error (TSE) 
(Groves et al. 2009). This means that researchers should take into account all 
errors and try to minimize the error as a whole. The TSE is supposed to indi-
cate the overall likelihood of an error. Note that this also means that survey 
methodology assumes that in research practice it is not possible to “objective-
ly” measure reality. Instead, there might always a difference between what 
truly happens and what the data convey. 

1.5  Major Methodological Challenges 

Starting from the above model of the research process, cross-cultural survey 
methodology addresses two problems arising from this way to handle space 
methodologically: 
1) The Problem of Equivalence: Apart from the general problem of the TSE, 

cross-cultural surveys face an additional problem. In order to compare data 
from different nations/cultures, researchers have to be sure that the sampling 
and data collection is “spatially neutral” – or in the words of survey meth-
odology: data (and even more important: analysis results) have to be equiva-
lent. In other words: Researchers have to be sure that the various errors oc-
cur in the same way in all spatial units. Otherwise, if one observes a 
difference, one can never be sure, if this is a methodological artefact or if 
there are actual “real” differences. 

Unfortunately, it has been known for almost a century that the assumption 
of “spatially neutrality” is not true. On the contrary, these various errors 
vary spatially. E.g., nonresponse differs widely between countries. There-
fore, since the 1920s survey methodology has evolved to the field of cross-
cultural survey methodology which systematically analyzes how the various 
error types vary internationally and – drawing on these findings – tries to 
develop recommendations how to methodologically handle the problem of 
equivalence (Verba 1968; Scheuch 1989 [1968]; Rokkan 1970). Researchers 
have started systematizing these findings since the 1950s (Scheuch 1989). 
Unfortunately, although many of the problems of spatial comparison have 
been known for a long time, many findings have been either repeatedly lost 
with each generational change within science or have been only rarely ap-
plied in practical research, or, as Erwin Scheuch (1993 [1989], 172) put it: 
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The real problem is not the methodology per se, but it is methodological in its 
consequences: what can be done to make methodological advances and practi-
cal experiences in comparative research more cumulative? Or phrasing the 
question both more realistically and more depressing: how can we make 
knowledge in this area cumulative at all? 

Thus, in the first part of this paper I will summarize the current state of the 
debate for readers who might not yet be familiar with this field. 

2) The Problem of Demarcation: In the second part of the paper I will discuss a 
problem which is also well-known to survey research but rarely discussed: 
As stated in section 1.1, when defining a target population, spatial units are 
defined. However, how these units are defined and what consequences this 
has on statistical results is seldomly discussed, or in Scheuch’s (1993 
[1989], 179) words: 

Usually, the nation-state is the geographical frame for sampling. Subsequent-
ly, the data collected in various nation-states are used as though that would al-
so mean that the comparisons were cross-cultural and cross-societal as well. 
Whether the three meanings the geographical sampling frame could have – 
namely, nation, culture and society – do in fact coincide is in any particular 
case a substantive issue. 

2.  Equivalence 

In cross-cultural research, sampling and data collection are typically organized 
separately for each spatial unit (such as quarters, cities, regions or nations) 
mainly for practical reasons: Very often spatial units (like nation states) differ 
in the legal and administrative requirements which have to be fulfilled to col-
lect data, and often the availability of data collection infrastructure (including 
interviewers proficiency in the local language) varies locally. Finally, crossing 
borders in order to conduct research often involves increased costs (e.g. travel 
or telephone costs). 

When comparing such spatial units later, data, methods and results have to 
be equivalent, and the major problems to be solved are still the same that 
Scheuch (1993 [1968], 107) identified five decades ago: 

Thus, the methodological problems of cross-cultural surveys were, and are 
still, seen primarily as problems of comparability only in a narrow sense. How 
to design a sample that in its concrete form can be used in all countries to be 
studied? How to standardize field work procedures internationally? How to 
ensure that questions are well translated? How to standardize categories, e.g. 
for background data? 

2.1  Equivalence of Samples 

In cross-cultural survey research, the ideal procedure for sampling within each 
spatial unit is still random sampling (Delmelle 2009; Heeringa and 
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O’Muircheartaigh 2010; Rippl and Seipel 2008, 63-8, 75-95; Bachleitner et al., 
29, 44-59, 75-82, 89-91, 97-100, 119-25, 137-41, 151-61; Häder and Lynn 
2007; Hoffmann 2007), as random samples allow for generalization using 
inferential statistics later. Ideally, the sample should represent the population. 
However, in sampling practice, there is almost always a slight difference in the 
distribution of the population and the gross sample. As long as this difference 
varies randomly between samples, it can be captured by the concept of random 
error. Although researchers never know for sure if such an error really oc-
curred in the specific sample and how large it is, they can compute the likeli-
hood of such an error, using either significance tests or confidence intervals. 

However, it is frequently forgotten that significance tests and confidence in-
tervals do not make generalizations from the random sample to the target popu-
lation but to the sampling frame. In most cases, the sampling frame is not iden-
tical with the target population, i.e. there can be a coverage error, and this 
error is linked to the mode of data collection (Skjåk and Harkness 2003; Fu and 
Chu 2008; Rippl and Seipel 2008, 63-8, 75-7, 97-110; Pennell et al. 2010). 

Imagine, for example, a researcher’s target population are all adults current-
ly living in Germany. The most common modes of data collection in Germany 
are postal, telephone, face-to-face, and online surveys. When conducting postal 
and face-to-face interviews, two traditional ways of creating a sampling frame 
would be getting addresses by using registry data or the random route proce-
dure – automatically excluding all persons without a permanent home address 
from the sampling frame (e.g. the homeless, vagrants, illegals and persons 
staying long-term in public institutions such as hospitals and prisons). In case 
of telephone surveys, nowadays researchers would need a dual frame of com-
bined landline and mobile phone numbers – excluding all persons without a 
phone from the sampling frame. When conducting online-interviews, research-
ers would either need a list of emails in order to contact respondents directly, or 
access them via a website or social network – all persons without access to the 
internet are automatically excluding from the sampling frame, as well as all 
persons to whose email researchers do not have access to or who do not use the 
website/social network the researchers uses for sampling. 

Unfortunately, while coverage rates already vary widely for the different 
modes of data collection within one spatial unit, they vary even more widely 
across spatial units (Fuchs and Busse 2009). For example, as Table 1 illus-
trates, in 2011 statistically every inhabitant of countries in the Commonwealth, 
Europe or the Americas had at least one mobile phone, while in Africa only 
every second person owned a mobile phone and only about 14% of all individ-
uals could be accessed via landline, meaning that at least one third of the Afri-
can population would drop out of the sampling frame in telephone interviews. 
In online surveys, the situation is even more devastating: Every third European 
and nine out of ten Africans did not have access to the internet in 2011. 
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What makes the situation worse is that even within world regions and nation 
states access to specific technologies varies widely spatially (Fuchs and Busse 
2009). For example, in Germany – which as a European country has relatively 
high IT coverage – in 2013 only one in five inhabitants of the city states Berlin, 
Bremen and Hamburg, but one in three of the more rural regions Sachsen-
Anhalt and Mecklenburg-Vorpommern did not use the internet at all (Initiative 
D21 2013, 20). 

Table 1:  Percentage of Population Having Access to Information Technology 
in Various World Regions (2011)  

World Region Landlines Mobile Telephones Individuals using the 
Internet 

Africa 14% 54% 12% 
Arab States 96% 96% 30% 
Asia and Pacific 14% 77% 26% 
Commonwealth of 
Independent States 26% 147% 41% 

Europe 42% 120% 69% 
The Americas 29% 101% 53% 

Notes: Regions in this table are based on the ITU BDT Regions, see: <http://www.itu.int/ITU-
D/ict/definitions/regions/index.html>. If numbers are higher than 100%, this means that some 
persons have more than two or more items. Source: ITU World Telecommunication/ICT Indica-
tors database, <http://www.itu.int/en/ITU-D/Statistics/Pages/stat/default.aspx> (accessed Feb-
ruary 16, 2014). 
 
Now, this would be no problem at all, if those who drop out of the sampling 
frame shared the same characteristics (concerning the research question) with 
those within the research frame. Unfortunately, methodological research has 
shown that very often, this is not the case. For example, in the case of the inter-
net, respondents can only have access, if companies or the state provide the 
necessary infrastructure for access which is often not the case in lowly populat-
ed or very poor areas. Further, respondents themselves have to be able to afford 
this technology (Baur and Florian 2008). Apart from extreme poverty, the most 
common reasons for non-usage are anxiety about security and data privacy, 
lack of knowledge or having someone else who handles the technology (Initia-
tive D21 2013, 70-1). 

The difference between the target population and sampling frame is not the 
only reason for bias (i.e. non-random errors): As in democracies, humans can-
not be forced to participate in surveys, in almost every survey a large number 
of persons in the random sample (= gross sample) drops out due to noncontact 
or refusals (Couper and de Leeuw 2003; Holst 2003; Billiet et al. 2007; Blom 
et al. 2010; Stoop et al. 2010; Pennell et al. 2010). Again, noncontact and non-
response rates vary widely spatially. For example, in the 2nd wave of the Euro-
pean Social Survey (ESS) in 2002, between 0.8% (Poland) and about 10% 
(Austria) of the persons in the gross sample could not be contacted (with Ger-
many ranging in the middle with 6%). Of those contacted, between about 15% 
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(Hungary, Slovenia) and about 55% (Switzerland) refused to participate in the 
survey (again with Germany ranging in the middle with about 30%). As not all 
persons willing to participate were eligible for the sample, response rates 
ranged from about 33% (Switzerland) over about 50% (e.g. Germany) to about 
80% (Greece) (Billiet et al. 2007). 

As a result of nonresponse, the net sample in almost all surveys is much 
smaller than the gross sample. This does not matter as long as the reasons for 
nonresponse are random and response behaviour of those participating does not 
differ from those not participating. In this case (or if researchers use a complex 
sampling design such as a layered or stratified sampled), researchers have to 
decide, if and how to weight data, which implies that there might be an adjust-
ment error (Behnke et al. 2010). 

Unfortunately, as for coverage, this assumption is often not true, as nonre-
spondents often systematically differ from respondents, as analyses of reasons 
for nonresponse indicate. Typical reasons for nonresponse are that respondents 
(1) as a principle do never participate in surveys, (2) are not interested in this 
particular study, (3) have privacy issues with, or (4) a negative attitude towards 
this particular study/research institution, or (5) that simply the timing is bad. 
Again these reasons may vary spatially. For example, in the 2002 wave of the 
ESS, only one in four Ukrainians but three out of five Norwegians and Luxem-
bourgians refused to participate in the study indicating not to be interested 
(Billiet et al. 2007). If the reason for nonresponse has to do with the research 
question, then it is very likely that data are biased. 

So, in summary, bias due to coverage, noncontact and nonresponse varies 
widely across spatial units. To make matters more complicated, these error 
types depend on and are linked to data collection modes, and this connection 
between the various errors and data collection modes varies across spatial units, 
too (Skjåk and Harkness 2003; Fu and Chu 2008; Rippl and Seipel 2008, 63-8; 
75-7, 97-110; Pennell et al. 2010) – and these links change over time, as usage 
behaviour of these technologies may change over time. As a consequence, it 
has to be decided for each research question separately, if it makes more sense 
to use the same or different sampling strategies and data collection modes for 
the spatial units under question. Therefore, Scheuch’s (1993 [1968], 119) 
statement concerning sampling is as true as ever: 

Whatever the sampling procedure: either a sample is representative and will 
permit inferences as to the composition of the sampled population (usually a 
nation-state) or it is not. There is no one sample design that insures representa-
tiveness under all conditions; it can usually be achieved through a variety of 
designs. Of course there is often an optimal sample for any specific purpose 
and population – but only in terms of relative cost. 
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2.2  Equivalence of Concepts 

Data collection and sampling are linked via the survey mode, as each mode 
needs a specific type of sample (e.g. telephone numbers for telephone surveys, 
addresses for postal surveys) and questionnaire type (e.g. one cannot use imag-
es and pictures in telephone interviews). Therefore, the questionnaire is typical-
ly developed parallel to sampling. During the process of developing instru-
ments and data collection, a number of additional errors can occur which – 
again – can vary spatially and this threatens equivalence. 

In order to assess the errors that can occur, it is important to keep in mind 
that survey researchers try to achieve comparability by standardizing the whole 
process of data collection and analysis (Baur 2006, 2009b): Every interviewed 
person is asked exactly the same questions in a given order, and they can only 
choose from a given number of answers. Not only is the questionnaire stand-
ardized, but also the interview situation and the way of recruiting possible 
interview partners. By using statistics, data analysis is standardized too, as the 
results will be the same regardless of who does the analysis and there are good 
practice-rules for each of these steps of the research process. Now, the question 
addressed by equivalence is: “What is the same?” 

The first question to be asked in every survey is therefore, what concepts re-
searchers want to measure and how to measure them equivalently (Friedrichs 
1980, 73-89; Kromrey 2002, 72-7, 111-47; Rippl and Seipel 2008, 57-77, 94-
5). The problem is that – even if the theoretical concept is clear to the research-
er – it can mean very different things to different respondents in different socie-
ties. For example, such a seemingly simple thing as a “family” or “household” 
can mean anything from a pair of same-gender persons sharing a flat to a nu-
clear family consisting of husband, wife and kids to a large and extended tribal 
family. Therefore, even if two persons actually have the same attitude towards 
their children, researchers might get very different answers, if they ask re-
spondents how important family is to them or who is part of their household, 
depending on which of the above definitions of family respondents use (for 
other examples see Warner and Hoffmeyer-Zlotnik (2009) or Baur (2009b)). 
As a rule of thumb, “[t]he concepts behind words are often delineated different-
ly in different languages; the more abstract the concept, the greater the likeli-
hood of differences” (Scheuch 1993 [1968], 109). Therefore, the first steps of 
survey development are typically semantic and dimensional analysis. 

Semantic analysis aims at choosing the survey languages and assessing the 
meaning of concepts in each of these languages (Kromrey 2002, 72-7, 111-47; 
Pennell et al. 2010). Amongst others, things to consider are the emotional 
meaning of words, unintentional humour, things that cannot be expressed in 
some languages and political and status implications of words (Scheuch 1968; 
Baur 2006, 2009b). A very important aspect of semantic analysis is the transla-
tion process, for which complex procedures have been developed in order to 
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ensure equivalence. Typically, this involves translation from one language to 
another by one team of translators, extensive pretesting and back-translation by 
a different set of translators (Behr 2009; Harkness et al. 2010a; Willis et al. 
2010; Dept et al. 2010). 

Dimensional analysis starts from the observation that very often concepts 
are latent variables and therefore better measured not in their totality but split 
up in different indicators that can actually manifest. Then a question is phrased 
for each indicator. Therefore, dimensional analysis asks which aspects are part 
of the concept and how these indicators can be measured best (Kromrey 2002, 
72-7, 169-86; Burzan 2008). 

In fact, finding the right indicators for theoretical concepts is a research 
strand on its own within survey methodology which might require decades of 
collective effort, as the example of social class (“Soziale Schicht”) illustrates. 
This concept is classically measured by at least three combined indicators: 
educational level, income and occupational prestige. 

Now, the first question to answer is: Whose educational level, income and 
occupational prestige? For example, in Germany until the 1970s, women were 
mostly denied access to higher education. Therefore, highly educated men 
typically married women with lower educational levels, the cliché being the 
doctor marrying a nurse or a manager marrying a secretary. As institutions 
promoted the male breadwinner/female housewife model, middle-class women 
often became housewives after marriage (Baur 2008a). Thus, classically social 
class was measured for the household, using the man’s educational level, in-
come and occupational prestige. But what of today, when many German wom-
en are highly educated and career-oriented? 

The second question to answer is how to operationalize each of these sub-
concepts comparably. For the example of social class, the major problem with 
income (Burzan 2008, 21-46) is item nonresponse as this is a sensitive question 
in many countries (Warner and Hoffmeyer-Zlotnik 2003). In contrast, with 
education (Burzan 2008, 71-88), national institutions have to be kept in mind 
during operationalization, which results in different suggestions for measuring 
this concept, e.g. ISCED (UNESCO 2003), CASMIN (Brauns et al. 2003) and 
the Hoffmeyer-Zlotnik/Warner-Matrix (Hoffmeyer-Zlotnik and Warner 2005). 

Occupational prestige is even more complicated to measure, and there are 
several ways to do this. For one option, (1) a research team actually conducted 
cross-cultural surveys earlier that asked respondents to assess the prestige of 
specific occupations. For each country, these individual answers were aggre-
gated, assigning each occupation an average prestige rating for that country, 
e.g. the Treiman-Prestige Scale (Ganzeboom and Treiman 2003). (2) Drawing 
on these earlier results, researchers can now ask respondents in every new 
survey what occupation they have. (3) After data collection, these open-ended 
questions are coded, e.g. using the International Standard Classification of 
Occupations (ISCO), resulting in a nominally scaled number for each occupa-
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tion (Hofmann 2003; Geis and Hoffmeyer-Zlotnik 2001; Ganzeboom 2005). (4) 
Then, the next step is to transfer each occupational code into a number on a scale 
for occupational prestige, using the results from the Treiman-Prestige Scale. 

The example of measuring social class illustrates that developing concepts 
for cross-cultural survey research is an intricate process where theoretical and 
methodological discussion are linked and often prior research is necessary to 
develop concepts later on. This example also shows why the survey life cycle has 
to be thought of as a process: Even when starting to develop the questionnaire, 
one has to decide how to analyze data afterwards and which problems to solve 
at which stage of the research process – in the case of measuring occupational 
prestige, a lot of analytical work is transferred from data collection (and the 
respondent) to data analysis (and researcher) in order to improve equivalence. 

In the example of social class, the same set of indicators is used for each 
spatial unit. However, what makes dimensional analysis even more complicat-
ed is that it might be more adequate to use different indicators for each spatial 
unit (Beckers 2010; Davidov and Siegers 2010; Braun and Johnson 2010). For 
example, if one would like to measure prejudices against ethnic minorities, a 
classical indicator is whom people would not like as their neighbours. Now, 
due to the specific immigration history and history of racial conflicts, it makes 
sense to ask for different ethnic groups for each country. For example, in Ger-
many, not wanting to live next to Jews or Turkish people would be a likely 
indicator for racism, while in the UK, one would probably better ask about not 
wanting to live next to Indians or Bangladeshi. 

It also might be recommendable to compute indicators differently for each 
spatial unit (Beckers 2010; Davidov and Siegers 2010; Braun and Johnson 
2010). For example, the Otte-Scale contains a set of five indicators for measur-
ing “modernity” in West Germany. One of those indicators is religiosity, with 
non-religious persons typically being more modern than religious persons. The 
reason is that during the new social movements in the 1960s, religiosity be-
came culturally strongly associated with traditionalism. However, in East Ger-
many, this indicator does not work at all – on the contrary: During Socialism, 
religiosity was politically punished. Therefore, there was a high percentage of 
religious persons who propagated the democratic movement which in turn 
means that in East Germany, religiosity became culturally associated with 
modernity (Otte and Baur 2008). 

In order to avoid a researcher’s prejudice when entering concept develop-
ment, survey research has a preference for answering these questions empiri-
cally (and not purely theoretically), the above study by Otte and Baur (2008) 
being an example. Using factor analysis, we could show which indicators were 
suitable for measuring modernity in different German regions. 

So far, I have discussed conceptualizing and defining individual concepts. 
However, social research typically aims at linking these concepts. For example, 
researchers are very often interested in establishing causal links between differ-
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ent concepts (Opp 2010). In order to do so, all individual variables that might 
influence the dependent variable have to be included into the survey. This 
raises the next question for cross-cultural survey research: Are the same causal 
relations to be expected in all spatial units? Due to very different institutional 
background, this is often not to be expected, meaning that it may make sense to 
ask a whole different set of questions for different spatial units (Baur 2004). 

Blossfeld et al. (2004, 2006) demonstrate how equivalence can still be 
achieved in such cases: In the Globalife-Project, they chose a set of countries, 
using the most-dissimilar-cases-design. For each country, a country expert was 
chosen who first conducted a thorough case study of the institutional back-
ground of the specific country and then set up a theoretical concept of the caus-
al relations to be expected for this country. Based on this model, a suitable data 
set for this country was selected and analyzed, resulting on country-specific 
models. In a final step, these country-specific models were treated as case 
studies, compared and systematized on a theoretical level. The result was a 
very concise study of what had an effect on individual careers in different 
career stages and in different strata of the social structure. This study also 
demonstrated which processes where global and which processes had country-
specific effects. 

2.3  Equivalence of Instruments 

After having decided which concepts to measure with which indicator(s), the 
next step in conducting a survey is to develop survey questions and the actual 
questionnaire (especially deciding on question order, questionnaire length and 
layout), keeping in mind not only the general rules for questionnaire design, but 
also the rules for the specific survey mode (Behnke et al. 2010, 97-103, 107-12, 
223-32; Harkness et al. 2003, 2010b; Blair and Piccinino 2005). 

The specific problem to be solved in cross-cultural survey research (Pennell 
et al. 2010; Braun and Johnson 2010; Smith 2003; Johnson et al. 2005; Saris 
and Gallhofer 2007; Rippl and Seipel 2008, 63-8, 75-7, 110-14) for every sin-
gle question in the survey is that every respondent in every spatial unit has to 
understand the same question in exactly the same way and be inspired to an-
swer truthfully. The ideal is that persons with the same “objective” value also 
give exactly the same answer in the survey (Schwarz et al. 2010) in any lan-
guage (Pan et al. 2010), e.g. that any person with two biological children gives 
the answer “two” when asked about the number of children or that any homo-
sexual man answers that their partner is male when asked about this. Now, the 
whole reason why questionnaire design is so complicated is that this is very 
hard to achieve, as “[t]he format of questioning may carry cultural implica-
tions” (Scheuch 1993 [1968], 110). 

This can result in social desirability operating differently in different cul-
tures (Johnson and van de Vijver 2003). For example, cultures emphasize con-
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cepts like honor, modesty and self-enhancement differently, which might influ-
ence the way questions are answered (Uskul et al. 2010). A well-known result 
is that, in some countries, questions on income are more sensitive than those on 
sexuality or politics. In other countries, the reverse effect can be observed. 
Respondents might either refuse to respond to sensitive topics (item nonre-
sponse), drop out of the interview (unit nonresponse) or – even worse – lie to 
the interviewer. 

Even if questions are not sensitive, response styles (Yang et al. 2010) differ 
widely between cultures: While in some countries, it is impolite to give a nega-
tive answer, in other countries it is expected to answer questions critically. 

What makes matters even more complicated is that – even if respondents 
have exactly the same attitude towards an issue, share the same response style 
and are not affected by social desirability, their answers may vary depending 
on cultural context. This is often the case with attitudes, as these require as-
sessing one’s own perspective relative to one’s cultural and institutional con-
texts. An example I have discussed in more detail in Baur (2006, 2009b) is the 
attitude towards income inequality. When answering the question “Do you 
agree or disagree that differences in income in [your country] are too large?”, 
people compare their perceived ideal inequality with their perceived actual 
inequality, which differs largely among countries and therefore answers to this 
questions are not really comparable without knowing the context (Schwarz 
2003; Braun 2003, 2006; Braun and Harkness 2005; Friedrichs and Nonnen-
bacher 2010). 

Finally, not only cultural context but also local media discourses (Baur 
2006, 2009b; Stoop 2007; Kepplinger 2008; Roessler 2008) influence response 
behaviour which is especially hard to handle, when comparing longitudinal 
surveys cross-culturally, as then current media discourses may overlay the 
general cultural pattern. This effect is even harder to handle, if media discours-
es occurred or changed during fieldwork. 

It becomes clear from this list of problems that it is highly unlikely that ex-
actly the same questions can be asked in all spatial units. Instead, the aim is to 
ask questions that are functionally equivalent (Braun 2006). 

2.4  Equivalence of Field Work 

Even if researchers have succeeded in drawing equivalent samples and devel-
oping equivalent questionnaires, one final challenge remains: Data now have to 
be collected, and styles in conducting field work vary widely culturally and 
between institutions (Koch and Blohm 2006; Koch 2002; Harkness et al. 2003; 
Pennell et al. 2010), although there are hardly any findings on this as compar-
ing fieldwork is especially difficult, the reason being that fieldwork is often 
delegated to market and opinion research companies which do not want to face 
recourse claims. 
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Better documented is the fact that, despite all efforts of standardizing the in-
terview situation, not only respondent but also interviewer behaviour varies 
cross-culturally and is highly related to the interview language (Kleiner and 
Pan 2006; Jäckle 2009; Pennell et al. 2010). However, at least for telephone 
interviews, this can be better controlled by supervision during the interview 
(Kleiner and Pan 2006). 

2.5  Survey Methodology, Harmonization and Process Quality 

As the discussion in this section has illustrated, it is extremely hard to gain 
comparable data on different spatial units. In order to come as close as possible 
to the goal of equivalence, cross-cultural survey research typically combines 
three measures: 
1) Survey Methodology has become a research field of its own. As the exam-

ples given in this section illustrate, it aims at systematically identifying and 
analyzing the methodological problems that might arise during the research 
process and at developing solutions to avoid or (if this is not possible) han-
dle these problems. 

2) Harmonization: An important step for handling these problems is to develop 
procedures on how to organize the research process in order to make data and 
results as comparable as possible – a process called harmonization of surveys. 
Now, there are several ways of harmonization, and which one is most suitable 
depends on the specific research question (Granada et al. 2010):  

As always, it is best to think about what one wants to compare and how 
to achieve this at the beginning of the research process. One version of do-
ing so is ex-ante output harmonization. Here concepts, variables and catego-
ries to be included in the final data set are defined (at the beginning of the re-
search process). The exact way of how to measure these concepts and how 
data collection is organized may be decided upon individually by the research 
team responsible for each spatial unit – as long as the results are the same. 

The alternative is input harmonization. Here the same study with the 
same strict rules for all steps of the research process are defined. Note that – 
as explained above in detail – this may not always make sense because re-
sults may be worse (not better) than with ex-ante output harmonization. 

Now, harmonizing data at the beginning of the research process is not al-
ways possible, the two main reasons being (a) that sometimes, researchers 
only realize during data analysis that it would be interesting to compare data 
with other spatial units, and (b) that often – especially in longitudinal re-
search – researchers conduct a secondary analysis of data that have been al-
ready collected (by somebody else). In this case, the option of ex-post har-
monization remains. This means that researchers try to choose similar data 
sets and variables and make them comparable by data preparation. Unfortu-
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nately, this is only possible, if all relevant concepts have been measured in 
all spatial units in a minimally equivalent way. 

In order to leave the option of ex-post harmonization open for as many 
studies as possible, survey methodology has been developing so-called socio-
demographic and socio-economic standards (Wolf and Hoffmeyer-Zlotnik 
2003; Körner and Meyer 2005). They contain a set of key variables that are 
needed for almost any study (e.g. gender, age, social class, ethnicity) and rec-
ommendations how to measure them. The first recommendation is that all 
surveys worldwide should use these standards and thus keep the possibilities 
for future comparison as flexible as possible. The second recommendation is 
that – even if no standards exists – any survey should (after having defined 
central concepts) assess, if the same concepts have already been successfully 
used in other surveys and – if this is the case – copy them. 

In order to avoid as many mistakes as possible, survey instruments 
should be thoroughly pretested (Prüfer 1996; Goerman 2006; Goerman and 
Caspar 2010). Additionally, evaluation of survey instruments has become a 
continuous process designed as a set of linked feedback-loops during the 
whole research process (Esposito and Rothgeb 1997; Prüfer et al. 2004; 
Braun and Johnson 2010). In order to ensure that researchers do not forget 
any important steps of ensuring process quality, standard procedures have 
been developed that work like check-lists of things not to forget (Lyberg and 
Stukel 2010; Rasinski 2008; Blair and Piccinino 2005). 

Another prerequisite for future harmonization (and for validity assess-
ment) is that the research process always and definitely needs to be docu-
mented (Mohler et al. 2010) and should be stored in a major archive such as 
the Data Archive for the Social Sciences at GESIS2 or the Research Data 
Centres by the RatSWD.3 

3) Assessing Validity: As elaborated above, it is almost impossible to achieve 
perfect equivalence. Moreover, in practical research despite researchers’ 
best efforts, some things almost always go wrong. Therefore, the final step 
of any survey is assessing validity. As I have already stated above, tradition-
ally, these various errors were handled individually, using concepts like reli-
ability, validity, objectivity (Rammstedt 2010) and various sampling errors. 
In contrast, modern survey methodology tries to integrate them in the con-
cept of the Total Survey Error (TSE) (Groves et al. 2009). 

                                                             
2  <http://www.gesis.org>. 
3  <http://www.ratswd.de/publikationen>. 
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3. Demarcation 

So far, I have discussed problems of cross-cultural survey research that have 
been handled within survey methodology. However, there is one problem that – 
although well-known to survey methodologists – is rarely discussed: Survey 
researchers prefer random sampling as a sampling strategy, as it allows for 
making use of inductive statistics as a strategy for generalizing results. Howev-
er, a key element of this sampling strategy is defining a so-called target popula-
tion with regards to contents, temporally and spatially. This means, that in 
research practice, cross-cultural survey research treats space as absolute space, 
i.e. as a container (Baur et al. 2014, in this HSR Special Issue): The sampling 
population is addressed as a specific set of people being located at a specific 
time on a specific spatial unit demarcated by borders from other spatial units. 
As discussed in section 1.2, for cross-cultural research, the world map is divid-
ed into areal units. In order to do so, in research practice typically politically 
defined administrational units are used, e.g. nation states, regions, cities or 
quarters. These units are often of very different geographical size and popula-
tion. For example, compare the relative sizes of China, Germany and Luxem-
bourg. 

In this section, I will discuss what decisions we implicitly make during demarca-
tion (Friedrichs 1977, 344-7; Carter 1980, 233-76). Namely, we choose (1) a 
level of aggregation and (2) a territory as frame of reference. We have to handle 
(3) the problem of fuzzy boarders and ambiguous allocation and (4) the prob-
lem of changing frames of reference. Using the example of changing frames of 
reference, I will continue to discuss what methodological problems arise from 
this problem which in geoinformation science is called MAUP (Modifiable 
Areal Unit Problem) (Wong 2009; Fotheringham et al. 2007, 236-40). 

3.1  The Problem of Choosing the Right Level of Aggregation 

The first problem that needs to be addressed during demarcation is that space is 
a multi-level phenomenon (Baur et al. 2014, in this HSR Special Issue): During 
demarcation, we basically aggregate time-space-coordinates to spatial units. 
The size of the spatial unit that the time-space-coordinates are aggregated into 
can vary, ranging from a room to a building, quarter, city, region, nation, or to 
the whole globe (Friedrichs 1977, 344-7). Which level of aggregation is ade-
quate depends on the research question. 

Therefore, from a methodological point of view, various distinct research 
traditions only vary in the level of aggregation of the spatial unit, i.e. target 
population. These traditions are (1) the analyses of social spaces (“Sozialrau-
manalysen”) and social accounting analyses (“Sozialberichterstattung”) 
(Mardorf 2006; Heineberg 2006, 150-9), (2) the comparison of indicators in 
different quarters of the same city within urban sociology (e.g. Koell 1986; 
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Häußermann and Kapphan 2004) (3) the comparison of different regions within 
a country such as Germany (e.g. Albrecht 2010; Wingerter 2009; Holst and 
Schupp 2009) and (4) international and cross-cultural comparative research. 

3.2  The Problem of Choosing the Right Territory (Spatial Unit) as 
Target Population 

Another problem to be solved during demarcation is which spatial units should 
be chosen as a frame of reference when dividing up physical space into spatial 
units (i.e. territories). E.g., Germany is politically divided into 16 federal states 
(“Bundesländer”). In most studies on regional disparities within Germany, 
Germany is demarcated into territories using these political-administrative 
regions and borders. As it is well known that respondent behaviour in surveys 
may vary widely between these regions, often they are also used as a stratifica-
tion criterion when drawing stratified random samples. Note that these regions 
vary largely in sizes, with Bremen being the smallest region both geographical-
ly and population-wise, and Bavaria being the largest geographical region, 
while Northrhine-Westphalia has the largest population.  

There are good reasons for sticking to this conventional way of demarcation, 
one of the most important reasons being that – as almost every study demar-
cates by using political-administrational borders – target populations and there-
fore results become more easily comparable. 

A second important reason concerns a practical issue: Very often the pro-
duction of natural data and process-produced data (Baur 2009a) follows the 
logic of these political-administrational borders, e.g. administrations collect 
data for “their” region which in turn might be either re-analysed or helpful as a 
base for research-elicited research. For example, when using public registries 
for sampling, researchers typically have to sample for each region separately. 
Also, as illustrated in section 2.4, legal and practical issues to consider for field 
work will very likely vary between politically regions. E.g., in Germany, every 
federal state has their own data protection law and procedures for using sensi-
tive data – any study sticking within the borders of one political region is thus 
much easier to practically organize. 

Finally, as Chan-Tack 2014 (in this HSR Special Issue) states, spatial units 
should be ecologically valid, i.e. relevant to the social processes under exami-
nation. Even today, it makes sense to assume that political-administrational 
regions fulfil this requirement at least partially, as typically these territories are 
stabilized by political and administrational institutions. 

While in most cases, it makes sense to stick to the tradition of demarcating 
territories by using political-administrational regions, it is still worth to think 
about alternatives and what their implications would be. 

An alternative would be demarcating Germany by using geographical re-
gions and landscapes. Note that in this case, Germany would not be divided 
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into 16 but instead into four territories, and these territories would also not be 
equally distributed over the map with each federal state sharing a border with 
several others. Instead, the territories would run from north to south, starting 
with the very large and flat North German Lowlands, followed by the hilly 
Midlands, followed by much smaller and even hillier foothills of the Alps and 
ending with a small but mountainous stretch of the Alps. 

Yet another possibility for territorial demarcation is using language. In this 
case, the continental West Germanic Languages can be divided into three major 
dialectical ranges: Dutch, Frisian and German, and the German dialectical 
range can be divided into three sub dialectical ranges: Low Saxon, West Central 
German and North Upper German. 

Now, the interesting thing concerning demarcation is that these dialectical 
ranges do not correspond at all with political-administrational borders. Like in 
the case of landscapes, the territory of the Federal Republic of Germany (FRG) 
would be divided from North to South, albeit with different borders. 

Additionally, the external borders do not follow political borders: Dutch dia-
lects are both spoken in the nation states of the Netherlands and the FRG. Ger-
man is spoken not only in the FRG but also in Switzerland and parts of Austria, 
Denmark and Italy. Finally, there are regions where German is not an official 
language but still a part of the population either speaks German as their native 
language or is bilingual. 

The various ways of demarcating territories discussed so far have in com-
mon, that all spatial units are distinct and border each other. Each time-space-
coordinate (and the people/things located there) is assigned to one (and only 
one) spatial unit. This need not always be the case. If for example, one uses 
wildlife parks, tourist regions or urbanization as criterion for defining territo-
ries and is interested in comparing these territories, there might as well be 
blank spaces on the map. 

3.3  The Problem of Fuzzy Boarders and Ambiguous Allocation 

So far, I have discussed demarcation as a process in which a number of theoret-
ical decisions have to be made. The next steps seem rather simple: Each time-
space-coordinate (and the people/things located there) is assigned to one (and 
only one) spatial unit. It is important that these allocations are distinct, as this is 
a typical prerequisite for almost all used statistical analysis procedures. 

For example, with Hierarchical Linear Modelling (HLM) (Friedrichs 1977, 
350-61; Pötschke 2006), researchers can analyze the interconnectedness and 
relative influences of different levels of aggregation. For example, they might 
want to know, if the national, regional or urban context is more important for 
an individual’s employment and career changes. In order to be able to calculate 
these relative influences, it has to be clear for each individual, which (1) com-
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munity, (2) region and (3) nation she lives in, and these three aggregation lev-
els have to be distinct. 

However, both in social reality and in research practice, allocations are often 
ambiguous and borders are often fuzzy. For example, some German regions 
(aggregation level 2) are also cities (aggregation level 1) – the so-called city-
states of Berlin, Bremen and Hamburg thus belong to both spatial units. 

This ambuiguity does not only apply vertically (for the aggregation level) 
but also horizontally for the frame of reference. For example, it is common in 
urban sociology and urban planning to compare quarters of a city. In Germany, 
it is possible for researchers to draw on public administrational data in order to 
calculate differences (e.g. concerning employment and career changes) be-
tween quarters and see how they correlate with other indicators for those quar-
ters (e.g. voting behavior). Often, these data stem from different data sources 
(e.g. different administrations), and researchers also might combine administra-
tional data with survey and other kinds of data (also maybe from different 
sources). These types of combinations of data sources depend on the target 
population always being the same. However, when looking into detail, it be-
comes clear that this is not always true. For example, in Berlin, the lower part 
of the street “Christburger Straße” belongs to the administrative district 
“Prenzlauer Berg” and to the voting district “Friedrichshain”, meaning that – if 
one study uses the first and a second one uses the second definition of spatial 
units, the same persons will belong to different spatial units in these two stud-
ies, making them hard to compare. 

3.4  The Problem of Changing Target Populations 

To make things even more complicated, target populations (i.e. territories) 
chosen as frame of references for data collection may and do change over time. 
This is especially true to for political-administrational borders, as the German 
history in the last 200 years exemplifies.4 

During the Congress of Vienna, the German Confederation was founded in 
1815 by 39 principalities and city states. As Graph 5 illustrates, it covered a 
much larger territory than Germany in its present borders – a large part of these 
territories today belong to other states, e.g. Austria, the Czech Republic, Italy, 
Latvia, Lithuania, Poland, Slovakia and Slovenia. The German Confederation 

                                                             
4 Note that the following examples only discuss the geographical region of Middle Europe 

and exclude German colonialism. Although German colonialism started later than that of 
other European states and while there were fewer colonies, Germany still had a colonial 
phase of territorial expansion in the 19th century, ending with World War I. The legal state 
of these territories (in comparison to German regions within Middle Europe) varied and is 
unclear which makes discussing them complex. The most important former German colonies 
today are parts of various African States, Venezuela, Papua New Guinea and Samoa. 
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was dissolved in 1866, and some of its former members remained in the North 
German Confederation. 

In 1870, a new German Confederation was founded for a short time, and then, 
in 1871, the German Reich was founded, which covered a much smaller geo-
graphical region than the German Reich. During World War I (1914-1918), 
there were many and continuous border shifts between the fighting parties. 

Graph 5:  Map of German Confederation 1815-1866  

 
Source: Putzger – Historischer Weltatlas, 89th edition, 1965, modified by ziegelbrenner [GFDL, 
CC-BY-SA-3.0 or CC-BY-2.5], via Wikimedia Commons, 17 July 2006. 
 
Then, in 1919, the Republic of Weimar was founded which (due to territorial 
losses during the war and as a result of the consecutive peace treaty), again was 
smaller than the territory of the German Reich. When the National Socialists 
came to power in 1933, Germany’s territory at first stayed the same until 1937. 
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Graph 6:  Occupation zone borders in Germany, 1947 

 
Notes: The territories East of the Oder-Neisse line, under Polish and Soviet administra-
tion/annexation, are shown as light grey as is the likewise detached Saar protectorate. Berlin is 
the multinational area within the Soviet zone. Source: Based on map data of the IEG-Maps 
project (Andreas Kunz, B. Johnen and Joachim Robert Moeschl: University of Mainz) – 
<www.ieg-maps.uni-mainz.de>, modified by 52 Pickup [CC-BY-SA-2.5], via Wikimedia Com-
mons, 10 August 2007. 
 

However, when Germany started World War II it also started with territorial 
expansion by conquering many surrounding states, reaching its highest level of 
territorial expansion in 1942. 

After being defeated in 1945, all areas east of the Oder-Neisse line were first 
administrated and then annexed by Poland and Russia, and the Saar region was 
likewise detached and declared a protectorate. The rest of Germany was divid-
ed up into an American, English, French and Russian Occupation Zone, and the 
capital (Berlin) was divided into four zones (Graph 6). 

In 1949, the American, British and French Occupational Zones were merged 
and the Federal Republic of Germany (FRG) was founded. Several months 
later, the Russian Occupational Zone became the German Democratic Republic 
(GDR). The Saar Protectorate became a separate state in 1947 and only re-
joined the FRG in 1957. These political processes resulted in a demarcation of 
German territories as illustrated in Graph 7. 

Finally, after the fall of the Berlin Wall in 1989, Germany was unified, 
which resulted in the in the same external demarcation as shown in in Graph 7 
but in a different internal demarcation – Germany today has 16 Federal Re-
gions (“Bundesländer”).  
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Graph 7:  Federal Republic of Germany (FRG) and German Democratic Republic 
(GDR), 1949-1989  

 
Notes: The area of the FRG is marked dark grey, the area of the GDR is marked in light grey. 
Berlin was divided into West and East Berlin (also marked in dark grey) with West Berlin be-
longing to the FRG and East Berlin belong to the GDR. Saarland only became part of the FRG 
in 1957. Source: Created by WikiNight [GFDL], via Wikimedia Commons, 17 July 2006. 

3.5  Methodological Consequences of Demarcation 

So far, I have illustrated that in order to define their target population, re-
searchers have to demarcate space concerning aggregation level and type of 
territory. The borders of the so-defined spatial units may be fuzzy, ambiguous, 
overlap, and change over time without the name of the territory changing. 

The problem is that these territorial changes (including resulting changes of 
the target population) may well distort statistical results. While Chan-Tack 
2014 (in this HSR Special Issue) shows this, using cross-sectional data, I argue 
that the problem is augmented in longitudinal research, as the following exam-
ple illustrates: 

As is often done in social research, Graph 8 shows a long time series – in 
this case of the West German unemployment rate. In Germany, the standard 
interpretation of this graph is (Baur 2006, 2009b): 

Due to the disruption of the German state after World War II, the economy 
completely broke down which – among other things – resulted in an enormous-
ly high unemployment rate. Then, with the founding of the FRG, there was a 
currency reform and the German Mark (“Deutsche Mark”) was introduced, 
which started stabilizing the economy. In subsequent years, there was a series 
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of reforms inspired by ordoliberalism (the German version of neoliberalism) 
(Baur 2008a), which resulted into the “Wirtschaftswunder” in the 1960s. Then 
– due to the oil crisis and/or the expansion of the welfare state (there are alter-
native interpretations here) (Baur 2001, 2008a) – unemployment started rising 
again in the mid-1970s, rocking high during recessions and afterwards drop-
ping slightly but never to its former lower level, until finally in the mid-1990s, 
unemployment rates reached insufferably high levels and approached the rates 
before 1950. 

Graph 8:  Unemployment Rates in West Germany, 1948-2009 including 
Border Changes  

 
Source: Own Calculation based on data by DISI and iab. 
 
Then, in 1997, the absolute number of unemployed persons hit the mark of 4 
million people, which to German media and politicians points to a national 
trauma, as these were the numbers of unemployed persons during the World 
recession in the 1930s which led to Hitler’s election in 1933. Thus, these num-
bers of unemployed persons were both seen as a weakness of the German 
economy and as a danger to democracy (Baur 2006, 2009b). The result were a 
series of reforms that retrenched the German welfare state, the most prominent 
being the “Hartz Reforms” which seriously reduced unemployment benefits for 
long-term unemployed in order to force them to take up any employment op-
portunity available (Baur 2008a, 2008b). 

As I have discussed in detail in Baur (2004) on a general level and in detail 
for unemployment rates in Baur (2001), there are many methodological prob-
lems with computing such time series. The one problem I want to go into in 
more detail in this context is that during the time span under discussion (1948-
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2009), there were three border shifts and thus changes of the spatial definition 
of the target population. 

Especially unification in 1990 resulted into a massive increase of Germany’s 
population size by 18% and of the geographical size by 43%, meaning that 
today, about 15% of Germans live in East Germany (which covers about 30% 
of Germany’s territory) and 85% live in West Germany (which covers about 
70% of Germany’s territory). 

Now, although the above time series treats both parts of the country as being 
part of the same target population since 1991, it is questionable, if this makes 
sense: Although the two parts of the country slowly assimilate, they still have 
two very different historical pasts, and even today, life styles and attitudes vary 
widely (Otte and Baur 2008; Baur 2013). 

An alternative would be to treat each part of the country separately, but 
again, this is problematic from a methodological point of view, as both regions 
have by now shared a common history of almost 25 years, and within this time 
people have not only been sharing a common history but have moved back and 
forth between the two parts of the country. 

How to optimally solve this dilemma is a question for future research. For 
the moment, the most common good practice in survey research is to compute 
separate models for each territory, i.e. in this case (1) a model for unified Ger-
many, as already illustrated in Graph 8, (2) a model for West Germany and (3) 
a model for East Germany. 

The first thing to keep in mind with these kinds of calculations is that (as data 
collection takes time) there is a time-lag between territorial change and first 
available data. In the case of unemployment data provided by the Federal 
Agency of Unemployment, the time-lag is one year – as unification took place 
in 1990, the first data for unified Germany are available for 1991. 

The second thing to consider in the case of Germany is that there are almost 
no reliable data available for East Germany due to the time of GDR, as most 
data were distorted by political processes. This means that – while it is possible 
to compute time series for West German unemployment rates for the time-span 
from 1948 up to today, comparable rates can only be calculated for East Ger-
many form 1991 onwards. 

Now, what are the results when computing separate models for each Ger-
man territory? As Graph 9 illustrates, results draw a massively different pic-
ture: When looking at unemployment rates for unified Germany (Graph 8), 
observers get the impression that Germany as a whole suffered from a slacking 
economy and high unemployment rates – which, as stated above, led to the 
retrenchment of the German welfare state. 
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Graph 9:  Unemployment Rates in Germany, 1948-2009 with Separate 
Calculations for East and West Germany after 1990 

 
Source: Own Calculation based on data by DISI and iab. 
 
When regarding West and East Germany separately, it becomes clear that un-
employment rates stabilized in West Germany in the mid-1980s, dropping in 
some regions well below 6%. In contrast, the East German economy broke 
down in the 1990s and unemployment rocketed – in some regions well over 
20% (Baur 2013). Now, these numbers differ not only widely, but disaggregat-
ing territories in this way would probably also have led to completely different 
political conclusions, as in neither case the retrenchment of the welfare state 
would have seemed a sensible option (Baur 2013): In West Germany, it was 
simply unnecessary. In East Germany, it did not help: The underlying idea of 
the Hartz reforms was a neoliberal notion that people were unwilling to work 
and thus had to be forced to take up less popular jobs by lowering benefits. 
However, the high rates of unemployment in East Germany imply that there are 
simply no jobs available – and where there are no jobs available, people cannot 
be forced to take them. It would therefore have been much more sensible to 
work on developing the East German economy. 

4. Conclusion 

In this paper, I have discussed two methodological problems that arise in cross-
cultural survey research: the problem of equivalence and the problem of de-
marcation. 

I have shown that the problem of equivalence cannot be solved but at least 
methodologically handled within survey methodology, using the model of the 
Total Survey Error (TSE). Still, current methodological research illustrates that 
it is almost impossible to gain comparative measurements from different spatial 
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units or even time-space-coordinates, as there is always a difference between 
measurement and reality (ideally captured by the TSE as a number). In other 
words: If results from different time-space-coordinates differ (e.g.: if respond-
ents answer questions differently), researchers can never be absolutely sure, if 
this is really due to a difference in reality or in measurement. As this problem 
cannot be completely solved, in recent years survey research increasingly aims 
at methodological reflection and harmonization. 

The discussion on equivalence also points to a methodological blind spot of 
theoretical concepts using relational concepts of space (Baur et al. 2014, in this 
HSR Special Issue) and mostly qualitative methods: Although these concepts 
and research traditions face exactly the same methodological problems, they 
have not yet systematically addressed them in methodological research. Facing 
them instead of avoiding them is a task for future research. 

Another issue to be solved for future research is the problem of demarca-
tion, which in geoinformation science is called MAUP (Modifiable Areal Unit 
Problem). There are several suggestions for addressing this problem. However, 
none of these suggestions solves the problem completely or in all contexts. 

For example, Chan-Tack 2014 (in this HSR Special Issue) suggests collect-
ing spatially sensitive data. However, in survey research, secondary analyses 
become increasingly more common due to survey costs but also in order to 
conduct longitudinal research (Baur 2009a). As sometimes, data were collected 
decades ago, it is not always possible to collect these spatially sensitive data 
retrospectively. 

Other concepts, e.g. Schräpler’s (2009, 2011) suggestion for using spatial 
densities, compute spatially sensitive indicators that can make do without the 
concept of a sampling population. The problem of this approach is that re-
searchers ideally need data for all time-space-coordinates in the research frame. 
For example, if the research frame was Germany, one would ideally need data 
on all people living in that geographical area (including the information where 
they are located, e.g. where they live). Apart from the legal problems in obtain-
ing such data, in social research, this is normally only possible, if spatially 
sensitive public administrational data (Baur 2009a) are available. However, the 
whole point of surveys is that for most research questions and most spatial 
units such data do not exist – and thus research-elicited data have to be collect-
ed. And for practical reasons (time, costs, participants’ willingness to cooper-
ate) one typically only collects data on a sample, e.g. of 1,000 persons as repre-
sentative of the German population. Although for most research questions this 
sample size is enough, these data would not suffice to compute spatially sensi-
tive indicators. 

Finally, Nosek and Netrdová 2014 (in this HSR Special Issue) suggest al-
ternating between these different perspectives of analysis. Like Schräpler’s 
suggestion, this approach has its limits in cases when there are not enough data 
for computing indicators. 
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Thus, it remains an open question for future research, if there are other op-
tions available for handling the problem of demarcation and in which cases 
which of these option is the best solution. It is very likely that – similar to the 
problem of equivalence – there will not be one best way but several good op-
tions and that researchers have to choose one of these options, depending on 
the goals of the specific study. 
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