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Education and Economic Growth in Germany before the Second World War. An Econometric Analysis of Dynamic Relations

Claude Diebolt / Javier Litago*

»Economic growth is a long-term process whose features can properly be observed only in a historical perspective."

[KUZNETS, 1969, p. 191]

Abstract: The nature of the dynamic relations between education and economic growth is far from having been determined by economists or historians and is probably one of the longest unsettled controversies in the field of economic history. In the context of this controversy the paper is devoted to the dynamic relations between public expenditure on education and national income in Germany before the Second World War.

Introduction

The relationship between education and economic growth has polarized opinions. The question of whether education favours or hinders growth has been asked and examined in static and dynamic terms by different writers [Tortella, 1990]. Some authors have resorted to a kind of cost-benefit analysis, comparing the losses and gains derived from education [Becker, 1964]. Here, the so-called static arguments are deliberately disregarded in favour of the dynamic consequences of education because the static consideration of gains (or losses) is irrelevant to the appraisal of the implications of education for economic growth.

* Address all communications to Claude Diebolt, LAMETA/CNRS, Université de Montpellier I, Faculté des Sciences Economiques, BP 9606, 34054 Montpellier Cedex 1, France. Tél.: 04.67.15.83.20. - Fax.: 04.67.15.83.83. - E-mail: hqflt@sc.univ-montp1.fr.
In this respect, the results of empirical investigations concerning the relationship between education (public expenditure) and economic growth (national income) in Germany before the Second World War are presented here. Rather than venture into new fields of the theory of growth [Barro and Sala-i-Martin, 1995], we confine ourselves to presenting certain new data and the results of several tests of existing theory. We have tried to cover somewhat long periods as far as this was possible with the statistical data available. Many past analyses of growth suffer from the fact that the time-span investigated was only one or two decades. Here, we have tried to use statistical data starting in the middle of the nineteenth century.

I. Methods

The use of mathematical methods in social history is in its infancy. It is not surprising therefore that advocates of the quantitative approach should find their methods subjected to criticism. This is especially true in the case of the application of stochastic processes. Some of this criticism doubtless arises from reluctance to change established methods and habits of thought, but some deserves serious consideration. Our objective here is not to contribute to the debate but to clarify the nature and especially the limitations of our methods. The complexity of social phenomena is frequently highlighted. This is expressed by saying that social situations are far too complicated to allow mathematical study and that to ignore this fact is to be led into dangerous oversimplification. The premise of this objection must be accepted.

Social phenomena are exceedingly complex and our models are bound to be simplifications. Even if it is allowed that our model need only reproduce the relevant features of the real process, the problem remains formidable. However, we would argue that there is no alternative to simplification. The basic limiting factor is not the mathematical tools available but the ability of the human mind to grasp a complex situation. There is no point in building models whose

---

1 A stochastic process is one which develops in time according to probabilistic laws. This means that we cannot predict its future behaviour with certainty. The most that we can do is to attach probabilities to the various possible future states. Stochastic models of social phenomena have been constructed in the past with different objects in view. For our purposes it is useful to distinguish one main function of models: that of giving insight into and understanding the phenomenon in question. The investigation begins with the collection of data on the process and the formulation of a model which embodies the observed features of the system. This we shall describe as the model-building stage. The next step is to use the model to make predictions about the system which can be tested by observation. This activity will require the use of mathematical reasoning to make deductions from the model and will be referred to as model-solving. The final step is to compare the deductions with the real world and to modify the original model if it proves to be inadequate. This is the procedure of model-testing.
ramifications are beyond our comprehension. Perhaps the only safeguard against oversimplification is to use a battery of models instead of a single one. Any particular model will be a special case of the more complex model needed to achieve complete realism. Greater confidence can be placed in conclusions that are common to several special cases than in those applicable to a single arbitrarily selected model. However, in a new and rapidly developing subject, it would be premature to claim that this were a complete and systematic treatment.

II. Data

The basic procedure involves the assembly of long time-series of data (from 1850 to 1937) on both public expenditure on education and national income. The choice of starting date was guided by several considerations. 1850 was selected partly because of the difficulties in estimating capital formation and industrial growth before that date. Hoffmann's classic study of German economic growth starts in 1850 (Figure 1) and the difficulties involved in creating time-series for earlier years would have been daunting [Hoffmann et al., 1965]. Diebolt's study on the long-term evolution of public expenditure on education in Germany starts in 1829 [Diebolt, 1994]. In this paper, the data drawn up using quantitative history methods show the outlay devoted to primary, secondary and higher education (Figure 2) with 1937 representing the last normal year before the Second World War.

The figures from the First World War onwards in current marks obviously gives a very distorted picture of real growth. They must therefore be weighted using prices in order to approach the volume of expenditure. However, weighting of prices over a long period raises many methodological and theoretical problems. The problem of the formulation of the indexes used and especially the linking of successive indexes with different weighting systems is not discussed here. It is simply reminded that a picture of price changes over a long period is a mental exercise and one does not know to what extent it reflects the variations of the measuring instrument or real variations in productivity.

The picture of prices resulting from a juxtaposition of indexes - not permitted in theory - doubtless gives an approximation of real movements over relatively short periods but can in no way be used to compare prices on two dates that are distant from each other. In short, whatever the index used, it will always be the target of justified criticism as an index can only reflect certain aspects of economic reality. However, such calculations are essential even if they must be performed with retail or wholesale price indexes, which are poorly suited to the objective. A compromise was finally decided with use of two-thirds weighting by retail prices and one third by wholesale prices.
Causality as used by Granger refers to the anteriority of a phenomenon in relation to another [Granger, 1969]. More precisely, it is said that X causes Y if past values of X contain information that are not contained in the past of Y but which significantly improve its forecasting. This reasoning is performed within the framework of a VAR (vector auto regression) model that can envisage all causality between X and Y without prejudicing the exogeneity of a variable.

This is the following autoregressive system (where \( \Phi(L) \) is polynomial in L), where L is the lag operator such that \( L^rZ_t = Z_{t-r} \):

\[
\begin{bmatrix}
\phi_{xx}(L) & \phi_{xy}(L) \\
\phi_{yx}(L) & \phi_{yy}(L)
\end{bmatrix}
\begin{bmatrix}
X_t \\
Y_t
\end{bmatrix} =
\begin{bmatrix}
\epsilon_{xt} \\
\epsilon_{yt}
\end{bmatrix}
\]

where \( \epsilon \), is white noise,

and \( \phi_{xx}(0) = \phi_{yy}(0) = 1 \)
and \( \phi_{yx}(0) = \phi_{xy}(0) = 0 \)

It is said that X does not cause Y (and respectively Y does not cause X), if \( \phi_{xy}(L) = 0 \) (respectively \( \phi_{yx}(L) = 0 \)).

The use of this type of modelling to test causality is only correct in certain hypotheses. First of all, the first and second order moments in the series must be finite. In other words, one must work with stationary data. The presentation of our results therefore starts with the identification of the structure of the statistical series and study of their degree of integration in order to reason according to their first differences if the series are integrated of order 1, that is to say non-stationary in level but stationary after differentiation. The existence of a cointegration relation indicates causality in at least one direction. In such a situation, the framework within which the causality tests are performed is modified since a VECM (vector error correction model) is tested.

In this respect, our study of the dynamic relations between public expenditure on education and economic growth is split into three parts. The first consists of identification of series structure and study of their degree of integration. In the second, spectral analysis methods are used to examine the inherent fluctuations in the statistical series. In the third and last, causality is tested and possible cointegration relations are sought.

1. Identification and order of integration of the series

Our analysis of time series starts with identification of the structure of the series. The degree of the stationary and variance stability features of the two
variables chose were studied. Examination of the graphs of the original series (Figures 1 and 2) shows the need for logarithmic transformation in order to achieve variance stability. The estimation and representation of the autocorrelation and partial autocorrelation (AF and PAF) functions and the spectral density function enabled us to detect two major features.

For the national income (NI), AF displayed slow decrease to lags 28-30. This is characteristic behaviour in non-stationary processes. A very significant peak representing an autoregressive process of order 1 was observed in the first lag of the PAF. A very slight peak was observed in lag 6. In addition, the spectral density of this variable was concentrated at low frequencies (0), i.e. in an infinite period, thus confirming its non-stationarity.

With regard to public expenditure on education (PEE), an exponential decrease in the AF was observed as far as lags 27-29. Here, the PAF displayed a very significant peak in the first lag that is characteristic of the non-stationarity of this series that, as a preliminary approximation, displays the behaviour of an AR1 process. In addition, the strong spectral density at zero frequency confirms the non-stationarity of this series. A closer study of the stationarity conditions followed this first stage of identification of the structure of the variables. Various tests of unit root were used for this with the main aim of determining the order of integration of the two series.

Tests to detect the presence of unit roots in the generating process of a series (and whose presence implies the non-stationarity of the series) are the type most commonly employed to examine the order of integration of series. We therefore drew up a regression of the first differences of each variable on a constant, on a trend, adding p lags to the differences themselves as follows:

$$\nabla x_t = \alpha + \beta t + \gamma x_{t-1} + \sum_{j=1}^{k-1} \delta \nabla x_{t-j} + \varepsilon_t$$

where $p = 1, 2, \ldots$

This was to test the null hypothesis of the presence of a unit root $a = 0$ against $a < 0$ using the augmented Dickey-Fuller tests (ADF) with a (DF) constant, constructed like a Student's $t$ test (the relation of a coefficient to its standard deviation), but whose distribution is not that of a Student test. The DFT statistic (with constant and trend) is constructed using the same principle but with time added to the initial regression as an explanatory variable [Dickey and Fuller, 1979, 1981].

After the test for the presence of a unit root, we sought the presence of a second root, that is to say we verified the hypothesis that the process of the LNI and LPEE series were integrated of order 1, I(1) and not integrated of order 2, I(2). Once the existence of strong residual autocorrelation had been verified in the autoregressions of the two variables, we applied the augmented version of the "Weighted Symmetric" (WS) estimator (Pantula $et\ al.$, 1994), Dickey-Fuller, ADF and Phillips-Perron" (PP) tests (Table 1).
The order of autoregression in the ADF and WS tests was determined using Akaike's information criterion rule plus 2, (AIC+2) for both the variables studied (Pantula et al., 1994). The optimum order of the corresponding ADF test was used for the PP tests. The upper limit was set at 10 lags (approximately 10% of the number of observations). The results of these tests according to the first rule are set out in Table 1 (upper part). We then used as the second rule the residual autocorrelation criterion observed using the following tests: Durbin's h test, the Breusch-Godfrey LM test and the Ljung-Box Q(25) test. As the true order (p) of the processes in each series was unknown, we used Table 8 of Pantula et al. (1994, p. 457) to obtain the critical values of the tests for an order $p$ estimated using the following criterion: min ($p$, AIC+2, 10).

For the LNI series (first differences: $\nabla$), this criterion selected an order of 9 (WS test) and an order of 7 (ADF and PP tests). The statistics of the WS test, $\hat{\tau}_{ws}$, was $-2.17$ (Table 1); this was less than the critical value at a 5% significance level, that is to say $-3.36$ (n=87<100 observations), with 0.53 asymptotic probability. This test did not reject the hypothesis of the present of a unit root. In addition, the statistic $\hat{\tau}_{w}$ of the ADF test was $-0.73$, less than the critical value $-3.45$, with asymptotic probability of 0.97 (P value). The null hypothesis at a 5% significance level in the presence of a unit root was thus accepted. The PP test confirms this hypothesis with lower probability (4%).

Table 1. Results of the Weighted Symmetric (WS), Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root tests on the LNI and LPEE series.

<table>
<thead>
<tr>
<th>TESTS</th>
<th>SERIES: $\nabla$ LNI</th>
<th>SERIES: $\nabla$ LPEE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC+2</td>
<td>WS: -2.0, k=9; ADF: -2.0, k=7</td>
<td>WS: -1.81, k=2; ADF: -1.9, k=7</td>
</tr>
<tr>
<td>ADF</td>
<td>(k=7) -0.73 P value = 0.97</td>
<td>(k=7) -0.60 P value = 0.98</td>
</tr>
<tr>
<td>WS</td>
<td>(k=9) -2.17 P value = 0.53</td>
<td>(k=12) -2.74 P value = 0.17</td>
</tr>
<tr>
<td>PP</td>
<td>(k=7) -22.29 P value = 0.04</td>
<td>(k=7) -17.71 P value = 0.11</td>
</tr>
</tbody>
</table>

For the LPEE series, the AIC+2 criterion selects an order of 2 for the WS test and an order of 7 for the ADF and PP tests. The statistic $\hat{\tau}_{ws}$ has a value of $-2.74$, below the 5% critical level, i.e. $-3.36$ (n=87<100 observations) with probability of 0.17 (P value). This test did not reject the null hypothesis of the presence of a unit root. In addition, the ADF test estimation gives statistics $\hat{\tau}$ a value of $-0.60$, less than the 5% critical level, i.e. $-3.45$, with probability of 0.98. This result supports the hypothesis of a process I(1) for the description of the LPEE series. The PP test confirms the presence of a unit root, with a P value of 0.11.

As an extension of this, the following conclusions are reached when the residual autocorrelation in the selection of order AR is considered for the models of the two variables studied. Regression must be increased to the fifth lag for the ADF test on the LNI series. With this, h changed from −4.66 to 0.6 between the fourth and the fifth lag. Here again, the hypothesis of absence of autocorrelation in the residuals is accepted. In the LPEE series, statistic h changes from −2.0 to 1.0 when the number of lags in the ADF autoregression is increased from 4 to 5, making it possible to reject the alternative autocorrelation hypothesis. This was also confirmed by the Breusch-Godfrey LM test and the Ljung-Box Q(25) test.

ADF tests were then performed on regressions of order 5 for the two variables studied. The statistic $t_5$ was estimated to be −0.50 for the LNI series, that is to say lower in absolute value than the 5% critical threshold of −3.45 (Table 8.5.2. Fuller, 1976). The value was also distinctly lower than the 5%, −3.4652, and 10%, −3.2519, thresholds of McKinnon (1991). In the light of these tests, we assume the null hypothesis of the presence of a unit root in this series. In addition, on the basis of the Student t statistics estimated as a constant and trend in the regression of this test, we accept the hypothesis that they are not different to zero at a 5% significance level.

A value of −0.63 for statistic $t_5$ of the ADF test was estimated for the LPEE series; this is lower than the 5% critical threshold of −3.45. Here again, this estimate is clearly lower than the critical values proposed by McKinnon (1991). As a result, we accept the null hypothesis of the presence of a unit root in the LPEE series. In another regression of this test (of order 5), we support the hypothesis that neither the constant nor the trend are significantly different to zero at a 5% significance level.

A significance level of 5% at −3.4049 (for order 6) was estimated to take into account the influence on the critical values of the ADF tests (Cheung and Lai, 1995). It was then verified that in absolute value the statistics $t_5$ of the two variables, −0.50 and −0.63, were lower for this level of significance. In conclusion, the two variables are at least integrated of order 1, I(1).

The null hypothesis of the presence of two integrated unit roots of order 2, I(2), was then verified for each variable. The second differences ($V^2$) for the series are shown in the lower part of Table 1. The criterion for the determination of the minimum lag order ($\hat{p}$ AIC+2, 10) selected an order $\hat{p} = 6$. This made it possible to overcome the problem of residual autocorrelation. Thus, for the LNI series, the statistic $t_{\text{ser}}$ of the WS test was −4.40, which was distinctly higher than the 5% significance level of −3.36, with asymptotic probability (P value) of 0.0009. Statistic $t_5$ of the ADF test was then estimated at −4.64, that is to say at a higher level than the 5% level of Fuller (1976) at −3.45 and of McKinnon (1991) at −4.08. The asymptotic probability (P value) of the ADF test was 0.001. The PP test gave negligible probability (1.9x−07) for the null hypothesis. This led us to rejecting the null hypothesis of the presence of two unit roots for the LNI variable.
2. Spectral analysis

One of the greatest difficulties encountered in the analysis of quantitative phenomena stems from the fact that they are closely linked to time flow and one is obliged to observe them without being able to perform experiments involving the infinite repetition of the same circumstance. Any statistical approach thus includes the production of more or less artificial phenomena.

In the socioeconomic field, spectral analysis, often presented as the most interesting of the procedures for detecting cycles, is no exception to the rule. Statistical series are often not long enough. They do not meet stationarity requirements and the elimination of the trend may affect the identification of the peaks.

Spectral analysis thus involves a regularity of movements that is not verified and which, in addition, is not essential in affirming that they exist. In fact, the spectral analysis method cannot truly prove or refute the existence of socioeconomic cycles. The non-pertinent nature of the method returns one to the more general problem of the non-neutrality of the method used with regard to the results obtained. Thus, cycles of different duration can be obtained that are not included in the basic data solely through the smoothing method used. Error in perspective is caused by the fact that the narrower the 'statistical window', the more chance there is of showing short cycles. Likewise, a broad 'statistical window' will accentuate long movements. From the theoretical point of view, one might consider that the problem could be solved by means of a statistical window covering the longest known movement in socioeconomic life, that is to say the Kondratieff (60 years). However, even in such a case,

---

For the LPEE series, the statistic \( t_{max} \) of the WS test was estimated to be \(-3.89\), that is to say greater than its theoretical value at a 5% significance level, \(-3.36\), with a \( P \) value of 0.006. The statistic \( t \) of the ADF test was found to be \(-5.65\), which is distinctly greater than the 5% significance level at \(-3.45\) on the one hand and McKinnon's estimates of \(-3.47\) (5%), with a \( P \) value of 0.00001, on the other. We therefore rejected the null hypothesis of the presence of two unit roots in this series.

These tests failed to reject the hypothesis that each series can be represented by a difference stationary process (DS). Thus, the VAR model in which causality is analysed must be expressed in first differences. The stationarised series given by these tests are shown in Figures 3 and 4.
error in perspective would not be ruled out as long movements may be linked to even longer movements.

However that may be, in the present state of knowledge, spectral analysis is still the most suitable method for identifying or refining certain theoretical hypotheses. We are of course aware of the limits of such a procedure. In fact, from the epistemological point of view, we consider that although clearly raising questions of method is legitimate, it is pointless to complicate them indefinitely. It also seems obvious that socioeconomic series can never achieve the steadiness of the phenomena examined in natural science. In addition, it would be naive to hope to detect uniform chronology with symmetrical frequencies in socioeconomic life. It would seem today that the aim is more to propose a coherent interpretation with a strong heuristic value than to provide irrefutable proof of the existence of such patterns. Finally, our method was first of all determined by the search for the greatest possible objectivity in the observation of time series and then by the possibility of applying it to a large number of series. This two-fold requirement was dictated by the need to anticipate the criticism generally aimed at statistical studies on long movements in the economy.

Our in-depth analysis of the movements of German public expenditure on education and national income over a long period of time leads to a major observation: the spectral density functions of the stationary series showed a cycle of 7.9 years in economic growth and a cycle of 8.7 years in public expenditure on education. A 12.4 to 14.5 year movement was also observed in national income and one varying from 14.5 to 17.4 years in public expenditure on education.

This is an important result from the analytical point of view. It seems to confirm earlier work by Metz and Spree on growth of the German economy from 1820 to 1914 [Metz and Spree, 1981] and the analyses by Diebolt and Solomou [Diebolt, 1994; Solomou, 1987]. The latter studied GNP figures for Germany, the USA, France and the UK and observed only 'Kuznets' type secondary secular movements during the period 1850-1913.

The fact that the duration of the fluctuations was closer to Juglar and Kuznets cycles than to Kondratieff movements does not at all mean that the latter are statistical artefacts. On the contrary, the results oblige supporters of Kondratieff movements to revise their theories to match them with empirical results. However, the shifts in period are not surprising. They result from the confusion between the economic nature of the socio-economic cycles and the historical disturbances to which they may be subjected. Economic development is never as well-oiled as the movement of the stars, but marked with specifically historical traits that can affect or even change growth.
3. Analysis of dynamic links

The stationarised series for national income and public expenditure on education reveal fluctuations of different types that may be synchronous or reversed (Figures 3 and 4). Cross-correlations, cospectra and finally causal relationships were used for closer analysis of the dynamic links between these variables. The results were used to seek a possible cointegration link. Cross-correlation analysis suggested a strong contemporaneous relationship between the series, ρ (DLNI, DLPEE) = 0.83 at time zero (no other significant cross-correlation was observed).

Cospectral analysis was first performed with no smoothing. The estimations of the quadratic form fluctuated continuously around zero, with a high coefficient of variation (854). Frequencies fluctuated between zero and π. The estimated mean was 0.00007. Student’s t test (0.78) confirmed the null hypothesis for this mean with probability of 44%. In addition, the quadratic form displayed equivalent maximum and minimum values (0.0017 and –0.0016 at the frequencies 3.03 and 1.88). The cospectrums displayed values that differed significantly from zero for most frequencies and which fluctuated considerably (the coefficient of variation was 123). Student’s t test makes it possible to reject the null hypothesis of the mean (estimated to be 0.0013) with a probability of more than 0.99. The large peak with a frequency of ω = 0.72 (period 8.7 years) should be noted here. The peaks with frequencies of 2.09 and 2.60 are smaller. It is deduced that the frequency components ω of the two variables studied are correlated and in phase with each other. This being stated, for reasons of scientific probity, we stress that we are aware that the estimators in a cospectral analysis should be smoothed by means of a spectral window. For the purposes of our research, we chose a (1 1 1 1 1) window and a triangular window (1 2 3 2 1). Smoothing confirmed the previous result obtained without smoothing.

A major result was found in causality tests. The Granger causality tests [Granger, 1969; Geweke, 1984] failed to reject the hypothesis that economic growth has a causal impact on education but made it possible to reject the reciprocal causal relationship. In other words, the causality tests make it possible to accept solely the causality hypothesis from the variable DLNI to the variable DLPEE, with 93% probability for the first lag. The F test gave the relatively modest value of 3.53. Following Durbin’s h test, 0.6, the Breusch-Godfrey LM test (for lags 1 to 13) and the Ljung-Box Q(25) test, 28.6, we reject the hypothesis of residual autocorrelation.

Finally, the existence of cointegration links was tested. In a general manner, the cointegration concept can be described as follows: two series X and Y, are said to be cointegrated of order (d, b), noted (X, Y) ~ CI (d, b) if they are integrated of order d (their d differences are stationary) and if there is a linear combination of integrated series of order lower than d or integrated series (d-b), where b > 0. Thus, two series are CI (1, 1) with a cointegration vector (1, c) if
Figure 7
National Income in Germany, 1850-1937
Spectral Density (Period)

Figure 8
Public Expenditure on Education in Germany, 1850-1937
Spectral Density (Period)
Conclusion

The results of the research show the dynamic relations between education and economic growth in Germany before the Second World War. The hypothesis that the economic growth has a causal impact on education can neither be definitively proved nor disproved by the econometric analysis of single time series. The proposition is a theoretical one, to which empirical observations might only lend some support.

A new situation arose after 1945 [Diebolt, 1997]. This suggests that, since the Second World War, the main engine of growth is the accumulation of human capital - of knowledge - and the main source of differences in living standards among nations is differences in human capital. Physical capital...
accumulation plays an essential but decidedly subsidiary role.» [Lucas, 1993, p. 270]
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