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It has become a central tenet of the current welfare state literature that we have come to live in an economic context that is fundamentally different from the one which prevailed when the core institutions of modern income protection came to maturity. Advanced welfare states are said to be facing, in the words of Pierre Rosanvallon, a “New Social Question”. That is to say, the transition from an industrial to a postindustrial environment is thought to have created a whole new set of social risks, constraints and trade-offs which necessitate a radical recalibration of social protection provision. 

A New Social Question? analyses how economic change has impacted on minimum income protection in advanced welfare states. There is a particular focus on how Bismarckian welfare states have fared over recent decades. While social protection systems have proved more adaptive than is often recognized, incremental reform has clearly failed to deliver a satisfactory answer to the challenges of structural labour market exclusion, low earnings and poverty.
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Introduction

A pervasive sense of pessimism and even a degree of defeatism have dominated the welfare state literature ever since the first oil shock put an abrupt end to the now-mythical ‘Golden Age’ of welfare capitalism. That a general sense of dread came to prevail in the years immediately after the oil price shocks of the mid- to late 1970s is scarcely surprising; the consequences of the economic crisis that ensued were after all both brutal and profound. The general economic slowdown brought about a collapse in the demand for labour precisely at a time when many youngsters (the sizable post-war baby boom cohort) and women were entering the labour market. In addition, the energy price shock severely affected employment in manufacturing, which up until then had been sustained by historically unprecedented levels of economic growth. The social consequences of sudden and massive job shedding in industry were particularly disruptive because manufacturing had traditionally provided stable, relatively well-paid employment to many a breadwinner, even to those with little formal education. The economic crisis directly affected the central supporting pillar of the welfare capitalist system, the (male) breadwinner and it created a particularly unwelcoming climate for the scores of newcomers on the labour market.

During the bleak late 1970s and early 1980s, unemployment exploded and benefit dependency soared. As is evident from the literature at the time, there was much speculation that the welfare state would eventually collapse under the weight of its apparently inexorably mounting budgetary and economic cost. The sense of malaise was aggravated by the perception that, despite the massive and apparently unsustainable increases in social spending, the welfare state seemed to be failing in alleviating the poverty and deprivation created by the economic crisis and the rise of mass unemployment. The talk was increasingly of new poverty, social exclusion and the underclass. While it is true that income surveys, where available, suggested that income poverty was not generally rising in the OECD area, it is not difficult to understand why a perception of welfare
state failure prevailed; it was a time when seemingly never-ending reports of factory closings, mass layoffs and growing welfare lines dominated the news and public consciousness.

I think it is fair to say that, generally speaking, even in the darkest years of the late 1970s and 1980s the hope still lived that the economic crisis would be transitory and that Western economies would eventually recover – aided or not by economic stimuli and/or reform, and that unemployment would come down again. This is not to say that many people believed that the golden years of welfare capitalism would return. The crisis had blown away the illusion that the historically atypical growth rates of the 1950s and 1960s could be restored. Also, it had become clear to all that some things had changed quite fundamentally or were in the process of doing so. On the socio-demographic front there was the decline of the traditional nuclear two adult household and the rise of female labour market participation. And it was evident that the transition from an industrial to a post-industrial economy was bringing with it the demise of the traditional life-long, full-time job.

Yet the economic recovery of the mid-to late 1980s did not bring the expected improvement. Unemployment fell, but it did not fall as much as some had expected or hoped for. Benefit dependency rates came down only hesitantly, and, again, much less than hoped for. As a consequence, neither did social expenditure. Poverty rates remained stagnant or increased, especially for those of working age. Clearly, economic growth no longer produced social progress in the way it had during the ‘Golden Age’ of welfare capitalism.

It was around this time that talk arose of advanced welfare states facing, in the words of French sociologist Pierre Rosanvallon (1995), A New Social Question.

The Rise of Economic Redundancy

Clearly, high levels of involuntary labour market exclusion and benefit dependency among those of working age have become permanent features of post-oil shock welfare states. It is a well-documented fact that the less-skilled are disproportionately affected.

The situation we witness today seems consistent with writings predicting a growing divide between ‘winners’ and ‘losers’ in post-industrial societies. Deindustrialisation, economic globalisation and technological progress play a central role in such arguments. One recurrent claim is that
the less-skilled are in danger of becoming 'economically superfluous' in the increasingly skill- and talent-driven Western economies, and that countries are increasingly faced with a choice between more structural labour market exclusion or more low-paid employment, unless government is willing to provide adequately paid employment (which, in the context of increasing economic openness and competition, is deemed increasingly difficult).

To illustrate this point, let me quote at some length from 'A new welfare architecture for Europe', a report written for the Belgian presidency of the EU by four leading social policy writers, Esping-Andersen, Gallie, Hemerijck and Myles (2002):

The tide is now unfavourable because market inequalities are intensifying. This is a long-term and structural trend that stems from demographic factors (the rise of more vulnerable households) and changes in labour markets (higher risks of unemployment, precarious employment and increasing earnings disparities). Over the past two decades, primary income inequality has grown by 10 to 30 per cent in most advanced countries... It is evident that welfare states face an uphill battle to sustain egalitarian ambitions...

This 'big picture' puts the menace of a polarised future society into focus. Widening welfare gaps are unlikely to be reversed without policy intervention simply because the driving forces are of a long-term, structural nature. This is why we encounter so many pessimistic scenarios. In one, the gulf between the post-industrial 'winners' and 'losers' is widening. The 'winners' are those with skills and excellent mobility chances, united in high-income dual career households. The 'losers' are, above all, those with low qualifications and little schooling who are likely to circulate between low paid, precarious jobs and unemployment, as well as those in weak households such as lone mothers or work poor couples.

We no longer live in a world in which low-skilled workers can support the entire family. The basic requisite for a good life is increasingly strong cognitive skills and professional qualifications... Employment remains as always the sine qua non for good life chances, but the requirements for access to quality jobs are rising and are likely to continue to do so.

As the excerpt above indicates, it is not only structural shifts in labour demand which are considered to be at the detriment of the low-skilled. Socio-demographic changes too are thought to be widening the economic gap between the lower- and the higher-skilled. The rise of double
earnership, for example, has driven up general living standards, and hence relative poverty thresholds, but it has also brought with it increased exposure to relative poverty among the remaining single-earner households, especially among those with low earnings capacity, i.e., the less-skilled. Also take into account that the proportion of single people and single-parent households has risen.

It is precisely the interaction between economic and socio-demographic trends which is thought to be driving up economic inequality between the low-skilled and the high-skilled. Simply put, the idea is that economic inequality among those of working age used to be determined primarily by the differences in earnings between low- and high-skilled male breadwinners, almost all of whom had lifelong full-time jobs. Now, we appear to have entered an era in which the upper end of the income spectrum is occupied by highly educated dual-earner couples who accumulate income from two relatively well-paid full-time jobs, while, on the other end, and far removed from the highly educated, there are the less-educated single earners who have to make ends meet on one income, and given their limited earnings capacity, usually below-average income. The most severe disadvantage is faced by low-skilled lone parents; they obviously lack two incomes and generally have a low earning potential, which, moreover, they find difficult to realise because of work-care incompatibilities. On top of all this, there is the alleged inequality-enhancing impact of the welfare state itself. The argument here is that some of the core institutions of the traditional welfare state itself are effectively responsible for the alleged economic divergence between the less and the more highly skilled. The proliferation of double earnership among the lesser skilled is said to have been obstructed in many countries by the maintenance of the breadwinner bias in the institutional organisation of the labour market. Minimum wages, for example, are said to be particularly harmful to the employment chances and hence (relative) living standards of less-skilled women.

Welfare State Failure(s)

The apparent demand shift away from the less-skilled in conjunction with other aspects of economic and social change creates both shared and specific problems for European welfare states.

The general and also fundamental problem, I would contend, is that the declining demand for less-educated labour is making it increasingly
hard for a growing number of work-eligible people to acquire adequate incomes in the labour market, even if they do everything they reasonably can to achieve their full earnings potential. The days that people with limited years of schooling but an appetite for work could make a decent living in the (then still heavily unionised) manufacturing sector are finally gone it would seem. Service sector jobs for the less-skilled tend to be less stable and often lack the degree of social protection and benefits that industrial jobs used to offer. In countries with extensive labour market regulation, the less-skilled are confronted with structural job scarcity.

This is a fundamental problem because minimum income protection regimes in the advanced welfare states are all, to a greater or lesser degree, grounded on the institutional and doctrinal premise that people of working age have no need for transfers and that they cannot legitimately claim such transfers, unless they are incapacitated for work or involuntarily unemployed. The assumption, by and large, is that redistribution is only required and, indeed, appropriate, to alleviate risk-induced and, as a general rule, temporary need. It seems that precisely this crucial assumption is becoming increasingly untenable.

This is what I would call the generic problem. The demand shift against the less-skilled is, however, leading to deficiencies and pathologies that manifest themselves in different guises. The variety of challenges the demand shift against the less-skilled seems to pose for advanced welfare states, in the context of present-day economic and political constraints, is nicely captured in what Iversen and Wren (1998) have called the ‘Service Economy Trilemma’. This trilemma suggests that welfare states today confront a choice between full employment, wage equality and fiscal sustainability. The claim is that this service sector trilemma generates quite distinctive policy problems for different welfare state models (Hemerijck 2002).

The Scandinavian welfare states have largely avoided rises in inequality, poverty and unemployment through a sustained commitment to full employment (for men and women alike), catering specifically to the needs of less-skilled women and single parents. The main difficulty confronting the Scandinavian model, it is argued, is their continued ability to finance the set of public policies that sustain high employment in the context of egalitarian wages. The Nordic countries are said to face a hard choice between liberalising private services, which would presumably entail more wage inequality, or a continued adherence to wage equality which, under conditions of tightening budgetary constraints, would probably imply more unemployment.
The problem of the Anglo-Saxon model is not one of long-term fiscal sustainability of the welfare state, since significantly fewer resources are dedicated to sustaining high employment. Instead the problem is said to be growing wage inequality and particularly deteriorating (relative) wages for the less-skilled, coupled to ever-more unequal access to social insurance and deficient skill formation. Inadequate pay, poverty in the workplace and insufficient upward mobility are perceived to be the major problems in the Anglo-Saxon cluster. In addition, these countries are said to be trapped in a low-skill equilibrium because of ineffectual industrial relations and inadequate public investment in education, especially for the disadvantaged.

Continental European welfare, finally, is said to face the double obstacle of, on the one hand, very high fixed labour costs, especially for relatively less-skilled work, and on the other hand fiscal constraints to more elaborate employment-friendly policies, let alone large-scale public employment, deriving from the need to support an already very large inactive population. The situation there is further compounded by the still-heavy reliance on social insurance (financed primarily through payroll taxes) and the sustained male breadwinner bias in social security provisions and labour market institutions. The major problem facing Continental welfare states is inadequate job creation. It is alleged that the inactivity trap in which Continental welfare states seem caught reinforces existing insider-outsider cleavages, with less-skilled youngsters and women being the most affected.

**Limits to Incrementalism**

But there are additional problems. The challenge facing advanced welfare states is not just a matter of finding a new optimum in response to changed economic conditions and within the constraints presented by economic and political change. There is the added constraint that policy adaptation – especially reform of existing institutions – exhibits significant path dependency. Indeed, some writers have stressed that efficient policy adjustment to changes in the economic and social environment has been hampered, first and foremost, by the fact that welfare state institutions and policies are controlled not by ‘enlightened’ policymakers, but by politicians and interest groups with constituencies to satisfy (Pierson 2001).

In fact, past improvements in social protection occurred by and large in what one might label an ‘incremental’ way, i.e., by augmenting and expanding the existing institutions and policies. It seems, however, that it is
precisely this kind of incremental adaptation that has run into some very fundamental barriers which derive from profound nature of some of the changes that have occurred in the economic and social environment. Let me clarify what I mean.

The income protection model that is dominant today in the industrialised world, and particularly in Continental Europe, was created in response to the 'social question', i.e., the workers question. The social question essentially consisted of two components. First, there was the problem that many jobs did not provide a decent income. This aspect of the social question found its resolution in major part through the social (i.e., political) correction of the market, i.e., through labour market regulation. A second component of the 'original' social question was the hardship caused by such social risks as unemployment, illness or industrial accidents. It was, of course, through the development of social security – social insurance and social assistance – that this aspect was addressed.

Let us look briefly at the first component. The twentieth century marked an enormous expansion in social legislation, e.g., redundancy protection, maximum working hours legislation, minimum wages, laws protecting trade unions, state enforcement of collective labour agreements etc., be it in some countries more elaborately than in others.

The incrementalist route – that of more regulation on top of and in addition to existing laws – seems a dead-end route today. Take minimum wages, for example, be it statutory or as agreed in collective labour agreements. For decades, gradual increases in minimum wages contributed to the improvement of the living standards of low-paid workers/breadwinners and their families. In this sense, they were a particularly successful response to the social question. This was certainly the case up until the early 1970s; throughout the 1950s and 1960s minimum wages increased quite strongly without a noticeable effect on unemployment, which by and large remained at near frictional levels. This incremental approach, i.e., that of gradual increases, appears to have long reached an end, even if such increases might in theory contribute to preventing poverty among households with a low earned income.

Higher minimum wages will inevitably lead to a further decline in the demand for low-skilled labour and thus to even higher structural unemployment among the less-skilled. High minimum wages are already regarded as an important cause of structural exclusion from the labour market. Moreover, one could argue that poverty among households with a low labour income should no longer be seen as a problem of inade-
quate breadwinner wages. One could well argue that the problem is not
the inadequacy of breadwinner wages (which was the ‘old’ logic), but the
fact that not enough households have second incomes. Employment rates
among low-skilled women remain comparatively low, and it is conceivable
that this is a consequence of, among other things, high minimum wages
– which were in fact intended to protect households via the breadwinner
(besides ensuring ‘fair wages’). More generally, one could say that social
regulation that aims to protect households via the breadwinner has be-
come outdated and hence dysfunctional. In sum, one can argue that in
the present and certainly in the future socio-economic context, no social
progress should be expected from an incremental expansion of the labour
market institutions that emerged in response to the social question. It
could even be argued, and indeed some do, that such ‘old’ institutions
have effectively become defunct.

A similar argument can be made with respect to the second compo-
nent. In most advanced welfare states, and particularly in Continental
welfare states, income security rests in first instance on social insurance
and in second instance on social assistance. This model is predicated on
the assumption that people who are able and willing to work will, under
normal circumstances, acquire an adequate income in the labour market.
A social contribution is due on this earned income, which subsequently
entitles the contributor to a benefit (usually proportional to the earned
income) if, and only if, he or she is affected by a recognised risk. Such a
benefit is a replacement income, i.e., as a rule it temporarily replaces the
earned income. For those who slip through this safety net, there are non-
time-limited, means-tested social assistance benefits.

The deficiencies of the social insurance/social assistance model in the
changed social and economic context are apparent. First and foremost,
new social risks have emerged that are not adequately covered within this
framework, for example inadequate earnings or single earnership. Social
benefits for the working population are after all intended to replace, not
supplement wages, in the assumption that the labour market provides
people in work with an adequate standard of living. Furthermore, cer-
tain risks that are theoretically covered have undergone a fundamental
transformation, for example the risk of unemployment. Social security
was designed to offer protection against frictional, i.e., temporary, unem-
ployment. Unemployment insurance benefits are for that reason generally
limited in time. However, because unemployment today is to a large ext-
tent structural in nature, long-term unemployed individuals are often in-
adequately protected. Moreover, many of the structurally unemployed are
not even entitled to unemployment insurance benefits, since they have earned no or insufficient social entitlements, e.g., school leavers or new labour market entrants.

The failure of social security as the main tool for income protection would appear to be manifested in the strong increase in social assistance dependency in the Western world. Social assistance schemes that were intended as a residual and temporary social safety net for very small population groups have now become a quasi-permanent source of income to large sections of the population. Poverty is rampant among households on social assistance, which is scarcely surprising; social assistance benefits tend to fall well below generally applied poverty thresholds. Increases to more adequate levels are widely deemed unfeasible because of the perceived necessity of maintaining sufficient work incentives.

So, in relation to benefits, the incrementalist approach seems to have run out of steam as well. Within the logic of the existing systems of social insurance and social assistance, more generous benefits cannot be the answer, or so it can be argued. Higher and better accessible replacement incomes, i.e., benefits that by definition cannot be combined with an earned income, may after all result in greater dependency traps and thus aggravate the problem of structural labour market exclusion.

**Beyond Incrementalism**

That incrementalism – that is, augmenting the traditional pillars of income protection – offers limited prospects has become increasingly well recognised. The last decade or so has been marked by the rise to prominence of social policy doctrines which entail a radical departure from incrementalism, particularly if understood as improved benefit adequacy within the social insurance/social assistance framework.

The consensus now is that far too many healthy, able-bodied people are chronically ‘trapped’ in passive benefit dependency. The emphasis has shifted towards bringing down levels of chronic benefit dependency and increasing economic self-reliance. Today’s social policy agendas in Europe read as follows: how to get rid of ‘perverse work incentives’, ‘dependency traps’, ‘cultures of dependency’ and the like, how to ‘re-integrate’ the long-term excluded, how to ‘turn social safety nets into trampolines’. Today, politicians from all over the political spectrum – many of them with their roots firmly in the traditional left – once again tout the virtues of work and economic self-reliance.
At the centre of such doctrines as ‘The Third Way’ or ‘The Active Welfare State’ sits the idea that there is and must be a strong complementarity between labour participation and poverty reduction objectives. A noticeable exponent has been the Netherlands, where a radical policy shift from passive benefit adequacy towards boosting labour market participation was initiated around the late 1980s and where it has been vigorously pursued ever since. The Dutch government itself summed up its singular purpose in the catchphrase: ‘work, work, work’. The idea that employment growth and poverty reduction are natural allies is also remarkably central – be it implicitly – to European policy as it is now taking shape within the framework of the Open Method of Coordination (OMC).

Policy innovation, as it has taken place over the past decade or so, can be broadly fitted into two categories. One category includes what one might label ‘restoration measures’ – measures that attempt to restore the crucial full-employment conditions that are essential for the traditional paradigm to function properly. Most advanced welfare states have implemented and vastly expanded wage and employment subsidies, training and public employment programmes, etc. with the aim of boosting the employment and income security prospects of the less-skilled.

A second category of non-incremental measures comprises what one might call ‘new income protection arrangements’. I am referring here in particular to tax credits for the low-paid and for households with low earned income. Such tax credits have been introduced in various OECD countries to alleviate in-work poverty and to boost employment, especially of those ‘trapped’ in passive benefit dependency. In the United States, for example, the Earned Income Tax Credit – a tax subsidy for households with low earnings – is now by far the most important system of direct income distribution for the working-age population.

Yet despite such efforts, the most serious problems remain unresolved. It is clear, for example, that unemployment levels (especially if measured by broader measures of involuntary or problematic labour market exclusion) have remained far above frictional levels even in countries that have put vast resources into active labour market policies. Most crucially, it is hard to find a single country where poverty rates for the working age population have fallen.

The sense of pessimism noted at the start of this introduction has not yet yielded to a belief that a new synthesis between economic and social progress is within grasp. Many seem to doubt that much can be done, even by the most voluntaristic and egalitarian-minded government, to effectively counteract rising inequality as a result of labour demand
shifts. This is perhaps the biggest reason why a thorough investigation of the nature and consequences of the demand shift against the less-skilled is important.

Organisation of This Book

To recapitulate, these are what I perceive to be three key ideas shaping the current debate on welfare state reform in response to economic change, as this plays out not only in the academic literature but also in policy documents:

a. that the economic changes of the past decades – most notably: the shift from industry to services, the intensification of technology use and increased international competition – have been accompanied by a labour demand shift against the less-skilled which has profoundly changed the structure of need and which has given rise to new social risks;

b. that traditional welfare state arrangements fail to deal adequately with the new needs and risks brought by economic change, and that, more importantly, there are intrinsic limits to what gradual adaptation can achieve to redress these deficiencies;

c. that, consequently, improved income protection for the working-age population will have to come from increased use of new – non-incremental – instruments and policies, most notably from policies often referred to as ‘active welfare state’ policies or ‘make work pay’ policies.

This volume basically deals with each of these three major issues in turn. Throughout this volume there will be a cross-cutting focus on the specific problems facing the Continental European welfare states. This is useful, I think, because this is the model which is said to be facing some of the biggest problems while at the same time being the least adaptive and capable of self-transformation. The particular focus will be on the case of Belgium and, to a lesser extent, the Netherlands. Belgium is a particularly interesting case because in many respects the country epitomises the alleged deficiencies and constraints of the Continental European model. Yet its welfare state has been markedly less inert than a cursory reading might suggest.

This is how the book is organised: The first part consists of two chapters that cover the first key assumption in the debate, the idea that some segments of the population, most notably the least educated, are on an inexorable path towards structural economic redundancy. Chapter 1 starts...
by empirically documenting the recent declines in economic self-reliance across advanced welfare states, particularly among the less-skilled. Chapter 2 tries to gauge whether and to what extent the observed declines in self-reliance can be attributed to structural changes in the labour market.

Whereas part 1 deals with the nature of labour market change itself, part 2 looks at the consequences upon minimum income protection and poverty. Chapters 3 and 4 assess the view that the traditional instruments of income protection are intrinsically incapable of offering adequate relief to those afflicted by, respectively, low pay and structural unemployment – two of the most significant ‘new’ social risks associated with the demand shift against less-skilled labour.

Part 3 focuses on the question of whether so-called active welfare state and active labour market policies are delivering on their promise to compensate for the alleged deficiencies of the conventional instruments. Chapter 5 brings together empirical evidence relating to the key notion that labour market participation and poverty reduction are natural complements. Chapter 6 assesses in more detail the effectiveness of a) employers’ subsidies for the hiring of less-skilled workers, and b) benefits for workers or households on low earnings.

The final section offers a conclusion.
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PART 1

THE DECLINE OF SELF-RELIANCE AND THE LABOUR DEMAND SHIFT AGAINST THE LESS-SKILLED: CONJECTURES, FACTS AND EXPLANATIONS
1 The Decline of Self-Reliance in Advanced Welfare States

1 Introduction

Over the past decade or so, the idea has gained ground that, as Rosanvallon (1995) has put it in his La Nouvelle Question Sociale, ‘economic redundancy’ is on the rise in the advanced economies. The idea here is that there is less and less need in advanced economies for people who lack appropriate schooling or intellectual, creative or social talents.

To quote Esping-Andersen: ‘As servicing becomes the life-blood of our existence, privilege is bestowed upon the knowledge strata. Yet, there are huge areas of servicing which are labour intensive and low-skilled. The lower end of servicing society is where we must pin our hopes for mass-employment. Unfortunately, because of their sluggish productivity, low-end service jobs are threatened by a long-term ‘cost-disease’ problem. Tertiary employment is therefore likely to stagnate unless wages slide downwards. Taken together, globalisation, new technologies and the service economy seem to herald one inescapable necessity: less equality’ (Esping-Andersen 1999: 96; emphasis added).

In effect, this has become the conventional wisdom in much of the social policy literature and in parts of economics literature (see for example Esping-Andersen 1996, 1999; Ferrera et al. 2000; Howell 1999; Huber and Stephens 2000; Iversen and Wren 1998; Murmane et al. 1995; Piketty 1999; Pryor and Schaffer 1999; Sandmo 2002; Snower 1996, 1998). The idea that merely possessing a pair of strong hands and a healthy appetite for work will get you nowhere (except possibly in low-paid, precarious work) is also a vision that often recurs in the press and in economics/public policy literature aimed at a wider audience (Fitoussi and Rosanvallon 1996; Galbraith 1992, 1998; Kaus 1992; Kaus 1991; Rifkin 1995). The idea is not new though; as long ago as 1958, Michael Young alleged the The Rise of Meritocracy: 1870-2033.

In addition, there are believed to be limits to upskilling. According to some, providing more schooling for people with limited intrinsic talents,
be they intellectual, creative or social, will improve their employability only to a limited extent. According to this view, observed returns that are attributed to human capital are nothing more than returns to ability, as schooling does little more than sort individuals according to intrinsic qualities such as intelligence and capacity for work. This idea was expressed at its most extreme in Herrnstein and Murray’s controversial book *The Bell Curve* (1996), which prompted an enormous amount of public as well as academic debate and research, e.g., Arrow et al. (2000), Ashenfelter and Rouse (2000), Bowles and Gintis (2000), Bowles et al., (2002), Fischer et al. (1998), Roemer et al. (2003).

All this is believed to be a major factor in the impasse of persistent poverty in which contemporary welfare states seem caught. The declining demand for less-educated labour appears to be making it increasingly hard for a growing number of work-eligible people to acquire an adequate income in the labour market, even if they do everything they reasonably can to achieve their full earning potential.

This is potentially highly problematic. Minimum income protection regimes in the advanced welfare states are after all grounded on the institutional and doctrinal premise that people of working age have no need for cash transfers and that they cannot legitimately claim such benefits unless they are incapacitated for work or involuntarily unemployed. The assumption, by and large, is that cash transfers for the working-age population are only required and, indeed, appropriate, to alleviate risk-induced and, as a general rule, temporary need. It seems that this crucial assumption has become untenable.

The main purpose of this first chapter is to present and discuss empirical evidence pertaining to this issue. Using the Luxembourg Income Study (LIS) data for a selection of OECD countries and Socio-Economic Panel (SEP) data for Belgium, we gauge the rises in ‘market income’ poverty that have occurred during the past decades. The principal focus here is on Belgium because of the availability of time series data that allows us to look at how the less-skilled have fared over the past couple of decades. In addition, Belgium is, for a number of reasons which I will set out below, a particularly interesting case.
2  A Note on the Relevance of Self-Reliance in Social Policy

The notion of full-employment

The development of the modern post-war welfare state, and particularly social security, rested on the assumption that healthy people of working age generally had no need for or right to redistribution, unless they were affected by a recognised social risk causing incapacitation. This assumption was incorporated into the idea of full employment – understood as the adequate availability of stable breadwinner jobs that could support a family. The belief in full employment was prompted partly by the situation at the time; the modern European welfare states reached maturity under relatively favourable economic circumstances. The idea that full employment was attainable and sustainable also had a theoretical or at least intellectual foundation, namely Keynes's influential General Theory (1935) which postulated that government could assure full employment through competent macroeconomic management, particularly of aggregate demand. This implied pursuing a contra-cyclical demand-stimulating policy when aggregate demand was declining, e.g., through investment in public works. Keynesianism constituted the widely shared intellectual basis for the belief in full employment, not only in Europe, but across the Atlantic world.

The British welfare state, which probably had more of an explicit intellectual foundation than other welfare regimes, was based explicitly on the assumption of full employment, defined by Beveridge (1945: 18) as a situation in which there are more vacant jobs than unemployed men. In Beveridge's eyes, vacant jobs were 'jobs at fair wages of such a kind, and so located that the unemployed men could reasonably be expected to take them.' He took into account an element of frictional unemployment caused by mobility between jobs and the (desirable) destruction of superfluous jobs. He foresaw an unemployment rate of 3 per cent that would consist in 'a shifting body of short-term unemployed who could be maintained without hardship by unemployment insurance' (Beveridge 1945: 128). Beveridge's words reflected accepted opinion throughout most of the industrialised world.

Of course, one may ask whether this assumption was ever realistic, even in the so-called 'golden years' of welfare capitalism. Unemployment at the time may have been low, but that is not to say that all breadwinners had a job that allowed them to adequately support a family. However, the first decades after World War II, when the welfare state reached maturity, were characterised by low unemployment and very strong wage growth
(including for the lowest paid). Full employment, in the sense of enough properly paid jobs for all willing and able breadwinners, was perhaps not a reasonable assumption even then but it was assumed to be an achievable condition during this crucial period in the development of the contemporary welfare state.

The potential limits to solidarity

Full employment enabled the development of a social security system that essentially rested on horizontal solidarity – the kind of pseudo-solidarity that emanates from shared exposure to insurable risks. People's willingness to pay contributions is here not motivated by compassion for those who are affected by illness, unemployment, etc., but by their need/necessity to cover themselves in a comparatively cheap and reliable manner against the same risks. The binding agent is, essentially, uncertainty about who will be affected by a certain risk and might consequently suffer loss of income. Such well-understood self-interest is thought to be the main driver behind the successful development and expansion of social security in Western welfare states (Baldwin 1990; Heidenheimer et al. 1990). According to Baldwin, it was the relative cost-effectiveness of mandatory, universal social insurance which forged a durable alliance between population segments whose relationship was otherwise unstable or even adversary.

Chronic deprivation deriving from an inadequate earnings potential is evidently not an insurable risk. It is not even a risk. It necessitates 'pure' and sustained solidarity between rich/high-skilled/very talented individuals on the one hand and poor/low-skilled/less-talented individuals on the other. Many commentators fear that high earners will simply refuse to share their wealth, and that they will either support political parties that advocate minimal or limited redistribution, or that they will simply vote with their feet, i.e., by moving to countries or regions with more favourable taxation systems. Countries that are intent on retaining their most productive citizens will have little choice but to limit the extent of redistribution.

A counter argument here is that welfare state support is not adequately grasped in a simplistic model in which the 'utility maximising' homo economicus balances costs (that is taxes and social contributions paid) against expected personal financial gains. People are evidently prepared to show real solidarity, but they do not do so indiscriminately and unconditionally. Research has brought to light considerable preparedness to show solidarity towards people who are sick, old or disabled; people who
are manifestly unable to acquire an adequate income in the labour market for reasons beyond their own will (Boeri et al. 2000; Hemerijck 1999; Van Oorschot 1999). However, and this is perhaps of crucial importance, the preparedness to show solidarity with needy but healthy people of active age who are able to work tends to be considerably smaller. They tend to be held personally responsible for their inability to find a decent-paying job. They are universally perceived to be 'undeserving'.

This distinction between the so-called 'deserving' and 'undeserving' poor seems to have remarkably old historic roots, as De Swaan (1988), Goodin (1988) and others have sought to demonstrate (Goodin's discussion of the English Poor Law is a particularly good example). It clearly predates the modern welfare state and appears to emanate from seemingly deep-rooted conceptions of social justice and solidarity. In other words, the principle that people of working age have no need for cash transfers and that they cannot legitimately claim such benefits is probably not just an 'accidental' institutional assumption stemming from the fact that modern welfare states reached full maturity in the so-called golden years of welfare capitalism, when 'full employment' prevailed or seemed within grasp.

The perception that societies are becoming increasingly meritocratic may, for that matter and perhaps somewhat paradoxically, reinforce the distinction between the deserving and the undeserving poor. If acquiring a degree is considered to be a question of merit and if the individual is made responsible for her educational level, then the likelihood increases that unemployment or low-paid employment, too, will be regarded as a matter of personal responsibility. Perhaps the hierarchy of diplomas and degrees is already to a large extent regarded as a legitimate meritocratic hierarchy, which is rightly taken into account in processes of selection and recruitment in the labour market. According to this logic, the traditional social risk of unemployment is, in fact, no longer regarded as a real risk, but as a status for which people should be held personally responsible.

There may be other complicating factors. It would appear that people's willingness to show compassion and solidarity is to a degree determined by the physical presence and visibility of deprivation. There is evidence, from some countries at least, that shows a growing spatial segregation between winners and losers, be it at urban (inner city vs. periphery), regional (technological growth poles or 'valleys' vs. backward industrial regions) or even on the global level. If willingness to show solidarity is indeed a function of spatial proximity and visibility, then it may well be undermined by growing mobility and the resulting geographical separation of rich and poor.
One other reason why spatial segregation might undermine people’s willingness to show solidarity is that it reduces the need to contribute to collective care arrangements that restrict the negative externalities of poverty and deprivation (see De Swaan 1988). It is not unimaginable that people are prepared to contribute to the welfare state partly because they do not want to be confronted with the consequences of poverty and deprivation (e.g., crime, people sleeping rough or begging in the streets). It is quite conceivable, however, that high earners will be increasingly able to distance themselves geographically from the needy, so that, in their eyes, there is no longer a necessity to contribute to collective arrangements that neutralise the threats and discomforts associated with poverty and exclusion.

Potential economic constraints to structural redistribution

In addition, there are thought to be limits to redistribution to the chronically needy at working age that are of an economic rather than political, sociological or psychological nature. In the modern welfare state, there is both direct and indirect distribution. Minimum wages and collective wage-setting procedures are important instruments of indirect redistribution. Minimum wages, for example, benefit low-wage workers at the cost of consumers (Freeman 1996). This often involves a degree of vertical redistribution since low-wage intensive services like cleaning, catering, etc. are typically consumed by higher-income consumers. Collective wage bargaining agreements generally imply some degree of solidarity between people with high earnings potential and those with lower earnings potential (Wallerstein 1999). This is largely due to the fact that group and not individual productivity increases constitute the basis for collective wage negotiations, be it at the national, industry or company level. The extent of actual redistribution (or solidarity) obviously depends on the extent to which workers contribute equally to productivity growth.

As I will illustrate in chapter 2, there have been sharp increases in the schooling premium in some countries with decentralised wage formation – the schooling premium being the additional income associated with an additional year of schooling or a degree. By contrast, in countries with corporatist wage formation, particularly in Northern and Central European countries, this has generally not been the case. Hence, there is a real possibility that wage compression is being kept artificially low in much of Europe. A classic textbook argument holds that an artificially high degree of wage compression will result in unemployment and hence a bigger
demand for income transfers (Barr 1998, 2001). The resulting economic welfare loss (production foregone) combined with the increased tax burden on those who do work will also mean that there is less to redistribute than would otherwise be the case. Indeed, the extent of unemployment and non-employment in many parts of Europe is routinely attributed to what is perceived to be an artificially compressed wage distribution. At the same time, high taxes are believed to discourage highly productive (or highly talented) individuals from undertaking long and demanding studies, to be creative, to take risks and hence to create income.

Direct redistribution for income protection purposes in the welfare state is achieved mainly through social security. Income security for people of active age is still predominantly ensured through social insurance. Under such a system, one ‘earns’ the right to a benefit by paying contributions. The more substantial the contribution and the longer it has been paid, the higher the benefits to which one is entitled. In social insurance, there is, in other words, a direct link between ‘productive contributions’ and the level of social protection enjoyed, via wages and social contributions paid on these wages. Benefits are either a contingent (i.e., they are risk-dependent) or, as in the case of pensions, a deferred ‘wage’. Thus, the extent of real (i.e., vertical as opposed to risk-induced horizontal) redistribution from poor to rich is, theoretically, limited. The real distribution is from groups with a relatively low risk of income loss to groups with a relatively high risk. Social insurance that predominantly redistributes horizontally is generally considered not to carry an economic welfare cost. On the contrary, some economic models predict that, under plausible circumstances, a substantial welfare gain will be achieved (Barr 2001).

By contrast, financial hardship that stems from economic redundancy (i.e., an excessively low earnings potential or structural exclusion from the labour market) requires real (i.e., vertical), structural redistribution from people with a high earnings potential to individuals whose earning potential is low. This is generally thought to give rise to potential moral hazard problems and associated economic welfare costs (Barr 1998). First, taxation to fund permanent transfers to the needy is thought to have a negative impact on the willingness of the potentially most productive members of society to work, be creative, to take risks etc. Secondly, the availability of social income is thought to have a negative effect on people’s willingness to acquire schooling, look for work, accept employment, etc. Thirdly, an additional hazard may derive from the obvious difficulties of distinguishing between the ‘genuinely’ needy (i.e., those with a low earning potential) and those who choose not to use their full earning potential.
3 The Decline of Self-Reliance: General Evidence

Benefit dependency among the working-age population

Gauging from various indicators, economic self-reliance among the working-age population has declined substantially over the past couple of decades, not just in a few countries but in the OECD area as a whole.

Table 1.1 succinctly summarises the state of affairs in a number of major OECD countries. It contains benefit dependency rates as calculated by the Dutch Ministry of Social Affairs and Employment (Ministerie Sociale Zaken 2002). These dependency rates express the total volume of working-age benefit dependency in full-time equivalents (FTE) as a ratio of the total working-age population. It is based on the number of people on unemployment benefits, sickness and invalidity benefits, early retirement benefits as well as people on social assistance. Account is also taken of the degree of dependence since not everyone who is dependent receives full benefits.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>17.4</td>
<td>24.4</td>
<td>23.6</td>
</tr>
<tr>
<td>Netherlands</td>
<td>15.9</td>
<td>19.9</td>
<td>17.8</td>
</tr>
<tr>
<td>Germany</td>
<td>15.2</td>
<td>18.1</td>
<td>22.4</td>
</tr>
<tr>
<td>France</td>
<td>13.9</td>
<td>20.2</td>
<td>24.2</td>
</tr>
<tr>
<td>Denmark</td>
<td>20.1</td>
<td>23.2</td>
<td>23.1</td>
</tr>
<tr>
<td>Sweden</td>
<td>16.1</td>
<td>17.0</td>
<td>20.0</td>
</tr>
<tr>
<td>UK</td>
<td>15.2</td>
<td>18.5</td>
<td>18.9</td>
</tr>
<tr>
<td>Spain</td>
<td>8.3</td>
<td>12.3</td>
<td>11.2</td>
</tr>
</tbody>
</table>

Source: OECD 2003, based on National Economic Institute (NEI)/the Netherlands) figures.

As the table shows, the volume of benefit dependence among the working-age population as a share of the total working-age population varies in Europe between 30 and 50 per cent. The table only documents the rises in benefit dependency that occurred during the post-1980 period. But we know from national data sources that the strong increases in benefit de-
pendency occurred during the second half of the 1970s. The strong rises during the 1970s and 1980s come as no great surprise against the background of the economic conditions prevailing at the time: weak and episodic negative economic growth, mass job loss in industry, weak aggregate job growth (in the context of rising female participation rates), high unemployment. More remarkable and interesting, however, is the persistence of mass benefit dependency during the 1990s – a period marked by far stronger economic and employment growth, less job loss in industry and elsewhere, and significantly lower unemployment than previously. In fact, some parts of the OECD area experienced the longest period of sustained economic expansion since the Second World War during this period. In 1999, the last year for which data is presented, a number of countries were on the verge of attaining their lowest unemployment rate in three decades. That dependency rates remained high during the 1990s can be interpreted as evidence that something has changed structurally. The picture here is in fact consistent with the view that important sections of the working-age population have become in effect ‘economically redundant’.

Pre-transfer/tax poverty rates

The decline of economic self-reliance is also evident from the well-documented rises in pre-transfer poverty throughout the OECD area. In Cantillon, Marx and Van den Bosch (1997) we already documented substantial rises in pre-transfer poverty, particularly among the working-age population, during the 1970s and the 1980s, using LIS data. For a full description of the data sets and the standardisation procedure we refer to Atkinson, Rainwater and Smeeding (1995) and to the LIS information packages (http://lissy.ceps.lu). For an assessment of data quality, I refer to Atkinson et al. (1995; appendix 4) and to Cantillon et al. (1997). Although LIS remains the most comprehensive source of income data available, there are only a few countries for which good time series data is available for the whole period of interest. What we have is a hotchpotch of partial time series, often spanning rather short periods of time. But even if these partial time series are nothing more than clips from a longer film, they all suggest a similar plot line: rising pre-transfer poverty and transfer dependency.

Using LIS data, I have looked in more detail at five countries for which relatively longer trend data is available. The aim here was to gauge
pre-transfer/tax poverty trends, that is to say, poverty rates calculated on the basis of market income rather than actual disposable household income. The adjustment made is purely an arithmetical one; social security transfers are deducted from measured household income and direct taxes and employee social security contributions are added again.

A note on poverty measurement first. The definition of poverty which appears to be widely accepted in industrialised countries refers to exclusion from the ordinary life of the community due to lack of resources. As Atkinson (1987) and Foster and Shorrocks (1988) emphasise, this still allows for a diversity of possible judgements about the specification of the poverty line and choice of poverty measure. However, the most common approach is to use relative income poverty lines, derived as proportions of mean or median household income. This is the approach employed inter alia in recent studies for the European Commission, Eurostat and the OECD and in cross-country comparisons based on the *Luxembourg Income Study* data. Unlike in the low-pay literature, the mean is used more often than the median, though there are arguments in favour of each: the most common practice is to use 50 per cent of mean household income, adjusted for household size and composition using equivalence scales. The equivalence scale used to make this adjustment here gives a value of 1 to the first adult in the household, 0.5 to each additional adult, and 0.3 to each child (commonly known as the ‘modified OECD scale’). The precise equivalence scales employed may have a significant impact on the size and composition of the group falling below the poverty line (Buhman et al. 1988, Coulter, Cowell and Jenkins 1992), and no method of deriving such scales commands general support. The income concept used is disposable income, income of all household members from all sources minus income tax and social security contributions. Using the household as the recipient unit involves the conventional assumption that resources are shared within the household so as to equalise living standards. For a further discussion of these issues see Atkinson (1995), Atkinson, Rainwater and Smeeding (1995), Callan and Nolan (1991), Van den Bosch et al. (1993) and Van den Bosch (2001).

I initially made these calculations as part of a large-scale OECD-funded project on income distribution and further methodological details can be found in Burniaux et al. (1999) and Förster (2000). Admittedly, the most recent data sets available in the LIS are not incorporated but tables 1.2 and 1.3 do capture the period during which the strongest increases in pre-transfer poverty (and benefit dependency for that matter) occurred. These tables show a number of things.
First, there is substantial cross-country variation in the extent of pre-transfer/pre-tax poverty, but the differences between the countries included in the table are not as big as the more pronounced differences if it comes to their actual poverty rates. Sweden and the United States, for example, could not be further away from each other in terms of their actual poverty rates, but their pre-tax and transfer poverty rates are only a few percentage points apart. This holds less true, it must be said, for working-age households, the population segment we are most concerned with here.

Second, the figures indicate rises in pre-transfer poverty rates, especially among the working-age population. There appears to be considerable cross-country variation in the magnitude of these rises and exact comparisons are difficult due to the limited extent of overlap of the available time series. It is noteworthy that the strongest increases occurred among households with a head below the age of 30 and, to a lesser extent, among households with a head aged between 30 and 50. The share of both age groups in the pre-tax/transfer poor population increased substantially.

Third, it is striking that pre-tax/transfer poverty rates increased among all household types. Hence, the rises in benefit dependency and pre-transfer poverty cannot be solely attributed to socio-demographic change, particularly to the rise in single person and single parent households. While there can be no question that single-adult households, particularly single-parent households, are more vulnerable, the rises in pre-tax/transfer poverty are found across all household types, including double-adult households with and without children.

Fourth, as one would expect, pre-tax/transfer poverty rates are especially high for non-working households. But they are also significant for working households, and in countries like Canada, the United States and even Sweden, they make up a larger share of the pre-tax/transfer poor population (at working age) than the non-working households. It is also noteworthy that there are fairly substantial cross-country differences with respect to trends. (Again, exact comparisons are hampered by the fact that the data sets only partially overlap.) In several countries, pre-tax/transfer poverty rates for non-working households dropped in the periods observed, while in other countries we observe an increase.
Table 1.2  Poverty rates before taxes and transfers: per cent of poor individuals in each group, and changes in percentage points

<table>
<thead>
<tr>
<th></th>
<th>By age of the household’s head</th>
<th>By family type</th>
<th>By work attachment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Head below</td>
<td>Head between</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>30 and 50</td>
<td>50 and 65</td>
</tr>
<tr>
<td>Canada, 1991</td>
<td>22.9</td>
<td>27.9</td>
<td>15.5</td>
</tr>
<tr>
<td>Changes, 75-91</td>
<td>0.3</td>
<td>12.4</td>
<td>2.8</td>
</tr>
<tr>
<td>France, 1989</td>
<td>34.5</td>
<td>24.1</td>
<td>20.7</td>
</tr>
<tr>
<td>Changes, 84-89</td>
<td>1.6</td>
<td>6.2</td>
<td>2.3</td>
</tr>
<tr>
<td>Germany, 1989</td>
<td>22.1</td>
<td>14.2</td>
<td>5.2</td>
</tr>
<tr>
<td>Changes, 78-89</td>
<td>1.9</td>
<td>45.1</td>
<td>1.7</td>
</tr>
<tr>
<td>Sweden, 1992</td>
<td>33.9</td>
<td>37.9</td>
<td>14.5</td>
</tr>
<tr>
<td>Changes, 75-92</td>
<td>7.9</td>
<td>22.2</td>
<td>7.6</td>
</tr>
<tr>
<td>United States, 1994</td>
<td>25.3</td>
<td>31.5</td>
<td>17.4</td>
</tr>
<tr>
<td>Changes, 74-94</td>
<td>4.5</td>
<td>11.9</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>Non-working households</td>
<td>Working households</td>
<td>Total households</td>
</tr>
<tr>
<td>------------------------</td>
<td>------------------------</td>
<td>-------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>With children</td>
<td>No children</td>
</tr>
<tr>
<td></td>
<td>Single adult</td>
<td>Two adults</td>
<td>Single adult</td>
</tr>
<tr>
<td>Canada, 1991</td>
<td>22.9</td>
<td>96.4</td>
<td>67.9</td>
</tr>
<tr>
<td>Changes, 75-91</td>
<td>0.3</td>
<td>-0.4</td>
<td>-28.7</td>
</tr>
<tr>
<td>France, 1989</td>
<td>34.5</td>
<td>95.9</td>
<td>62.1</td>
</tr>
<tr>
<td>Changes, 84-89</td>
<td>1.6</td>
<td>0.6</td>
<td>-7.9</td>
</tr>
<tr>
<td>Germany, 1989</td>
<td>22.1</td>
<td>78.9</td>
<td>39.1</td>
</tr>
<tr>
<td>Changes, 78-89</td>
<td>1.9</td>
<td>1.4</td>
<td>14.5</td>
</tr>
<tr>
<td>Sweden, 1992</td>
<td>33.9</td>
<td>93.2</td>
<td>88.3</td>
</tr>
<tr>
<td>Changes, 75-92</td>
<td>7.9</td>
<td>2.6</td>
<td>60.8</td>
</tr>
<tr>
<td>United States, 1994</td>
<td>25.3</td>
<td>95.1</td>
<td>70.8</td>
</tr>
<tr>
<td>Changes, 74-94</td>
<td>4.5</td>
<td>-1.2</td>
<td>22.9</td>
</tr>
</tbody>
</table>

1. Poverty rate by group is the number of ‘poor’ individuals in a group as a percentage of the total number of individuals in that group.
2. ‘Poor’ are individuals with equivalent income below 50 per cent of median equivalent disposable income. Equivalence scale elasticity: 0.5.

Source: Analysis of LIS data.
Table 1.3 Structure of poverty before taxes and transfers: per cent of all poor individuals belonging to each group, and changes in percentage points

<table>
<thead>
<tr>
<th>By household head's age</th>
<th>By family type</th>
<th>By work attachment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Head</td>
</tr>
<tr>
<td></td>
<td></td>
<td>below 30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada, 1991</td>
<td>100</td>
<td>19.6</td>
</tr>
<tr>
<td>Changes, 75-91</td>
<td>2.9</td>
<td>14.0</td>
</tr>
<tr>
<td>France, 1989</td>
<td>100</td>
<td>9.4</td>
</tr>
<tr>
<td>Changes, 84-89</td>
<td>0.7</td>
<td>2.8</td>
</tr>
<tr>
<td>Germany, 1989</td>
<td>100</td>
<td>7.2</td>
</tr>
<tr>
<td>Changes, 78-89</td>
<td>3.9</td>
<td>1.7</td>
</tr>
<tr>
<td>Sweden, 1992</td>
<td>100</td>
<td>22.4</td>
</tr>
<tr>
<td>Changes, 75-92</td>
<td>9.1</td>
<td>8.7</td>
</tr>
<tr>
<td>United States, 1994</td>
<td>100</td>
<td>19.4</td>
</tr>
<tr>
<td>Changes, 74-94</td>
<td>0.0</td>
<td>8.1</td>
</tr>
</tbody>
</table>
The structure of poverty is the number of ‘poor’ individuals in each group as a percentage of all ‘poor’ individuals.

1. ‘Poor’ are individuals with equivalent income below 50 per cent of median equivalent disposable income.

Source: Analysis of LIS data.
4 Evidence for Belgium, with a Particular Focus on the Less-Skilled

Why Belgium constitutes an interesting case

There are few countries for which time series data is available that would allow us to gauge how the less-skilled have fared over the past few decades. Fortunately, we have such data for Belgium, be it only for the Flanders region. In what follows we look in more detail at how the economic fortunes of the less-skilled have changed in the period 1976-1997, two decades marked by momentous changes.

The broad hypothesis is that ability of the less-skilled to be economically self-reliant has deteriorated in advanced economies, and that it is deteriorating further. There is a general line of reasoning behind this hypothesis and there is also a line of reasoning that applies particularly to so-called conservative welfare states.

In the general argument, global and essentially uncontrollable economic forces such as globalisation, deindustrialisation and technological change play a central role. Belgium is an interesting case because of the comparatively rapid pace of deindustrialisation during the 1970s and 1980s (from a comparatively high initial share of manufacturing industry output in total output), which had a tremendous impact on low-skilled employment.

The second line of reasoning applies specifically to the so-called conservative welfare states and is in essence a (social) policy-failure argument. ‘Conservative’ Western welfare states are in the classic Esping-Andersen scheme welfare states where the breadwinner is the central medium through which social progress is achieved. Now, the core idea behind the hypothesis is that in modern-day societies, the traditional breadwinner-bias in labour market institutions and social security arrangements perversely favours the highly skilled and impairs the less-skilled, particularly less-skilled women. The argument, as spelled out by Esping-Andersen (1996), runs as follows. For decades, higher minimum wages, better employment protection and more generous social income entitlements for male breadwinners contributed to society-wide social progress. The classic two-adult, sole (male) breadwinner household was dominant and hence it was correctly assumed that if the breadwinners were made better off, everybody would be better off.

In response to the economic crisis of the early 1970s, the post-industrial transition and the secular rise in female labour participation, the Continental European countries have, so the argument continues, by and large mistakenly opted to preserve, first and foremost, the privileged position
of the male breadwinner in the labour market/social security nexus, i.e.,
the breadwinner model. This was done in major part through a massive
expansion of early retirement in order to absorb the excess labour supply
created by the economic crisis and the post-industrial transition. The aim
was to avoid mass breadwinner unemployment and hence to safeguard
the breadwinner model, i.e., high (minimum) wages, strong employment
protection and labour market regulations (e.g., limits on temporary and
part-time employment) and extensive social security rights, primary as
well as derived.

This route, Esping-Andersen argues, has been to the detriment of the
employment and hence (relative) living standard of less-skilled women
and the households in which they live. They, unlike their more skilled
counterparts, have been most negatively affected by the preservation of
high minimum wages, job protection rules, etc. The high cost of mass
early retirement has, moreover, led to the cost of labour having become
excessively high, hampering job creation in services. Hence, the predic-
tion of a widening gap between the less-skilled and more-skilled – rein-
forced by educational homogamy.

Belgium makes for a good case because it carries many of the hallmarks
of what Esping-Andersen has called the conservative welfare state model,
in which the Christian democratic 'subsidiarity principle' has institution-
alised familialism in the sense of supporting the male breadwinner/female
career model. It is fair to say that in Belgium the labour market and wel-
fare state are heavily geared towards male breadwinner: minimum wages
are among the highest in the advanced world, job security protection is
elaborate, derived social security rights are extensive, the tax system sup-
ports the sole breadwinner model, etc.

Defining educational attainment

Thus, in what follows, we consider poverty and dependency trends from
the perspective of schooling. In our analyses, we use two operationali-
sations: one absolute, the other relative. For the absolute definition, we
rely on the educational level measured in our surveys on the basis of the
question 'What is the highest degree you have obtained?' The idea behind
this approach is that each educational level represents a certain package
of skills and knowledge. It is reasonable to assume, at least in the case
of some educational levels, that this package has remained relatively un-
changed in recent decades. In primary education, for example, one still
learns basic skills such as reading, writing and math in pretty much the
same way as 20 or even 40 years ago. One could argue about the validity of this assumption, but it is nevertheless a defendable and, for that matter, commonly used method.

The big problem with absolute educational levels is that, over the past 20 years or so, significant shifts have occurred in the general schooling of the population. The proportion of ‘highly skilled’ (i.e., higher education graduates) has roughly tripled, while the proportion of people who have only had a primary education has declined from one in two to one in six (table 1.4). As I have already pointed out, level of schooling is to some extent ‘absolute’. But an individual’s success in the labour market does not depend solely on skills and knowledge acquired at school. Other characteristics are also important: intelligence, commitment, perseverance, etc. It is generally assumed that schooling not only adds human capital, but that it also contributes to a selection on the basis of more or less intrinsic talents or socio-environmentally related characteristics. It is undoubtedly so that there were more talented individuals among the 50 per cent or so people who had only received primary education in 1976 than among the 15 per cent in 1997. In this sense, a person’s relative educational position is significant. It is therefore worthwhile also to consider the relative educational level. To this end, we divide the population of working age into quartiles. The first quartile consists of the lowest skilled, again measured in terms of degrees obtained.

<table>
<thead>
<tr>
<th>Table 1.4</th>
<th>Educational profile Flemish population of working age, 1976-1997 (change in percentage points)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary education</td>
<td>45.9</td>
</tr>
<tr>
<td>Lower secondary</td>
<td>29.3</td>
</tr>
<tr>
<td>Higher secondary</td>
<td>15.3</td>
</tr>
<tr>
<td>Higher education</td>
<td>9.5</td>
</tr>
<tr>
<td>Total</td>
<td>100.0 (n = 7.514)</td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.
Living standard and poverty trends

During our observation period of 1976 to 1997, poverty and income inequality in Flanders remained strikingly stable (Cantillon et al. 1999). Likewise, we observe equally remarkable stability on the educational dimension. The low-skilled have seen their average standard of living rise as sharply as the high-skilled, and their poverty risk has not increased significantly over the past two decades (tables 1.5 and 1.6).

Table 1.5  Living standard by formal level of qualification, 1976-1997. Level in 1997 (1997 euros) and 1976-1997 percentage point difference

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary education</td>
<td>973</td>
<td>984</td>
<td>+ 6.7</td>
<td>1117</td>
<td>1102</td>
<td>+ 5.7</td>
</tr>
<tr>
<td>Lower Secondary</td>
<td>1117</td>
<td>1251</td>
<td>– 0.6</td>
<td>1536</td>
<td>1504</td>
<td>+ 0.6</td>
</tr>
<tr>
<td>Higher Secondary</td>
<td>1268</td>
<td>1251</td>
<td>– 0.6</td>
<td>1536</td>
<td>1504</td>
<td>+ 0.6</td>
</tr>
<tr>
<td>All</td>
<td>1259</td>
<td>1289</td>
<td>+16.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.

Table 1.6  Poverty rate by formal level of qualification, 1976-1997. Level in 1997 and 1976-1997 percentage point difference

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary education</td>
<td>5.9</td>
<td>6.0</td>
<td>+2.8</td>
<td>5.2</td>
<td>5.3</td>
<td>+2.8</td>
</tr>
<tr>
<td>Lower Secondary</td>
<td>5.2</td>
<td>5.3</td>
<td>+2.8</td>
<td>2.3</td>
<td>1.5</td>
<td>+0.7</td>
</tr>
<tr>
<td>Higher Secondary</td>
<td>2.8</td>
<td>2.6</td>
<td>+0.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>3.7</td>
<td>3.0</td>
<td>+0.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.

EVIDENCE FOR BELGIUM, WITH A PARTICULAR FOCUS ON THE LESS-SKILLED
This is a robust observation: it is essentially valid irrespective of whether one applies an absolute or a relative definition of schooling (tables 1.7 and 1.8). Note, however, that the average standard of living of the low-skilled has increased by less than that of the active population as a whole. In other words, there is now a bigger gap between the average standard of living and the average standard of living of the lower skilled, even though the gap between the low-skilled and the high-skilled has remained stable. This is due to the fact that the standard of living has risen predominantly through upskilling. There are now considerably more highly skilled people than there were 20 years ago, and considerably fewer low-skilled.

### Table 1.7 Living standard by educational quartile, 1976-1997. Level in 1997 (1997 euros) and 1976-1997 percentage point difference

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>25-64 years</td>
<td>1008</td>
<td>+11.0</td>
<td>1022</td>
<td>+9.7</td>
</tr>
<tr>
<td>25-44 years</td>
<td>1550</td>
<td>+11.9</td>
<td>1516</td>
<td>+12.1</td>
</tr>
<tr>
<td>Ratio 4/1</td>
<td>1.54</td>
<td>+0.01</td>
<td>1.48</td>
<td>+0.03</td>
</tr>
<tr>
<td>All</td>
<td>1259</td>
<td>+17.4</td>
<td>1289</td>
<td>+16.4</td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.

### Table 1.8 Poverty rate by educational quartile, 1976-1997. Level in 1997 and 1976-1997 percentage point difference

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>25-64 years</td>
<td>5.4</td>
<td>-2.9</td>
<td>5.7</td>
<td>+1.9</td>
</tr>
<tr>
<td>25-44 years</td>
<td>2.8</td>
<td>+1.5</td>
<td>2.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>4/1 (per. points)</td>
<td>2.6</td>
<td>-4.4</td>
<td>3.1</td>
<td>+0.7</td>
</tr>
<tr>
<td>All</td>
<td>3.7</td>
<td>-1.0</td>
<td>3.0</td>
<td>+0.6</td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.
One should of course keep in mind that those of working age constitute a very broad segment of the population. This is important, as the younger active generation is much more skilled than the previous generation. In other words, age plays a significant role in the observed trends. Moreover, in the present discourse, concern is focused mainly on the younger low-skilled. It is often argued that the enormous increase in schooling levels over the past decades has resulted in a deflation of the value of degrees and in the low-skilled being pushed out of the labour market. This trend is said to have been to the detriment mainly of those who have had to acquire a position on the labour market in the past 20 years.

But if one only considers the younger segment of the active population (i.e., the 25- to 45-year-olds), one also observes a striking stability in the gap between the low-skilled and the high-skilled. This is even the case if one defines the low-skilled very narrowly. The average standard of living of the 25- to 45-year-olds who only received a primary education has not fallen behind that of the higher skilled. Nevertheless, this is, by any standard, a very low level of schooling in today's society. It does however appear that the poverty risk of the young low-skilled has increased slightly, but by no means proportionally to the rise in unemployment among this group (see below).

Another way of illustrating the remarkable stability is figure 1.1, which provides an overview of how the cohort of 25- to 35-year-olds fared between 1976 and 1997, a 20-year period that does, after all, cover a large part of their active lives. The cohort perspective is also interesting because it does not require us to take into account the relative value of degrees. After all, the proportion of people with a specific type of degree remains relatively constant as the cohort ages: relatively few people succeed in improving their level of education substantially during their active lives. Again, we observe that the low-skilled in the cohort of 25- to 35-year-olds in 1976 did not fare worse than the high-skilled: they saw their standard of living increase to the same degree. In fact, the reverse is true: the high-skilled saw their real standard of living decline significantly during the crisis years from 1976 to 1985. However, they gained ground after 1985, which largely neutralised the levelling that had occurred during the previous period.
Employment and earnings trends

In line with general expectations, the employment rate among the less-skilled has generally gone down by a substantial margin. However, this overall decline obscures markedly dissimilar trends by age and gender.

Most of the overall decline is due to the massive drop in employment among older working-age men (that is, among those over the age of 45), the majority of whom are low-skilled by the definitions used here. In scarcely two decades, the employment rate of men with primary education dropped by 40 percentage points from a level of 70 per cent in 1976. The drop for those with an educational level one step up was almost equally spectacular (table 1.9).

However, this is only part of the story. For women, the picture is far less clear-cut. Obviously, there was a vast increase in labour market participation among women of all educational levels. In fact, the rise in participation was particularly marked among less-educated women for the simple reason that among the higher skilled, participation was already relatively high two decades ago.
Most women who entered the labour market in the past 20 years actually succeeded in finding employment, including many of the low-skilled and even the lowest-skilled. As is illustrated by table 1.10 (which relates to women aged between 25 and 45), even among women who only received a primary education, employment rates went up fairly substantially. The figures stand in marked contrast to the perception and indeed my working hypothesis that there have been far too few job opportunities for the least-skilled in the labour market, and particularly for the least-skilled women – given the presumed breadwinner bias in labour market regulation, social security and taxation. It is striking to what extent employment rates have gone up, even among the least-skilled. At the same time it should be made clear that many new entrants did end up on unemployment, frequently long-term unemployment. But the picture is less clear-cut than often thought.

This also applies to earnings. Unfortunately, our data do not allow us to draw real conclusions with regard to the evolution of earnings inequality in the strict sense. This is due to the fact that our 1976 survey data do not distinguish between full-time and part-time employment. Moreover, we only possess information about net earned income. Consequently, we are unable to distinguish between evolutions in wages (i.e., market appreciation of labour) and in taxation and social secu-

<table>
<thead>
<tr>
<th>Table 1.9</th>
<th>Indicators of employment, income and welfare state dependence, men aged 45-65 years, levels for 1997 and 1976-1997 trend, percentage point difference, except for living standard (percentage change)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Primary education</td>
</tr>
<tr>
<td>% employed</td>
<td>33.3</td>
</tr>
<tr>
<td>% unemployed</td>
<td>9.4</td>
</tr>
<tr>
<td>% on benefit</td>
<td>78.3</td>
</tr>
<tr>
<td>Living stand.</td>
<td>966</td>
</tr>
<tr>
<td>% poor</td>
<td>6.1</td>
</tr>
<tr>
<td>% pre-transfer</td>
<td>60.9</td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.
rity contributions. Furthermore, there are significant differences in the manner in which labour income was measured in 1976 and in subsequent surveys.

Thus we can only provide some tentative evidence about the evolution of labour incomes in the observation period. But the data does provide a number of insights, certainly with respect to the evolution of net earned incomes – in fact, more interesting for us than earnings especially if we want to understand living standard trends. The empirical evidence that we possess suggests that the degree of inequality between the low-skilled and the high-skilled has declined rather than increased. The period 1976-1985 in particular appears to have been one of a substantial levelling of incomes, as the high-skilled saw their net earned incomes decline. This was partly due to high inflation during this period, but also to an increase in the fiscal burden. The data also suggest that the high-skilled made up ground after 1985, so that the degree of inequality is now comparable to that of 1976. In other words, the most recent trend appears to be towards more inequality, after all, albeit at a modest pace.

Table 1.10 Indicators of employment, income and welfare state dependence, women aged 25-45 years, levels for 1997 and 1976-1997 trend, percentage point change, except for living standard (percentage change)

<table>
<thead>
<tr>
<th></th>
<th>Primary education</th>
<th>Lower secondary education</th>
<th>Higher secondary education</th>
<th>Higher education</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>% employed</td>
<td>(44.1) +15.9</td>
<td>52.0 +18.2</td>
<td>75.4 +25.2</td>
<td>85.0 +16.7</td>
<td>72.1 +34.6</td>
</tr>
<tr>
<td>% unemployed</td>
<td>(15.3) +11.3</td>
<td>20.0 +16.7</td>
<td>4.8 +1.6</td>
<td>4.0 +0.6</td>
<td>8.3 +4.8</td>
</tr>
<tr>
<td>% on benefit</td>
<td>(44.1) +28.2</td>
<td>43.0 +29.8</td>
<td>19.5 +12.5</td>
<td>12.2 +4.4</td>
<td>23.2 +10.4</td>
</tr>
<tr>
<td>Living stand.</td>
<td>(986) +5.0</td>
<td>1053 +1.0</td>
<td>1229 -5.4</td>
<td>1497 -5.1</td>
<td>1274 +16.4</td>
</tr>
<tr>
<td>% poor</td>
<td>(3.4) +0.3</td>
<td>7.8 +5.2</td>
<td>1.5 +0.2</td>
<td>2.2 +1.1</td>
<td>3.1 +0.7</td>
</tr>
<tr>
<td>% pre-transfer</td>
<td>(28.8) +14.1</td>
<td>31.8 +20.8</td>
<td>10.8 +6.8</td>
<td>4.4 +2.9</td>
<td>13.9 +3.5</td>
</tr>
</tbody>
</table>

( ) indicates small sample size (n<100).

Source: Belgian Socio-Economic Panel Survey.

Thus we can only provide some tentative evidence about the evolution of labour incomes in the observation period. But the data does provide a number of insights, certainly with respect to the evolution of net earned incomes – in fact, more interesting for us than earnings especially if we want to understand living standard trends. The empirical evidence that we possess suggests that the degree of inequality between the low-skilled and the high-skilled has declined rather than increased. The period 1976-1985 in particular appears to have been one of a substantial levelling of incomes, as the high-skilled saw their net earned incomes decline. This was partly due to high inflation during this period, but also to an increase in the fiscal burden. The data also suggest that the high-skilled made up ground after 1985, so that the degree of inequality is now comparable to that of 1976. In other words, the most recent trend appears to be towards more inequality, after all, albeit at a modest pace.
We can also shed some light – the same caveats still apply – on the question of whether inequality has increased more strongly at the household level than at the individual level. Our hypothesis was, after all, that the incidence of double-income households has increased predominantly among the high-skilled, so that income inequality should have become greater at household level. However, as we have seen, double earnership has also increased strongly among households with medium-skilled and low-skilled women. And the differences between the average net earned income of the low-skilled and the high-skilled have – insofar as our information is reliable – remained stable, if we compare 1976 to 1997 that is. It is therefore not surprising that we find little indication of a substantial increase in earned income inequality at the household level.

This is illustrated in table 1.11, which shows the increase in the combined earned income of couples (we have only taken into account the 25- to 45-year-olds in order to control in a rudimentary way for age). It concerns couples with at least one earned income. The effect of any differential increase in female employment should therefore become visible. The table shows that the average combined earned income of couples where the male is low-skilled increased equally strongly between 1976 and 1997 than that of couples where the male is high-skilled. Note here that roughly two-thirds of couples are educationally homogamous, i.e., the two partners have a similar level of schooling.

<table>
<thead>
<tr>
<th>Table 1.11</th>
<th>Joint labour income, couples with head aged between 25 and 45, by level of educational attainment head, Flanders 1976-1997</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary and lower secondary education</td>
<td>1543</td>
</tr>
<tr>
<td>Higher secondary education</td>
<td>2037</td>
</tr>
<tr>
<td>Higher education</td>
<td>2353</td>
</tr>
<tr>
<td>All</td>
<td>1780</td>
</tr>
</tbody>
</table>
Benefit dependency and pre-transfer poverty trends

The two decades between 1976 and 1997 are marked by an increased reliance on social security to avoid poverty, particularly among the least-skilled. There is, in fact, a striking contrast between the stability in the actual poverty risk of the lower-skilled (illustrated in tables 1.6 and 8) and the very strong increase in pre-transfer poverty among this segment, as documented in tables 1.12 and 1.13. For clarity, a person is said to be pre-transfer poor if his or her disposable household income minus replacement benefits falls below the poverty line. Note that child benefits are taken into account in pre-transfer income as it is not a replacement benefit. The rises in pre-transfer poverty are evident for all categories of the less-skilled. As the vast drops in employment would lead one to expect, pre-transfer poverty rates surged particularly strongly for less-skilled men, particularly for those over the age of 45 (table 1.9). Particularly strong rises are also evident for women with relatively low levels of educational attainment (table 1.10). But as I indicated already, the picture for less-skilled women is more ambiguous: significant increases in employment are accompanied by equally significant increases in social security dependency and pre-transfer poverty.

<table>
<thead>
<tr>
<th>Table 1.12 Pre-transfer poverty rate by formal level of qualification, 1976-1997. Level in 1997 and 1976-1997 percentage point difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>25-64 years of age</td>
</tr>
<tr>
<td>Primary education</td>
</tr>
<tr>
<td>Lower secondary</td>
</tr>
<tr>
<td>Higher secondary</td>
</tr>
<tr>
<td>Higher education</td>
</tr>
<tr>
<td>All</td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.
The relative impact of employment, earnings and social security

How does this all add up? One way to find out is to decompose the observed living standard trends. This is what we do in figures 1.2 and 1.3, which contain the result of a decomposition analysis, in which the relative impact of each factor is gauged by keeping all other factors constant. Basically, we distinguish to what extent the labour market position of the breadwinner (by definition the male partner), the labour market position of the partner and social security have contributed to the observed changes in the average living standard of respectively the whole population and those in the first quartile in terms of educational attainment. Each component is the product of the share of the relevant population segment receiving the income component in question and the average level of that income component. For example, the component ‘labour market position of the breadwinner’ is the product of the employment rate of that population segment and their average earned income. The three components add up to 100, i.e., the total observed change.

It is clear that much of the observed increase in the average living standard of the less-skilled in the 1976-1997 period is due to social security. This is especially true for the less-skilled in the working aged population as whole, i.e., those between the ages of 25 and 65. Were it not for social security, their average living standard would have seriously declined, particularly as a consequence of the worsening of the labour market position of the breadwinner. This, however, is not true for those in the 25 to 45 age bracket (figure 1.3). Not surprisingly, the single most important determinant of increased living standards was the rise in double earnership. What is remarkable, however, is the extent to which this is also true for those

<table>
<thead>
<tr>
<th>Table 1.13</th>
<th>Pre-transfer poverty rate by educational quartile, 1976-1997. Level in 1997 and 1976-1997 percentage point difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>25-64 years of age</td>
</tr>
<tr>
<td>Educational quartile 1</td>
<td>45.4</td>
</tr>
<tr>
<td>Educational quartile 4</td>
<td>8.5</td>
</tr>
<tr>
<td>4/1 difference (per. points)</td>
<td>36.9</td>
</tr>
<tr>
<td>All</td>
<td>23.7</td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.
Figure 1.2 Determinants of living standard rise among working-age population (25-65 years), Flanders 1976-1997

Figure 1.3 Determinants of living standard rise among working-age population (25-65 years), Flanders 1976-1997

THE DECLINE OF SELF-RELIANCE IN ADVANCED WELFARE STATES
in the lowest educational attainment quartile. At the same time, however, social security played an almost equally important role in compensating for the more severe downward pressure on living standards of the low-skilled caused by deteriorated breadwinner employment rates and earnings. Hence, the story is ambiguous. On the one hand, a significant proportion of the less-skilled did remarkably well in the labour market in what were by all accounts two very tough and turbulent decades. On the other hand, social security did play a crucial role in boosting the living standards of the equally significant proportion that was less successful in the labour market. This is where we turn our focus next.

5 Difficulties of Interpretation

Direct and indirect behavioural effects

The strong increases in pre-transfer poverty, particularly among the lower skilled, appears to provide confirmation of the initial hypotheses, i.e., that the lower-skilled are finding it increasingly difficult in the labour market to attain a reasonable standard of living and that they are increasingly dependent on solidarity transfers to make ends meet.

However, such an interpretation calls for circumspection. It is, after all, based on a quite rudimentary indicator of potential self-reliance. Pre-transfer poverty is calculated on the basis of disposable household income minus replacement benefits (note that child benefits are taken into account in pre-transfer income as are not a replacement benefit). This is a simple calculation that does not take into account possible behavioural responses. If social security were non-existent, people would pay less in social contributions and taxes, which would translate into a higher pre-transfer income. The calculation also does not take into account the effect that the existence of social benefits has on the behaviour of employees (including trade unions), employers and government. The existence of benefit schemes makes it easier for employers to dismiss employees. And from the employee’s perspective, social transfers may reduce, even eliminate, the economic necessity of finding a job, hanging on to a job or of finding alternative employment.

Whether or not someone decides to enter the labour market depends, at least to some extent, on the balance between the costs and benefits of remunerated labour (Atkinson and Micklewright 1991; Blundell and Macurdy 2000). Policy factors such as (secondary-earner) taxation, earnings replacement as well as work-related benefits play an important role in this
context. As a consequence, the balance differs quite considerably for, say, less-skilled and highly skilled women. High-skilled women may, after all, expect a more substantial income from work than low-skilled women, and they may also expect more interesting work under better conditions. In the case of a high-skilled woman, the indirect ‘income’ offered by the ‘marriage quotient’ (this is a feature of the Belgian tax system which involves a hypothetical income transfer between partners for tax purposes) will, generally, be lower than what she can earn. Similarly, a (potential) unemployment benefit will be lower than an earned income. For low-skilled women, on the other hand, the financial difference between an income from low-paid employment (especially part-time employment) and a direct fiscal income and/or benefit is often very small, while the intrinsic job satisfaction is often much lower. These differences become even greater if the woman also has to care for children, especially young children. For low-skilled women with young children, the potential earnings from (low-paid) work often do not outweigh the additional cost of external childcare. Particularly unemployed single women with young children often have little to gain financially from a transition from unemployment benefit (plus supplementary child benefit) to low-paid work (De Lathouwer and Bogaerts 2001).

Moreover, social security benefits may have indirect effects on the availability of work. Certain institutional characteristics of the labour market may be facilitated by the existence of transfer systems that absorb resulting labour slack. Consider, just as an example, the strong and rigid tie between seniority and earnings that exists in Belgium. This makes older employees expensive, and it is generally accepted that this is one reason why people above a certain age find it very difficult to obtain a new job. It seems plausible that the development of this institutional feature has been facilitated by the existence of early retirement schemes that made it easy to remove older, less productive people from the production process. Similar hypotheses could be formulated with regard to other institutional characteristics of the labour market, e.g., limitations on temporary employment or minimum wages.

Exogenous vs. endogenous causality

The sharp increase in pre-transfer poverty among the lower skilled is consistent with the initial hypothesis. There is, however, something remarkable about the way economic self-reliance has declined. The fact that we observe such a big discrepancy between the situation at the end of the ‘Golden Age’ and the present situation now is not because dependency has
risen steadily over the course of those thirty years. In fact, what we see is that dependency levels ‘exploded’ during a relatively short time period between roughly the mid-1970s and the mid-1980s. The period that follows is essentially a period of stagnation, save for fluctuations that correlate closely with macro-economic conditions (growth and unemployment rates).

This S-shaped time pattern does not appear to be consistent with the idea that the rise in dependence is driven by a secular and progressive decline in the relative demand for low-skilled labour. However, this would assume patterns of benefit dependency to accurately reflect patterns of need. In reality, however, benefit dependency levels are likely to be a reflection of changes in need as well as changes in policy. And although policy presumably reacts to changes in need, there is no reason whatsoever to expect there to be a simple, let alone linear relationship.

Let me illustrate what I mean. In Belgium, the bulk of the massive rises in benefit dependency took place during the late 1970s and 1980s. As we know, oecd economies were experiencing a recession of a magnitude not experienced in decades. The aggregate demand for labour had collapsed and the recession had intensified an already ongoing process of economic restructuring. The global recession and oil shocks had a very strong impact on the still numerous antiquated and energy-intensive companies, resulting in the loss of relatively well-paid, full-time ‘breadwinner’ jobs. In the early 1970s, Belgian industry was, for that matter, even more antiquated than the industries of other countries, at least according to Cassiers, De Villé and Solar (1996).

Many essentially unproductive low-skilled jobs in industry and elsewhere that had until then survived thanks to historically high levels of economic growth were destroyed in a very short period of time. And all this happened at a time when great numbers of youngsters and women were entering the labour market. A substantial rise in the supply of labour coincided with a massive drop in the demand for labour, and this amid many a mismatch – industry workers were not fit for service jobs, male breadwinner jobs were often not appropriate for women entering the labour market.

Benefit programmes (especially early retirement) were expanded (through law, collective agreement, or practice) to manage the social consequences of mass job loss and unemployment. That this expansion occurred was probably entirely justified from a social protection viewpoint, given the particularly dismal circumstances prevailing at that time. It seems probable that many of the older workers (especially those with few skills employed in manufacturing industry) who lost their jobs in the midst
of the recession of the 1970s and 1980s would have been unable to secure an alternative job and hence a decent standard of living. Plant closures often resulted in large-scale, geographically concentrated redundancies. It was difficult for service employment to take up this slack. First, there was often a geographic mismatch. Many services cater locally and are thus spread relatively uniformly across the country. Secondly, there was a skills mismatch; services generally required different and usually higher skills. The result was that service unemployment was unable to absorb many of those who lost their jobs in the industrial sector. The threat of significant poverty rises was very real. Hence the vast expansion of early retirement schemes and the like. Nevertheless, the growth in dependency levels rapidly rose far and above what had been foreseen or implicitly planned – as the literature from the period demonstrates. Mass benefit dependency did not turn out to be a temporary phenomenon either, as it had been hoped it would.

However, economic conditions did improve after the mid-1980s. More importantly, the deteriorating state of public finances increasingly necessitated volume containment. But successive governments encountered great difficulties in getting rising dependency levels under control, even as economic conditions improved and labour demand rebounded. Powerful coalitions of interested parties had formed around many of the benefit schemes implemented to alleviate the social consequences of mass layoffs. Early retirement and invalidity benefits were after all a cheap and easy way for companies to make people redundant. And many workers had come to expect to get what many of their former co-workers had received: early retirement with an attractive financial package. Employees have over the past 20 years constructed fairly strong expectations regarding the possibility of early retirement. Research by Schokkaert, Verhue and Pepermans (2000) shows that workers have a very clear preference for early retirement. Successive attempts by the government and employers to scale back early retirement and to increase the effective age of retirement has encountered enormous resistance from trade unions.

In many neighbouring countries employment rates for older men have recently edged up. In Belgium, the employment rate for men aged 55-65 has remained stable at an exceptionally low level. Perhaps this can be taken as evidence that the exceptionally high rates of benefit dependency among older men in Belgium have increasingly less to do with structural job scarcity. On the other hand, an argument can be made that the economic conditions remain different in Belgium. First, the proportion of low-skilled persons among the older active population – at least in terms
of formal level of education – remains significantly larger in Belgium than it is in neighbouring countries. Second, Belgium still has a relatively high degree of ‘traditional’ recession-prone industrial activity. And thirdly, overall unemployment has remained fairly high. One could therefore argue that there is still an economic rationale to relieve the supply pressure on the labour market through early retirement.

Successive governments were more successful in reducing the numbers on other types of benefits, such as unemployment benefits, around which collective interests were less well organised (and probably less organisable). For example, the part-time unemployment scheme, which had become a very popular form of (more or less) voluntary subsidised part-time employment during the 1980s, was scaled back (although it made something of a return in a different guise). Moreover, over the course of the 1990s, the government was successful in cutting back levels of long-term benefit dependence among certain sections of the unemployed population, particularly among cohabiting claimants – those assumed to be the least needy. Furthermore, the government was ‘successful’ in pushing down (by stealth) the relative value of benefits – relative, that is, to wages (Cantillon, Marx and De Maesschalck 2003). This presumably also had an effect on dependency levels because of the way the erosion of the value of benefits affected the work-dependency trade-off. However, during the same period of time (roughly the 1990s) actual poverty increased markedly, especially among the non-employed population – a sign that social policy had become less responsive to need.

This short sketch does not really prove anything. But I think there are reasons why we should not expect there to be a simple, linear relationship between the time evolution of underlying need and the time patterns of observed dependency levels. The fact that dependency levels did not rise further over the past decade or so is not in itself proof that underlying need has not increased further. Similarly, the fact that dependency levels remain high, even in the context of improved economic conditions, is not in itself proof that the underlying need for compensatory income redistribution remains high. I suspect, moreover, that in the end it may prove very difficult to untangle the role of ‘exogenous’ (trade, technology, deindustrialisation) and ‘endogenous’ factors (corporatism, path dependency) in what we are trying to understand here – the decline of economic self-reliance. It is easy to imagine there being a sequence of causality, starting with exogenous factors playing the major role in the initial expansion of benefit programmes and endogenous factors playing the major role in the further expansion and persistence of such programmes.
The interaction with socio-demographic and other factors

In addition, there is the role of non-economic factors. Non-employment trends are too easily reduced to a labour demand issue. In fact, the increased dependency rate among the low-skilled can only be understood fully if viewed as a product of a complex interaction between economic, social (socio-demographic) and policy factors. This point is perhaps best illustrated by taking the example of single mothers, a population segment with exceptionally high non-employment and dependency rates, especially among the least skilled. The proportion of single mothers has increased in most of the advanced countries. It is now widely accepted that this is essentially a socio-demographic trend that is largely detached from economic and even policy developments. Moreover, benefit policy towards single mothers has become more generous over the past decades, because of a justified concern with the high degree of poverty within this segment, which affects not only the mothers but also their children. One can see quite clearly, then, how an essentially socio-demographic trend, in the context of a benefit policy that has moved towards improved protection has contributed to the increase in non-employment among low-skilled single mothers.

6 Some Direct Evidence that the Capacity for Economic Self-Reliance Has Declined

As I have tried to show, the problem is how to interpret pre-transfer poverty trends. The convenient and indeed common interpretation is that the pre-transfer poverty rate reflects the extent of poverty that would prevail in absence of direct redistribution. Accordingly, the strong rises in pre-transfer poverty can be taken as evidence for a massive decline in the ability to be economically self-reliant. The validity of such an interpretation is, as I have just argued, highly questionable, since it effectively, and implausibly, assumes the absence of behavioural effects. So far, the only thing we can say for certain is the economic self-reliance has declined. But we remain largely in the dark as to the extent to which the ability to be self-reliant has actually declined.

The only direct evidence that is available is for the United States. It comes from various studies by Haveman (Garfinkel and Haveman 1977; Haveman and Bershader 1998), using a poverty measure based on estimated capacity for economic self-reliance, that is, the ability of a family,
using its own resources, to support a level of consumption in excess of the official American poverty line. (This is an absolute poverty line, i.e., a line that rises with inflation but not with general living standards, as does a relative line.) This measure of economic position is said to diverge from transitory events and phenomena, unlike current cash income and also from individual tastes for income relative to leisure. Net earnings capacity (NEC) is designed to measure the potential of a family to generate an income stream (which can then be used to support its members) were it to use its human and physical capital to capacity. Individuals living in those households with the lowest levels of NEC relative to their needs are considered to be the 'truly poor' (Garfinkel and Have-
man 1977).

The NEC of a family is obtained by first estimating what each adult in the household, given his/her capabilities and characteristics, would be able to earn in the labour market if they were to work to capacity (i.e., full-time, full-year market employment), and then summing up these estimates. This value is called the household's gross earnings capacity (GEC). Then, adjustments are made to GEC for both the constraints on working capacity (e.g., due to health, disability) and the expenses (child care) that would be required if all of a household's working-age adults did work at capacity. This yields a household's NEC. If this exceeds the poverty line that household is considered to be self-reliant, if not, it is classified as 'self-reliant poor'.

Using this measure of NEC to examine the size and composition of the self-reliant-poor population from 1975 to 1995, Haveman and Bershader-ker (1998) find that three-fourths of those living in poverty in the United States (in 1995) would not have succeeded in pulling themselves out of poverty even if they had obtained full-time employment. One reason for this is that many of the poor could only have obtained jobs with such low wages that even if they worked at their full capacity, their incomes would have remained below the poverty line.

Individuals with low levels of education were found to have the high-
est levels of self-reliance poverty. More than 40 per cent of the self-reliant poor had an education level that is less than high school (which in the US context is quite a low level of education), and almost another 40 per cent had only a high-school degree. College graduates made up less than 3 per cent of self-reliant poor, half their share in the actual poor. However, it is not just low wages that caused high NEC poverty among the less-skilled. After all, the NEC poverty rate among the least educated (those with less than high school) was ‘only’ 28 per cent, meaning that
the vast majority of the least-skilled were able to be economically self-reliant and actually were so. However, low earnings capacity was a problem in a single-parent context. Single parents constituted the vast majority of the NEC poor in 1995 because the necessary child care expenses reduced their net incomes.

Haveman and Bershadker’s estimate that three-fourths would remain poor even if full-time employed is still on the optimistic side because it assumes that the labour market would be able to absorb all those not working at unchanged wages. More likely, a mass influx of the non-employed would bid down wages. They also found that self-reliance poverty in the United States increased more rapidly and more steadily than official poverty. Perhaps surprisingly, the growth was strongest among the better educated. But this is only true in relative terms – their NEC poverty rates came from almost negligible levels during the mid-1970s. (The NEC poverty rate for college graduates increased from 0.47 per cent to 1.22 per cent, a 5.46 per cent annual rise rate.) In percentage point terms, however, the growth was by far the strongest among the less educated. For those with less than a high-school degree, the NEC poverty rate increased from 12.6 per cent around 1975 to 28.2 per cent around 1995, ‘only’ a 4.59 per cent annual rise rate, but a percentage point difference of almost 16 per cent. Haveman and Bershadker suggest that the deteriorated wage rates for the less educated were an important factor in this rise.

So what we have here then is powerful direct empirical evidence that the ability of the less-skilled to be economically self-reliant has declined. But it is evidence only for the United States and as I will show in chapter 2, the US story is almost certainly not representative for the OECD as a whole, or even for most advanced economies.

7 Conclusion

This chapter has documented the decline of economic self-reliance in advanced welfare states. Economic self-reliance among the working-age population – as measured by benefit dependency and pre-transfer poverty rates – has demonstrably collapsed over the past few decades. This has been an OECD-wide trend, but there is considerable cross-country variation regarding the extent. As I have detailed for Belgium, the trend differences by level of educational attainment are marked. Chronic benefit dependency and pre-transfer poverty have become overwhelmingly concentrated among the least-skilled.
These findings are consistent with recurring claims that the least-skilled are in danger of becoming economically superfluous in advanced economies, a trend which, if true, would render invalid a key assumption upon which modern social protection rests. But the interpretation of observed pre-transfer poverty trends is beset by difficulties. The convenient and indeed conventional interpretation that pre-transfer poverty is largely reflective or at least indicative of underlying need is, as I have argued, scarcely defensible. We remain largely in the dark when it comes to the extent to which job scarcity (or insufficient job expansion) for the less-skilled is really the major factor behind the rises in pre-transfer poverty. In the next chapter we consider this issue in more detail.
2 The Demand Shift against the Less-Skilled

1 Introduction

The findings of chapter 1 appear consistent with the hypothesis that the less-skilled are finding it increasingly difficult to attain a reasonable standard of living in the labour market. But is this a valid perception? The reality is that we have remained pretty much in the dark regarding the extent to which job scarcity (or insufficient job expansion) is really the major factor behind the rises in pre-transfer poverty and benefit dependency.

In this part we look for answers in the available empirical literature, mostly in the field of labour economics. What I attempt here is to collect, interpret and critically assess what I think is some of the most relevant empirical evidence that is presently available. I think this is useful since many recent findings have not yet found their way into the social policy literature and debate.

The principal purpose of this chapter is a review of a sizeable part of the empirical evidence relating to the idea that there has been a structural and inexorable decline in the demand for less-skilled labour which has given rise to large-scale ‘economic redundancy’ and structural dependency on redistribution. Is it true that good jobs are becoming ever scarcer for certain sections of the population, particularly for the less-skilled? Is it therefore true that there is a growing segment of society that is becoming chronically dependent on redistribution? We look not only at the trends as they present themselves; we also weigh the empirical evidence pertaining to the alleged driving forces behind the demand shift, particularly economic globalisation and technological change.
2 Jobless Growth and the Demand for Less-Skilled labour

The golden years of welfare capitalism are often portrayed as an era during which jobs were plentiful, including for those with little or no formal education. The almost uncontested assumption is that things have changed dramatically in this respect. Full employment, arguably the single most important pillar of the modern welfare state, is believed to be one of the main casualties of the post-industrial transition. In *The End of Work* (1995), Jeremy Rifkin argues that the ‘knowledge economies’ in which we live today by nature require an elite workforce. This is a thesis that resonates widely.

The figures show, however, that despite the considerable slowdown in the rate of economic growth after 1973, the rate of per capita employment growth, in the OECD area as a whole, was actually somewhat higher in the decades following the ‘golden’ 1960s than during this period. Employment growth in the post-1973 period was definitely higher relative to the rate of economic growth than was the case in the 1960s. As Standing (1999: 154) puts it: ‘There is no evidence of “jobless growth”. It has been more like an expansion of “growth-less jobs”, in that, despite low rates of economic growth, employment has expanded.’ The first part of Standing’s statement is consistent with all the available empirical evidence. The second part needs qualification in the sense that the rates of economic growth in the post-crisis period have, generally speaking, been more in line with historic averages than the atypically strong growth rates of the late 1950s and 1960s.

The relatively favourable picture in terms of aggregate employment creation does mask massive shifts in the relative demand for different types of labour. Throughout the OECD, the share of industrial employment has been declining fast. The fastest decline has been in the EU, from just over 40 per cent of total employment in 1973 to under 30 per cent towards the end of the 1990s. As Fuchs (1968) has argued and Baumol et al. (1989) have demonstrated, industrial productivity typically grows faster than the average for the whole of the economy because of relatively weak technical changes in services. Thus a constant share of industrial employment requires that industrial output also grows faster than the GDP as a whole. After 1973, however, industrial output grew slower than GDP, as consumer spending shifted towards services, the share of investment declined and there was an increase in the imports of the most labour intensive manufactures of low wage economies (Glyn and Rowthorn 1988; Rowthorn and Ramaswamy 1999). Combined with the faster growth of labour productivity in industry, the result of the slow growth of industrial output was a
declining share of industrial employment. Many of the EU (then EC) countries, particularly in the early 1980s, experienced a collapse of industrial employment.

The loss of industrial employment greatly increased the demands on the welfare state. Manufacturing traditionally provided relatively well-paid, stable employment to male breadwinners. Many of them had no more than a basic education. Often, this was all that was required, in addition to good health, physical strength and skills specific to industrial work. The major declines in industrial employment resulted in large-scale, geographically concentrated redundancies, which (potentially) flooded local labour markets with less-educated labour. It was difficult for the service sector to take up this slack. Firstly, many services (for example wholesale distribution, retail, personal services, etc.) supply a local population and are thus spread relatively uniformly across the country. Secondly, and more importantly, services generally required different and frequently higher skills than manufacturing. Work practices, the culture and the schedules are often completely different. The result was that the service sector was unable to absorb many of those who lost their jobs in the industrial sector. To put it simply, a steel worker found it difficult to get a job as a computer programmer or to adapt to a job as a security guard (see for example Haskel 1996; Glyn and Machin 1997).

Service employment is now approaching three-quarters of all available jobs in several of the OECD countries (OECD 2001). Over the past two decades, employment growth was the most rapid in production and social services. Employment in personal services increased less, comparatively speaking, while the employment share of distributive services remained almost unchanged. However, in most OECD countries, distributive and social services still represent the largest shares of total employment. Only in the US has the producer services sub-sector become as large as the distributive services sub-sector. Within distributive services, the largest share of jobs is in retail trade, while health-related activities are the largest component of social services in most countries. Business and professional services account for the largest share of jobs in producer services, while hotels and restaurants are the largest component of personal services.

While manufacturing industry is often associated with stable, well-paid, breadwinner-type employment, the service sector is associated with job instability, poor working conditions and low pay. Temporary, part-time and low-paid employment have grown in a number of OECD countries during the past two decades, but the pattern is far from universal – while the growth of service sector employment is.
Comparisons of job quality based on measures of working conditions, job satisfaction and pay, reveal no simple dichotomy between the goods-producing sector and the service sector (OECD 2001). Good jobs are not primarily located in the former and bad jobs in the latter. Jobs in hotels and restaurants generally rank poorly across a range of job quality measures, including remuneration. On the other hand, jobs in the goods-producing sector are more likely to be associated with poor working conditions than is the case in many service sector jobs. Also, job satisfaction measures tend to be more favourable for the service industry.

Consistent with general perception, educational levels are generally considerably higher in the service than in the goods sector (OECD 2001). Generally speaking, the services sector is about three times as skill-intensive as the goods sector. But there is also an enormous variation among the services sub-sectors. Educational attainment is highest in producer and social services and lowest in personal and distributive services. There can be no doubt that the service sub-sectors where employment has expanded most over the past two decades – producer and social services – are ‘skill-intensive’ sectors (table 2.1).

Table 2.1  Skill composition by economic sector, OECD average 1998

<table>
<thead>
<tr>
<th>Sector</th>
<th>Ratio low-skill to medium/high skill</th>
<th>Ratio of university to non-university workers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goods-producing – total</td>
<td>1.25</td>
<td>0.07</td>
</tr>
<tr>
<td>– agriculture, forestry</td>
<td>2.79</td>
<td>0.04</td>
</tr>
<tr>
<td>– mining</td>
<td>1.46</td>
<td>0.14</td>
</tr>
<tr>
<td>– manufacturing</td>
<td>1.03</td>
<td>0.09</td>
</tr>
<tr>
<td>– electricity/gas/water supply</td>
<td>0.41</td>
<td>0.15</td>
</tr>
<tr>
<td>– construction</td>
<td>1.47</td>
<td>0.05</td>
</tr>
<tr>
<td>Service sector – total</td>
<td>0.45</td>
<td>0.24</td>
</tr>
<tr>
<td>– producer services</td>
<td>0.24</td>
<td>0.45</td>
</tr>
<tr>
<td>– distributive services</td>
<td>0.67</td>
<td>0.09</td>
</tr>
<tr>
<td>– personal services</td>
<td>1.00</td>
<td>0.08</td>
</tr>
<tr>
<td>– social services</td>
<td>0.26</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Note: ‘Low-skill’ denotes ISCED 0-2; ‘medium-/high-skill’: ISCED 3-7; ‘university’: ISCED 6-7; ‘non-university’: ISCED 0-5.

A host of studies and data support the view that job opportunities have expanded most for those with good educational qualifications and that there has been a contraction for those with no or few qualifications. For example, detailed studies for the UK (Ashton et al. 1999; Gallie 1991; Green 1998; Green, Felstead and Gallie 1998; Gallie 2000; Machin 1996a) show that skill demands have gone up at quite a rapid pace. Even more detailed analysis for the United States has shown that the demands for work skills, education and functional literacy have slowly but substantially increased over the past century (Pryor and Schaffer 1999). The evidence for Continental European countries is almost equally conclusive. Research performed in the context of the ‘Newskills’ TSER project (McIntosh and Steedman 2002) suggests that in Europe, demand for the ISCED 0-2 group has continued to fall relative to the average for higher skill levels. There are, however, exceptions. In Portugal, a rapidly industrialising country, the demand for less-skilled workers, again defined as workers whose educational levels fall within the ISCED 0-2 range (which is a comparatively sizeable group in Portugal), appears to have weakened only moderately. But such evidence goes against the general trend in the majority of OECD countries. The next section looks in more detail at how the less-skilled have fared.

3 Is There Evidence of a Universal and Structural Deterioration of the Labour Market Position of the Less-Skilled?

Underlying the idea that the less-skilled are losing out is something like a unified theory which basically says that low pay and unemployment (and consequently structural need for redistribution) are inexorably on the rise in advanced economies on account of technical change biased against unskilled workers or because of international trade liberalisation and increased competition from newly industrialising countries.

Europe vs. the United States

The classic example given in support of the unified theory is the Europe/US divergence with respect to wages and employment. Persistent high unemployment and weak (service) employment growth in highly regulated Europe has often been presented as the flip side of weak real wage growth and rampant low pay in the United States. The shared driving factor, it is thought, is the OECD-wide decline in the demand for low-skilled labour.
It is a fact that throughout the 1960s and the early 1970s about 67 per cent of the active population was employed in both Europe (EU15) and the US. The US even had higher unemployment rates during this period. By the late 1990s, this had risen to 80 per cent in the US and to only 70 per cent in Europe. (In reality, the difference is even bigger because Americans tend to work significantly more hours). However, feeble job growth in Europe went accompanied by strong increases in real wages, which occurred in a majority of countries on the European continent fairly much across the board. In the United States real wages remained virtually stagnant and fell for significant segments of the population, especially those at or near the bottom. US men at the tenth percentile experienced a decline on the order of 16 per cent in their real wages between the late 1970s and the mid-1990s, while workers at the tenth percentile in six other OECD countries (Australia, Austria, Canada, West Germany, Sweden and the UK) saw an increase of 18 per cent (Bertola and Ichino 1995; Bertola et al. 2002).

It is often claimed that a less dynamic creation of low-paid service jobs is the main reason for the relatively sluggish growth of European employment as compared to the United States. However, the difference between Europe and the United States is rather smaller than generally presumed, at least in this respect. Since 1973, service jobs in Europe have increased, but by some 5 per cent less than in the United States (9.2 vs. 14.5 per cent for the period 1973-1997). However, in Europe the number of jobs in both agriculture and industry have also fallen 4 per cent more than in the United States. The faster decline in the number of jobs in agriculture and industry has been nearly as important as slower growth of services in accounting for Europe’s comparatively poor employment performance.

An analysis by the OECD (2000) for the more recent period 1990-1998 confirms and even reinforces this picture. During this period the EU/US employment gap grew by 3 percentage points. About 80 per cent of this was due to a more rapid contraction in EU goods-production employment, rather than to stronger US gains in service employment.

Still, service sector employment is more extensive in the US. In 1998, 55 per cent of the American working-age population was employed in the service sector, as compared with an average of 40 per cent in the EU area. A disaggregation shows that this is mainly due to higher employment shares for producer, and to a lesser extent social services (which are generally highly skill intensive and well paid), and also to higher employer shares for personal services (which are not skill intensive and often badly paid), like hotel and restaurant work.
It turns out, in other words, that the US has a job surplus relative to most countries not just in low-paid service jobs but equally in highly paid service jobs. This is confirmed by an OECD (2001) study in which, for the purpose of comparison, jobs are classed into three broad wage groups. Jobs (i.e., industry/occupation cells) in every country are assigned to the same wage group as the equivalent job in the US based on its wage and employment structure for 1999. Thus, the comparison becomes one of looking at jobs that are low-, medium- or high-paying by American standards and seeing whether employment in these jobs relative to the working-age population is higher or lower in the EU countries than in the US.

It transpires that the US/EU employment gap cannot be solely or even principally attributed to a surplus of low-paying service jobs. In 1999, the overall employment rate gap between the US and the EU countries was 13.7 percentage points. Around 7.5 percentage points can indeed be accounted for by higher US employment in relatively low-paying jobs. This is consistent with the US employment surplus in personal services: hotels, bars, restaurants, recreation, domestic services, etc. However, the other half can be accounted for by higher US employment in relatively well-paid jobs. This is consistent with the US surplus in social (mainly health) and producer services: business and professional services, financial, insurance and real estate services, etc.

Although the broad pattern generally holds for each EU country, there are important differences within the EU. The jobs deficit relative to the US is particularly large in countries like Italy and Spain, while it is small in countries like Denmark, Sweden, the Netherlands and the UK. For these countries, too, the thesis holds that superior employment performance is not solely related to a proportional surplus of low-paid jobs.

How the less-skilled have fared across the OECD

How, then, does the idea that the labour market position of the less-skilled has deteriorated everywhere stand up to the evidence? There is, as we have seen, a good deal of evidence that job destruction in manufacturing has mainly hurt less-skilled (male) workers and that job creation in services has mainly, though not exclusively, favoured skilled workers. There are certainly good grounds to suspect that the labour market position of the less-skilled may have deteriorated in advanced economies. Yet, contrary to widespread perception, there is no uniform pattern across countries.

The main reason why the perception is so prevalent is probably due to the fact that at least some countries where the labour market position
of the less-skilled has deteriorated markedly. Without a doubt the most remarkable example is the US. American men with low levels of educational attainment have seen a dramatic drop in real hourly wages over the past 25 years: the real hourly wages of male high school drop-outs (those without at least higher secondary education) have fallen by almost 30 per cent since the early 1970s. The pay of the average high-school graduate (roughly equivalent to upper secondary education) has fallen by 17 per cent during the 1973-1999 period. By contrast, hourly earnings of workers with a college degree (first university degree level education) earned about 5 per cent more and those with an advanced university degree 20 per cent more (Krueger 2002).

Interestingly, however, the trend has not linear character. Most of the increase occurred during the 1980s. The 1990s were a period of relative stability. This seems inconsistent with the view that global forces like globalisation and technological change are behind the increase. After all, technological progress did not slow down during the 1990s and globalisation intensified (for example if measured by international trade-flows and investments). Furthermore, the decline of the earnings of the less-skilled has occurred in the context of a general increase in wage dispersion in the US. The increase of inequality between skill groups provides only part of the explanation. The within-group rise in inequality has been as impressive, suggesting that other forces than skilled-biased change must have been at work (Juhn et al. 1993).

The US is not the only country where the less-skilled have fared less well than the rest of the population. In the United Kingdom, too, the less-skilled have fared less well than the better-skilled. Using micro data from the New Earnings Survey (NES) Prasad (2002) shows that wage inequality in the UK rose quite sharply in the 1980s and continued to rise moderately through the mid-1990s (see also Dickens 1996; Machin 1996b). In contrast to the US, earnings inequality in the United Kingdom increased mostly at the top of the distribution. It has remained essentially unchanged since the latter half of the 1990s. Shifts in the structure of employment – including changes in the occupational and industrial composition of aggregate employment – are shown to have had important effects on the evolution of wage inequality. The biggest change is in the inequality among occupational groups which, by the measure used, doubled between 1975 and 1999, with most of the increase taking place during the 1980s. (Occupation is taken as a proxy for skill since education is not available as a variable in the NES.) However, as in the US, changes in within-group inequality are shown to account for a substantial fraction of the rise in wage disper-
sion that has occurred over the last 25 years. (In addition, there has been a significant convergence of the wage distributions for men and women; this has had a stabilising effect on the overall wage distribution.)

Such evidence for the US and the UK has often been extrapolated to the industrialised world as a whole. The reality, however, is that the United States and the United Kingdom are not representative for what has happened elsewhere in the OECD area. There are some other countries where earnings inequality has increased markedly. Barrett, Callan and Nolan (1997) find, for example, a large growth in earnings dispersion in Ireland in 1987-1994, much of which is accounted for by increasing returns to education. New Zealand too has seen a marked increase in earnings inequality (Martin 1995; Borland 1999).

But in most Continental European countries, earnings dispersion appears to have remained fairly stable. The available data series are generally less comprehensive and perhaps even less reliable than those for the United States or the UK. The principal data source is the OECD data base on earnings, which has its limits. Only full-time workers are included and earnings data is for a number of countries derived from administrative sources, such as social security records. This means that part-time workers and often also temporary workers are inadequately covered. Also, non-wage benefits, which are an important form of remuneration in high tax Europe, are not included. Nevertheless, income dispersion time series for Continental European countries covering the 1980s and 1990s show a really remarkable degree of stability on the earnings inequality front (OECD 1996).

This picture of stability is confirmed by more detailed country-specific studies like the ones for Germany (Becker 1998; Hauser and Becker 2001), or for Austria by Gusenleitner et al. (1996). For France, there is even evidence of a sustained decline in earnings inequality during the 1980s – continuing a trend measured since the late 1960s (Friez and Julhès 1998). The bottom decile in particular has continued to move towards the median, with, as Atkinson (1999a,c) notes, the time pattern much in line with the rise of the SMIC. For the Scandinavian countries as well the evidence points to relative stability (Aaberge et al. 1997; Gustafson et al. 1999; Gustafson and Uusitalo 1999; Statistics Finland 1999). In Sweden, earnings inequality did increase somewhat, but it from an extremely low base level.

Using LIS data, Acemoglu (1999b) has attempted to estimate the evolution of male skill premiums in a number of OECD countries, including a fair number of European countries for which these types of informa-
tion are difficult to find in the literature (e.g., Belgium, Denmark, Finland, Germany, the Netherlands, Norway, Sweden). The use of LIS data for this kind of exercise is fraught with difficulties but the broad picture that emerges is nevertheless indicative. Acemoglu’s (1999b) estimates suggest that, during the 1980s and 1990s, skill premiums have remained fairly stable in most European countries. In some countries the tendency was even more towards a decline rather than an increase.

The familiar objection, of course, is that the comparative stability of wage dispersion in Continental Europe is due to labour market and particularly wage setting rigidities and that wage dispersion stability has come at the cost of worsened unemployment and non-employment among the less-skilled.

While it is well documented that both unemployment and non-employment are far more prevalent among the less-skilled, there is much less clear evidence that, during the past couple of decades, unemployment and non-employment rates for the less-skilled have risen more strongly as compared to those for other skill groups. This is in part due to a lack of data. While there now is rather extensive data available on current employment and unemployment rates by level of educational attainment (see OECD publications ‘Employment Outlook’ and ‘Education at a Glance’), time series that cover more than 10 years or so remain quite scarce.

The time series data that is available offers a picture that is far less clear-cut than is often suggested. Nickell and Bell (1995) bring together data on male unemployment rates by education from 15 OECD countries. For most countries, the data cover the period from the mid-1970s to the late 1980s or early 1990s. For some countries (Norway, Sweden, the UK and the US) there is even data spanning a wider time frame. They find that, in line with general perception, unemployment rates for the less-skilled increased substantially over this period in just about every country included in the study. However, if one looks at relative unemployment rates for the less-skilled the picture becomes more complicated. Relative unemployment rates for the less-skilled can be seen to have increased in some countries, but not everywhere. In some countries, unemployment rates for the less-skilled actually rose less in proportionate terms than for the more-skilled. Moreover, the time patterns of these relative unemployment rates are rather erratic for most countries, i.e., measurement year and the economic circumstances at that point matter a great deal. Interestingly, there is also no evidence that the unemployment situation of the less-skilled deteriorated less in countries where wage inequality increased. In the United States, the unemployment rate for the less-skilled
doubled between the early 1970s and early 1990s, a period of vast wage deterioration for the less-skilled. In the UK, too, an impressive increase in wage inequality during the 1980s did not prevent the unemployment rate for the less-skilled rising fourfold. In both countries, however, the relative unemployment rate for the less-skilled remained stable, with only a temporary rise in the US during the mid-1980s. Data gathered by the OECD for both men and women for the period 1981-1994 confirm a general increase in unemployment rates for the less-skilled in 9 OECD countries (Canada, Denmark, France, New Zealand, Norway, Spain, Sweden, UK and US). But the OECD study finds, much in line with Nickell and Bell, that the rises for the less-skilled were in most countries roughly proportional to those for the highly-skilled.

There are several points to be made here. First, one can argue that the percentage-point increases are more relevant (especially from a social policy standpoint) than the relative unemployment rate increases. A tripling of the unemployment rate for the highly skilled from 1 to 3 per cent is arguably less dramatic in its impact than a tripling of the unemployment rate for the less-skilled from 4 to 12 per cent. Comparisons of the ratio of unemployment rates do not convey an accurate picture of differences in the probability of having work. This is true, but part of what we are doing is trying to establish whether increased unemployment (in Europe) is the flip side of increased earnings inequality (in the US) and whether advanced economies are faced with a worsening trade-off between unemployment and low pay among the low-skilled. A second point is that the overrepresentation of the less-skilled is more likely to show up if one looks at long-term unemployment rates. Time series evidence on this is even scarcer, but it is undisputable that long-term unemployment has increased right across the OECD, that it remains quite persistent, even in countries that are doing well in economic terms and that the less-skilled are heavily overrepresented among the long-term unemployed. A third point is that ‘unemployment’ is too strict a measure of involuntary or at least problematic labour market exclusion of the less-skilled. A good argument can be made that less-skilled workers are more prone to discouragement and hence labour force withdrawal.

For the latter reason, it may be more appropriate to look at what has happened with (non-)employment rates. Again, data is not abundantly available. The OECD now provides time series data on employment rates by educational attainment, but this data series only starts in 1995. Glyn and Salverda (2000b) have compiled what is probably the most comprehensive set of data on employment rate trends by educational attainment,
at least for a wide range of OECD countries. These rates were derived from Labour Force Surveys data.

Unlike the above cited studies by Nickell and Bell and the OECD, Glyn and Salverda (2000) do provide employment rates by relative level of educational attainment, i.e., by educational quartile. As they rightly point out, the cross-temporal comparison of employment rates by actual level of educational attainment is troublesome because the proportion of the population with a certain level of educational attainment has changed over time. For example, in Belgium the proportion of the working-age population with a low level of education (ISCED 1 or 2) has halved in scarcely two decades, while the proportion of the highly educated tripled. ‘Hence the deteriorating employment position of the less-skilled (defined in this way) may reflect a process of sorting, whereby the shrinking membership of the bottom educational category is increasingly confined to those with other disadvantages in the labour market (in terms of intellectual capacity, attitude and so forth). Plausibly, the distribution of talents among the population remained the same but the mapping over the range of formalised educational categories changed’ (Glyn and Salverda 2000: 37). This argument is legitimate but it is nevertheless unfortunate that they only present employment rates by educational quartile and not by formal level of educational attainment, upon which the former are calculated. The raw figures would be better comparable with those contained in other studies and national statistics. Also, educational quartile is a rather abstract and broad category which may be internally heterogeneous. This is probably especially true as far as the crucial first and fourth quartiles are concerned.

Employment and wage inequality trends for men have been compiled in table 2.2 and figure 2.1, adapted from Glyn and Salverda 2000. This table contains the earnings and employment inequality trends which we have discussed. In addition, the table contains an inequality index, which is a kind of summary index reflecting both employment and wage inequality trends. One might raise all kinds of objections against simply adding up an absolute employment rate difference and a ratio measure of wage dispersion. But this inequality index nevertheless offers a convenient, albeit rough, summary measure. This table leaves little doubt that the general tendency is towards rising labour market inequality. But three things are striking. First, the deterioration, where it has occurred in substantial measure, has not been linear and progressive. The 1990s in many countries were a period of stability compared to the period before (e.g., United Kingdom and the United States) or even of declining inequality.
(e.g., Canada and France). Second, the extent of cross-national diversity is striking. In some countries, labour market inequality has increased quite strongly (in Ireland, the US, the UK and New Zealand), while in other countries the increases have been moderate at most (France, Germany, the Nordic countries). This extent of cross-national diversity does not appear to be consistent with the idea that universal, global forces such as increased competition from low-wage countries and technical change are driving up inequality. Third, there is little evidence that increased wage inequality is the flip side of increased employment inequality. There is, in fact, striking, that in some countries, like the UK, earnings and employment inequality increased at the same time.

Table 2.2 Employment, wage and labour-market inequality trends, men 1970s-1990s

<table>
<thead>
<tr>
<th>Employment differences Q4-Q1, % point annual change</th>
<th>Wage dispersion D9/D1, % point annual change</th>
<th>Inequality index (Q4-Q1) + d9/d1</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>0.9</td>
<td>0</td>
</tr>
<tr>
<td>Canada</td>
<td>0.4</td>
<td>-0.1</td>
</tr>
<tr>
<td>Australia</td>
<td>-0.1</td>
<td>0.8</td>
</tr>
<tr>
<td>New Zealand</td>
<td>1.4</td>
<td>0.6</td>
</tr>
<tr>
<td>UK</td>
<td>0.4</td>
<td>1.3</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Finland</td>
<td>0.5</td>
<td>0.9</td>
</tr>
<tr>
<td>France</td>
<td>1.3</td>
<td>0.4</td>
</tr>
<tr>
<td>Germany (W)</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.6</td>
<td>3.5</td>
</tr>
<tr>
<td>Italy</td>
<td>0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.4</td>
<td>-0.6</td>
</tr>
<tr>
<td>Norway</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Spain</td>
<td>0.5</td>
<td>0.9</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.4</td>
<td>-0.1</td>
</tr>
<tr>
<td>Switzerland</td>
<td>0.8</td>
<td>1.1</td>
</tr>
<tr>
<td>Japan</td>
<td>0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Source: Glyn and Salverda (2000).
So far, much of the above discussion has focused on men. This is simply because most of the available empirical inequality-trend studies focus exclusively on men. One naturally wonders whether patterns are different for women. Less is known about employment and earnings differentials trends for women. This relative lack of data is unfortunate because the proportion of households where women are the principal if not sole breadwinners has increased significantly over the past decades. In addition, the differential proliferation of double earnership has had a significant impact on poverty and income inequality.

Figure 2.1 Changes in male employment and earnings inequality (1970s, 1980s, 1990s), OECD countries

Note: Each point represents the annualised rate of change during a 10-year time period.

Source: Based on Glyn and Salverda (2000).

There are reasons to expect differences between trends for men and women. The two major trends of the past two decades, the fast decline in agricultural and industrial employment on the one hand and the growth of service employment on the other may have affected men and women differently. Particularly with respect to Europe, one might think that low-skilled men lost out because the fast decline in industrial employment, whereas low-skilled women missed out because of the slow increase of
service employment. It is known that in most advanced economies substantial employment rate gaps exist between less and more highly educated women, but less is known how differences have evolved over time. In a paper that follows up on previous work and uses much of the same methodology, Glyn (2001) shows that employment rates for women in the first educational quartile have generally remained stable in Europe over the past two decades, in contrast to the substantial drops in employment for less-skilled men. In fact, there are quite a number of countries where less-skilled female employment has gone up substantially, most notably the Netherlands and Ireland – be it from comparatively low base levels.

Finally, research (see most notably OECD 2002b) suggests that less-skilled workers are overrepresented in temporary jobs, and that mobility into permanent (and generally better-paid) employment is lower for less-educated workers. Also, significant numbers seem to cycle among temporary jobs, unemployment and non-employment for extended periods of time. Again, while such evidence exists for some countries (most notably the US and the UK), less is known about the situation in other countries.

On the worsened ‘trade-off’ between unemployment and low-paid employment

Which brings us to the whole issue of the trade-off between unemployment and low-wage employment. The unified theory predicts that in the context of a structural and irreversible decline in the demand for low-skilled labour, countries are forced to choose between either more low-paying jobs or more unemployment among the less-skilled. Similarly, it is argued that Europe’s high minimum wages are becoming increasingly detrimental to less-skilled employment, especially in the service industries (Iversen and Wren 1998). The idea that welfare states increasingly face a trade-off between employment and wage equality is recurring theme in the contemporary welfare state literature (see, for example, Esping-Andersen 2002; Hemerijck 1999; Scharpf and Schmidt 2000).

But is it necessarily the case that a reduction in unemployment has a price tag of more low-paid work attached to it? It is easy to demonstrate that there is no simple correlation between wage dispersion trends and either employment and unemployment trends (figure 2.1). Similarly, a high level of wage dispersion – a high incidence of low pay – is not systemati-
cally associated with less unemployment or higher employment among the less-skilled.

A number of studies have looked in more detail and with more sophistication at the relationship between earnings dispersion and employment performance (Blank 1995; 1997a). The OECD (1996) found no significant relationships between employment rates for the low-skilled and the incidence of low pay. The OECD study remarkably (for contrary to OECD policy doctrine) concludes ‘that unemployment rates for the most vulnerable groups in the labour market – women, youngsters and the low-skilled – do not tend to be consistently higher in countries where low-wage work is more prevalent.’ Similarly, the OECD finds that employment rates for the less-skilled are not systematically higher in countries where low-paid work is more prevalent.

Nickell and Bell (1995), too, did not find evidence that the employment effects of the drop in the demand for less-skilled labour were any more severe in countries where increases in wage dispersion were small. Card et al. (1999), in a study comparing France and the US to Canada, concluded ‘consistent with the view that labour market institutions are more rigid in France, and more flexible in the US, we find that relative wages of less-skilled workers fell most in the US, fell somewhat less in Canada and did not fall at all in France. Contrary to expectations, however, we find little evidence that wage inflexibilities generated divergent patterns of relative employment growth across these countries’.

The finding that there is no simple relationship between wage compression and employment is confirmed by more detailed cross-country comparative studies. Freeman and Schettkat (2000) have looked in more detail at the question of whether the expansion of jobs in low-wage services in Europe is restricted by high wages. With services now the main sector source of employment growth this question is indeed crucial. They examine this through a detailed comparison of the role of low-wage services in the US and Germany. They find a clear low-wage service jobs deficit in Germany – much in line with general perception and with recent OECD studies (2000 and 2001). But they also show that this is not due to excessively high German wages. Surprisingly, relative wages in low-wage sectors are extremely similar in the two countries. This is a striking finding given the much wider overall wage distribution in the US. The explanation for this phenomenon is, according to Freeman and Schettkat (2000b), the much greater intra-industry wage dispersion in the US, producing similar industry mean wages as the much narrower German distribution (see also Beaudry and Green 2000).
Other studies, however, do point towards a link between earnings dispersion and employment performance. Blau and Kahn (1996) conclude that the greater wage dispersion in the US is associated with smaller differences in employment rates than in the six Continental European countries included in their study. In a follow-up study Bertola, Blau and Kahn (2002) find that, controlling for country – and time-specific effects, high employment is associated with low wage levels and high levels of wage inequality. However, it is crucial to emphasise that this is a result that only turns up in the residuals as country and period fixed effects account for a very large proportion of labour market performance variation. These country effects reflect, among other many factors, the impact of education systems and institutions – on which more below.

Thus, there is no unequivocal confirmation or rejection of the view that rising wage dispersion is the necessary price to pay for maintaining employment at the bottom end of the labour market. More refined models do suggest that wage levels and wage dispersion affect employment to some extent. Indeed, the evidence in support of the sophisticated models developed Blanchard and Wolfers (2000) and Bertola, Blau and Kahn (2002) is compelling. But this is not the point. What is important is that, contrary to what is often widely assumed in the policy discussion, wage dispersion is not the dominant factor that explains why the less qualified are more employed in some countries than in others.

Moreover, a very high degree of wage flexibility does not guarantee high employment and low unemployment among the most vulnerable. In other words, a high degree of wage dispersion is neither a necessary nor a sufficient condition to achieve a high employment rate, especially among the less-skilled. Richard Freeman (1995) has drawn attention to what he has called ‘the limits of wage flexibility to curing unemployment.’ The US, for instance, has one of the most flexible labour markets in the OECD area, if not the most flexible, and people have, generally speaking, every incentive to work. Long-term benefit dependence is for many Americans, especially men at working age, not an option, let alone a comfortable one. However, unemployment and non-employment rates for less-educated Americans – those who have not completed upper secondary education – are as high as elsewhere in the OECD area, including many of the European countries where low-wage work is far less prevalent and the less educated command far higher real wages (Murphy and Topel 1997; Mishel and Bernstein 2003). Those without a upper-secondary education diploma make up a substantially smaller proportion of the work force than in most European countries but an essentially similar picture emerges if one compares
unemployment and non-employment rates for the bottom 25 per cent of the labour force ranked by educational attainment (OECD 1997; Glyn and Salverda 2000).

4 The Role of Trade and Technological Change Empirically Assessed

To recapitulate, our main findings thus far are as follows: First, there is clear and consistent evidence that skill demands have gone up in advanced economies; second, the labour market position of the less-skilled has deteriorated in many countries, but not everywhere to the same extent; third, while there is evidence that earnings levels and earnings dispersion affect employment outcomes to some extent, there is no evidence of a severely worsened trade-off between low pay and unemployment.

Let us now look at the empirical evidence from an entirely different angle, not from the viewpoint of observed outcomes, but from the viewpoint of theory. Two lines of argumentation feature prominently in the literature. First, the expansion of trade and economic globalisation is said to hurt employment and earnings of less-skilled workers in advanced economies and hence, their ability to be economically self-reliant. Second, technological change is said to make much of the less-skilled work redundant while at the same time increasing the demand for highly skilled workers.

Trade and globalisation

The claim that trade hurts less-skilled workers in advanced economies is both straightforward and plausible. In the global economy (i.e., an economy with more international trade because of fewer trade barriers and lower costs associated with trade) more developed countries are increasingly open to trade with less developed countries where low-skilled labour is both cheap and abundant, and where, as a result, goods of a labour-intensive kind can be produced at a lower price. The result is that unskilled workers in more advanced countries are inevitably disadvantaged in one way or another. Either they must accept lower wages or, if their wages are maintained by union power or by protective legislation, then they must face an increase in their risk of unemployment.

Robert Reich (1991) is arguably the writer who most eloquently and influentially set out the claim. In *The Work of Nations* he argues that the future lies with high-skilled, creative ‘symbolic analysts’. The claim is that
people with few talents and qualifications will increasingly have to settle for low-paid, precarious service jobs, or find no employment at all.

He points to the changing nature of production among the highly competitive advanced industrialised nations. Standardised mass production, he argues, has given way to custom-tailored products. Reich calls this a shift from 'high volume to high value' production. Specialty factories are replacing mammoth plants and the result is that large corporations are breaking up into independent, specialised units. This calls for creative specialists with extensive skills and education. It does not require, as in the past, a large work force with only general skills.

Second, companies are said to have lost their national character. It is increasingly common to find a company headquartered in Europe or the US, but with research, design, and production facilities spread over Western Europe, Japan and North America; additional production facilities in Eastern Europe, Southeast Asia and Latin America; marketing and distribution centres on every continent; and lenders and investors in Europe and North America. As production and services move freely across borders, the decision to locate a facility depends on where a company can find the most talented and experienced workers.

The underlying reasoning here is partly based on the well-known Heckscher-Ohlin theorem which states that, in an international economy, it is in a country’s interest to focus on activities in which it enjoys a comparative advantage. In the case of advanced economies, these are mainly technology and knowledge-intensive activities. Growing free trade and increasingly cheap transportation and communications allow an economically more efficient geographical distribution of the production process: research and development mainly in advanced economies with many high-skilled workers and a technological advantage, and mass production mainly in developing economies with an abundance of cheap low-skilled labour. Thus, the low-skilled in the Western world would eventually only be able to find work in location-bound, non-exportable services requiring few qualifications.

Reich divides post-industrial employment into three broad categories: 'symbolic-analytic' services, 'routine production' services, and 'in-person' services. The first of these are carried out by engineers, scientists, consultants and other ‘mind workers’ who engage in processing information and symbols for a living. These individuals, who make up roughly 20 per cent of the labour force, occupy a privileged position in that they can sell their services in the global economy. They are well-educated and will occupy an even more advantageous position in society in the future.
Routine production workers and in-person service workers will fare much worse in the new economy, according to Reich. Routine production workers include those who perform repetitive tasks – assembly line workers, data processors, foremen, and supervisors. Examples of in-person service workers are waitresses, nurses, and child care workers. These two categories of workers do not compete on the global level and are at a considerable economic disadvantage. This is especially true of routine producers. The future of service workers is less clear-cut since their services are in demand by symbolic analysts.

The economic fates of these segments are diverging; Reich claims, ‘All used to be in the same economic boat. Most rose or fell together, as the corporations in which they were employed, the industries comprising such corporations, and the national economy as a whole became more productive – or languished. But national borders no longer define our economic fates. We are now in different boats, one sinking rapidly, one sinking more slowly, and the third rising steadily.’

As I indicated, the idea that global trade hurts the less-skilled has a theoretical basis in the Heckscher-Ohlin and Stolpher-Samuelson models (Dixit and Norman 1980; Kanbur 2000; Krugman 1995b; Richardson 1995). The reasoning contained in these models is somewhat more complex than the popular claim as espoused by Reich, but the predictions following from these models are essentially the same: less-skilled labour in advanced economies is destined to suffer from enhanced global trade.

In the basic Heckscher-Ohlin model a country that is well endowed with skilled labour can produce skill-intensive goods at a lower relative cost than economies that are less well endowed. These countries therefore focus their production activities on skill-intensive goods, exporting these in exchange of goods whose production makes intensive use of the scarce factor, unskilled labour. Trade in the skill-intensive goods will occur when their world price exceeds the price that would prevail in the absence of trade. Consequently, the export of these goods increases the demand for it. The increase in demand through exports raises the relative price of the abundant factor. Moreover, any increase in the price of the exported good will increase the wage return to the factor used intensively in its production – skilled labour in the case of advanced economies – and thereby decrease the relative wage return to their scarce factor, low-skilled labour. Hence, in the Heckscher-Ohlin framework, the relative wages for scarce (unskilled labour) and abundant (skilled labour) are determined through product prices on world markets. Note that relative factor abundance or
scarcity are the key factors that shape world trade, and prices of traded goods and returns to the factors used.

The Heckscher-Ohlin and Stolper-Samuelson models predict relative wage changes, where wages for skilled and unskilled workers adjust to absorb the changes in demand for their services. If the wage for low-skilled workers is not downwardly adjustable, either through institutional constraints, such as the minimum wage, because of a reservation wage floor set by benefits, then the result will be falling employment rates for the less-skilled in the advanced world.

It is well documented that international trade has expanded. Interestingly, though, the expansion has not been continuous over time. World trade in relation to output grew from the mid-1800s to 1913, fell from 1913 to 1950 because of two world wars and protectionist policies implemented during the great depression of the 1930s, and then surged after 1950. Only in the 1970s did trade flows reach the same proportion of output as at the turn of the previous century, a result of the easing of tariffs and quotas (through the various rounds of negotiations under GATT and the WTO), more efficient and cheaper communications, and falling transportation costs.

One common objection is that trade with less developed countries remains rather marginal in GDP terms. But as Slaughter and Swagel (1997) point out, the ratio of exports to total output likely understates the degree of product market globalisation. More and more output in the advanced economies consists of largely non-tradable services: education, government, finance, insurance, real estate, wholesale and retail trade. A more accurate measure of the importance of trade, according to Slaughter and Swagel (1997), is merchandise exports as a share of tradable goods only. This alternative measure shows a much larger role for trade.

Moreover, from a theoretical viewpoint it is not necessary that trade be intensive. The threat in itself is enough to undermine the bargaining position of the less-skilled. And there can be no doubt that with falling communication and transportation costs, and with diminished institutional (free trade agreements) and technological (communication) barriers the threat is very real.

Let us now turn to the empirical evidence on the impact of trade on the labour market position of the less-skilled. Arguably the most influential study until roughly the mid-1990s was the one by Wood (1994 1995) which asserted that increasing competition from ‘the South’ was having a major impact on wages and employment of the less-skilled in the North. Wood’s study was for the 1970s and 1980s, a period when rising wage inequality in the US and rising unemployment in Europe coincided with increased
competition from the Asian rim countries. Wood implied, rather than demonstrated, a causal link. His claim, however, falls apart for the 1990s. The 1990s, when the expansion of trade accelerated, were after all characterised by stability and even improvement of the labour market position of the less-skilled on both sides of the Atlantic.

During the 1990s there developed a quite extensive body of economic literature, some of it quite sophisticated in terms of the econometric techniques used (Alderson and Nielsen 2002; Baldwin 1995; Borjas and Ramey 1995; Borjas et al. 1997; Burtless 1995; Cornia 1999; Davis 1998; Dewatripont et al. 1999; Feenstra and Hanson 1999; Gaston and Trefler 1994; Hahn 1998; Hanson and Harrison 1995; Lang 1998; Lattimore and Wooding 1996; Lawrence and Slaughter 1993; Leamer 1996; Lindert and Williamson 2001; Sachs and Shatz 1996; Strauss-Kahn 2001). The findings from these studies show a large degree of consistency, despite sharp differences and debates over methodology. The broad consensus of the research is that import competition accounts for only a modest part of increased income inequality. Estimates of the share of increase in inequality accounted for by trade range from zero to one-third, with nearly all indications falling in the lower part of the range. What is particularly noteworthy is that several very different methodologies have been used to estimate the contribution of trade, but almost all of the approaches found that the contribution is small. The studies that exist for the other advanced economies suggest similarly small effects of imports on wages and employment.

In Desjonqueres, Machin and Van Reenen (1999), for example, a range of empirical tests of the orthodox trade hypothesis is presented. These tests vary from looking at cross-country patterns (involving seven countries) of changes in wages and employment structure, to disaggregated analysis of what has happened in specific industries. They find that, in contradiction to the predictions of the Heckscher-Ohlin model, the within-industry (trade vs. non-trade sectors) shift towards the increased use of skilled workers makes up by far the largest component of the overall increase in the use of skills. Similarly, Berman, Bound and Griliches (1994) found for the US that approximately 70 per cent of the overall shift in labour demand was due to a within-industry demand shift towards highly skilled labour.

These studies are not necessarily inconsistent with the widespread view that expanding global trade is shaping economies and labour markets, but they do suggest that the implications are less straightforward than those suggested by the simple Heckscher-Ohlin framework. This framework which is so central to many an argument is after all a highly abstract one.
that only holds under a range of assumptions. Atkinson (1999c), for example, argues that a simple two-bloc model is scarcely defensible. He argues that at least a distinction within the developed OECD countries between the US and Europe is required. But once such a distinction is made, the predictions of the Heckscher-Ohlin model alter and become less straightforward than those flowing from the standard model. More elaborate and (usually less accessible) theoretical refinements of the basic Heckscher-Ohlin model come to similar conclusions (Johnson and Stafford 1999).

That the impact of globalisation on wages remains limited is most tellingly illustrated in a study by Freeman and Oostendorp (2000). Using ILO wages survey data they construct a consistent data file on pay in 161 occupations in over 150 countries from 1983 to 1998 to examine the pattern of pay across occupations and countries. They find that wages in the same occupation vary greatly across countries measured by common currency exchange rates and measured by purchasing power parity. They also find that cross-country differences in pay for comparable work increased, despite increased world trade. They suggest that rather than globalisation, the principal forces that affect the occupational wage structure around the world are the level of gross domestic product per capita and unionisation/wage-setting institutions.

In conclusion, the growing importance of international trade is undisputed, as is the fact that there is a tendency towards economic globalisation. But the empirical research available to date suggests a rather limited impact on the overall labour market position of the less-skilled.

**Skill-biased technological change**

Technological change is widely seen as the single most important and ubiquitous force (since it quickly diffuses across international borders) increasing the relative demand for better-educated, more highly skilled workers and reducing the demand for less educated workers. Low-skilled, routine jobs, done by clerical and production workers, can be automated and replaced by computers more easily than professional or managerial jobs. At the same time, computers complement skilled workers, increasing the return on the creative use of information (Levy 1996).

There is overwhelming anecdotal evidence of technological advances working against the less-educated. Robots have replaced large numbers of low-skilled workers in manufacturing and computers and other office automation technologies are replacing low-skilled workers in the service industries. The idea that computers complement highly skilled workers is
supported by the key fact that highly skilled workers—particularly university-educated workers—are much more likely to use computers at work.

As some authors have argued, the impact probably goes beyond direct substitution. Lindbeck and Snower (1996) and Snower (1998) have argued that advances in computer and telecommunication technologies are the main source of an ‘organisational revolution’ that has encompassed changes to the organisation of authority within firms, to the organisation of design, production and marketing activities, and the breakdown of traditional occupational barriers. Similarly, Bresnahan (1999) suggests that the main impact of computers has been through ‘organisational complementarity’ between computer systems, changes in work organisation, and high-skilled workers. He argues that because of computers and technology, a wide range of managerial functions now call for more complex cognitive and analytical skills (see also Bartel and Lichtenberg 1997).

Contrary to the outright and almost universal rejection of the (rudimentary) globalisation thesis, quite a lot of empirical evidence has sided with the technology argument (Acemoglu 1998, 2002; Allen 1996; Autor and Katz 1998, 1999; Berman and Machin 2000; Cappelli 2000; Doms et al. 1997; Haskel and Heden 1998; Haskel and Slaughter 1998; Haskel 1999; Krueger 1993; Loyd-Ellis 1999; Machin and Van Reenen 1998; Manacorda and Manning 1999). A host of other studies have attributed the much-studied rise in US wage inequality to ‘skill-biased change’ across industries and firms (Bound and Johnson 1992; Berman, Bound and Griliches 1994; Krueger 1993; Johnson 1997). Katz and Autor (2000), for example; find that in the United States the relative demand for college graduates grew more rapidly on average during the past decades (1970-1995) than during the previous three decades (1940-1970). They also find that the acceleration in demand shifts for more-skilled workers in the 1970s and 1980s relative to the 1960s is entirely accounted for by an increase in within-industry changes in skill use rather than between–industry employment shifts. Industries with large increases in the rate of skill upgrading in the 1970s and 1980s versus the 1960s are those with greater growth in employee computer usage, more computer capital per worker and larger investment as a share of total investment. They suggest that the spread of computer technology may ‘explain’ as much as 30-50 per cent of the increase in the rate of growth of the relative demand for more-skilled workers since 1970.

In a similar vein, Berman, Bound and Machin (1998) show that substitution towards skilled labour has generally taken place within industries across a range of OECD economies (Denmark, France, Germany, Japan, Sweden and the United Kingdom) rather than reflecting the decline of
less-skill-intensive industries, and it has been strongest in industries producing machinery, including computers, electrical components, etc.

While there is considerable agreement among economists that skill-biased technical change has been an important factor in the rises in inequality in the United States and elsewhere, this consensus is not universally shared. Card and DiNardo (2002) point out that a fundamental problem for the ‘skill-biased technological change’ hypothesis is that wage inequality stabilised in the 1990s, despite continuing advances in computer technology.

I already made short reference to Dennis Snower’s argument that organisational change may account for the rise in earnings inequality in the United States and the United Kingdom, particularly the puzzling rise of within-education group inequality. His argument is that the transition from an industrial, Tayloristic economy to a post-industrial, customer-oriented economy has brought fundamental change in the division and organisation of work. Specifically, he argues that in the Tayloristic era, workers’ tasks used to be defined by the rigid operation of single-purpose machines, that tasks were simple and repetitive, and that little training was needed to perform them. Under those circumstances, workers’ performance at any particular task tended to be quite homogenous and this was reflected in the dispersion of pay. Increasingly, he argues, workers have had to interact with flexible machines and computerised equipment and they have been given the discretion to perform different sets of complementary tasks. In addition, social competence, the ability to interact directly with customers, has become more important. As a consequence, their performance has become more idiosyncratic and employees’ dispersion of productivity has grown. After all, people differ enormously in their versatility across tasks and their personal interaction skills. Whereas previous technologies and organisational structures hid these differences, the new economic environment allows these differences to manifest themselves in job performance. Consequently, inequality may be expected to rise within any one particular education group.

Although interesting and plausible, Snower’s theory suffers from the same weaknesses as the other ‘technological change’ explanations. The timing does not seem to fit (it assumes that there was a torrent of organisational change in the 1980s and early 1990s – when inequality soared – which was proceeded and followed by periods of organisational inertia) and it seems difficult to square with the fact that wage inequality only increased in several of the advanced economies. It is hard to imagine that organisational changes were confined to the United States and the United Kingdom, although they may have been more pronounced there.
Accounting for Divergent Country Trajectories: The Role of Education, Institutions and Social Norms

Empirical support for the two most popular theories predicting an inexorable rise in inequality is inconclusive to say the least. In addition, there remains the empirical fact of the important cross-national differences in inequality trends. The dominant picture is one of enormous cross-national diversity, not one of rising inequality across the board.

In a similar vein, there is the fact that the low-pay/unemployment trade-off does not hold. There is no consistent relationship between wage compression – the extent of low-wage employment in particular – on the one hand and employment outcomes on the other. Some countries manage (or have done so for extended periods of time) to combine fairly compressed wage structures with comparatively high employment rates and low unemployment rates, including among the less-skilled (even if controlled for the extent of government employment and such factors). Conversely, high levels of wage dispersion are not always associated with comparatively favourable employment outcomes for the less-skilled.

The role of education

New technologies and production methods have virtually always reduced the demand for less-skilled labour. In nineteenth-century Britain, skilled artisans destroyed weaving, spinning and threshing machines during the Luddite riots, in the (correct) belief that the new machines would make their skills redundant. The artisan shop was replaced by factories where standard parts were used and later by assembly lines where standard parts were at least in part automatically assembled (Mok 1999). Since then we have had two centuries of tremendous technological progress with millions of jobs destroyed in its wake. But employment has risen almost continuously (see e.g., Gordon 2000).

Education policy features as a key variable in a number of studies which have sought to explain why the rises in inequality in some countries appear to be a relatively recent phenomenon. Evidence for the US shows that the pay gap today is still considerably narrower than at the beginning of the twentieth century (Goldin and Katz 1998). Between 1900 and 1939, US wage differentials by educational level remained fairly compressed despite the fact that factory electrification eliminated many unskilled manual jobs and increased the demand for skills. But during this period the rise
in the demand for more-skilled workers was more than offset by a huge increase in the supply of educated workers. In 1910, fewer than 10 per cent of Americans had high-school diplomas; by the mid-1930s, the figure had risen to 40 per cent.

Education also features as a key variable in studies that ask why inequality has not increased everywhere to the same extent. During the 1980s and 1990s the ratio between the earnings of university graduates and high-school graduates rose sharply in America, but it fell in Canada. Katz and Murphy (1992) and Murphy, Riddell and Romer (1998) suggest that in both countries the demand for skills rose by similar margins (mostly technology driven), but the supply of educated workers rose much more rapidly in Canada than in the US. This suggests that the real factor behind rising inequality in the US is not simply technology, but the government’s failure to improve education and training (Beaudry and Green 1998).

In a study of the growth of earnings inequality in the UK in the 1980s, Gregg and Manning (1997) come to a similar conclusion. They, too, show that the shift in labour demand from less educated to the more educated are nothing new: indeed, that this has been synonymous with the process of industrialisation. But the general trend has been that the supply of better-educated workers kept up with demand. During the 1980s, when earnings inequality started to rise, supply growth started to lag demand. Gregg and Manning see rising inequality as a result of the UK government’s failure to ensure that the supply of the highly skilled kept up with rising demand.

Looking at a wider range of countries, Katz and Autor (2000) find that where wage differentials between skilled and unskilled workers have widened most, growth in the supply of better-educated workers has generally slowed down. In contrast, in France, Germany and the Netherlands, where wage differentials have not increased over the past two decades, the supply of educated workers has grown rapidly. It must be added, however, that Acemoglu (2002) has tested this hypothesis for a larger set of OECD economies, using LIS data – arguably not the best data source for this type of analysis – and his results, while confirmative, suggest that the differential expansion in the supply of highly skilled labour can only provide a partial explanation.

In an alternative but interesting and rather sophisticated view, it is precisely the surge in the supply of highly educated workers which may have prompted, at least partially, the increase in the demand for less-skilled labour (Kiley 1999). What has happened, according to Kiley, is that firms engaged in research and development (R&D) have become much more
oriented towards creating innovations that have a large customer base, i.e., highly skilled workers and consumers. R&D activities, Kiley argues, have become increasingly more geared toward innovations that benefit skilled workers and this is still the case. As a result, economies where there was a rapidly growing supply of university graduates, such as either the US or the UK in the early 1970s, underwent several changes. The wages of university graduates initially fell as their increasing supply faced a fixed demand in the short run. In response to the increased supply of university graduates, R&D activities were redirected toward skill-intensive technologies – such as computers – resulting in a preponderance of new technologies being implemented by skilled workers and a large increase in the wages of university graduates. The technology adjustments to R&D induced by the increased supply of university graduates took time and resources, and hence the adjustments initially led to a slowdown in productivity growth. Following the adjustments, productivity growth picked up again. Kiley argues that the dramatic rise in wage inequality since the 1970s in the US and the UK has been broadly similar. Kiley argues that his model generates swings in inequality and productivity growth that are broadly consistent with the rising gap between the skilled and unskilled wages, and the slowdown of output growth that followed the surge in skilled labour’s share of the labour force during the 1970s.

Education also plays a key role in a set of recent studies that have sought to explain why such enormous cross-country differences prevail if it comes to wage dispersion and why there seems to be a virtually non-existent relationship between wage dispersion and employment outcomes. In an influential paper, Nickell and Bell (1996) ask why it is that German men (or their counterparts in most Continental European countries for that matter) in the bottom wage decile earn more than twice as much as American men in a similar position, while they are only a little more likely to end up unemployed. (Their paper refers to the situation up till the mid-1990s. Meanwhile, German unemployment has risen, but the immense structural difference between the two countries roughly remains.) They suggested that the answer may lie in the fact that the German education system produces a much more compressed distribution of human capital than the education systems in Britain or the United States. In support of this thesis, they present evidence from international surveys which measure mathematical abilities and literacy. According to such tests, the variation in mathematics ability is far smaller in Germany, with the lower part of the ability range being vastly superior compared to the equivalent in the US and UK. This is also mirrored in literacy tests cover-
ing all employees. According to their figures, the group with zero or minimal literacy is three times larger in the US than it is in Germany, meaning significantly more compression of ability in the latter country.

Furthermore, they cite evidence that the German school system, as the educational systems in countries like the Netherlands of Sweden, is much more geared to maintaining high standards for the bottom half of the ability range. One reason is that basic standards in language and arithmetic are set for all to attain and instructional time and resources are used to bring all pupils to a certain level of achievement. In addition, the vocational training system ensures that a far greater proportion of early school drop-outs in Germany receive additional training and education.

The picture they sketch is of a German education and training system that trains a far higher proportion of the workforce up to a certain skill level than the US or UK system. Nickell and Bell claim that because of this, lower ability workers are far more productive in Germany than in the US or the UK. This, they argue, explains, at least in part why the patterns of relative wages in Germany, Britain and the US can be so different without corresponding unemployment patterns. A strong emphasis in the school system on sustaining a high level of performance on the part of the bottom half of the ability range, plus a comprehensive system of vocational training, allegedly mitigates many of the adverse consequences of a shift in demand away from the less-skilled.

In subsequent papers, they and others (Glyn and Salverda 2000) show that both the distribution of earnings and the distribution of measured skills – as measured by the International Adult Literacy Survey – vary widely among advanced countries, with the major Anglo-Saxon countries – the US, UK, and Canada – showing far greater inequality in both earnings and measured skills than Continental European Union countries in general.

However, the Nickell and Bell thesis that cross-national differences in earnings inequality are to a large extent determined by skill compression differences has also been challenged. Using the same IALS data (International Adult Literacy Survey – see Blum and Guerin-Pace 2000) for the United States, Sweden, Germany and the Netherlands, Devroye and Freeman (2001) find that skill inequality explains only about seven per cent of the cross-country difference in inequality. A much greater part, around 36 per cent, is explained by the higher skill premium in the United States. By far the biggest difference in dispersion across countries occurs in the residuals from earnings equations, is, for instance, attributable to other factors. Interestingly, they find that literacy tests in the home country lan-
guage understate the labour market skills of immigrants who speak a different language. Inequality of skills in the US, the country with the highest level of inequality by far, falls markedly when immigrants are excluded, while the dispersion of earnings does not. Most strikingly, the dispersion of earnings in the US is larger in narrowly defined skill groups than the dispersion of earnings for European workers overall. The bulk of cross-country differences in earnings inequalities occur within skill groups, not between them.

The findings by Devroye and Freeman are confirmed by an almost identical study by Blau and Kahn (2001). Using micro-data from the 1994-1996 IALS, they examine the role of cognitive skills in explaining higher wage inequality in the US. They find that while the greater dispersion of cognitive test scores in the US plays a part in explaining higher US wage inequality, higher labour market prices (i.e., higher returns to measured human capital and cognitive performance) and greater residual inequality still play important roles for both men and women. And they also find that, on average, prices are quantitatively considerably more important than differences in the distribution of test scores in explaining the relatively high level of US wage inequality. This finding holds up when they exclude immigrants from the sample and they correct for sample selection.

The role of wage-setting institutions and social norms

This leads us to the question: why is the price for human capital not similar across the advanced economies? A lot of new evidence has accumulated over the past decade or so which points in the direction of wage-setting institutions. There is a well-documented difference in earnings between workers employed in industries or firms (or countries, see below) where unions have a substantial impact on wage formation and workers in firms and industries where unions are weak or absent. Analyses – mostly but not exclusively for the United States – have invariably found that years of schooling, age and other determinants of earnings have a significantly smaller effect on unionised workers than on non-union workers, and that unions have a larger impact on the wages of low-paid and low-skilled workers than on the wages of high-paid and high-skilled workers. That the empirical relationship is strong and robust is undisputed, but there has been some debate and disagreement as to the effects of unionism on outcomes. Some have attributed the strong differences to differences in unobservable characteristics and sorting effects. The idea is that firm and
industries where unions are strong and where wages are consequently higher – especially for less-skilled workers – are able to select and attract the more productive and able workers. Longitudinal studies do show that the wages of workers who move from union jobs to non-union jobs (and the other way around) differ somewhat less than do the wages of union and non-union workers in cross-sectional studies. There is, in other words, some evidence for selectivity (although the greater impact of union membership measurement error in longitudinal studies may also be a factor). Nevertheless, the union effect on wages, with everything else being equal, remains quite strong (Freeman 1991; Devroye and Freeman 2002).

More importantly, a similarly strong and arguably even more impressive relationship prevails at the cross-country level; in countries with strong unions and collective bargaining wages tend to be more compressed than in countries where unions are weak and wage bargaining decentralised. Also, there tends to be more wage compression across industries in countries where centralised bargaining takes place; workers with a nominally similar level of educational attainment are more likely to be paid similar wages in Northern or Continental Europe than in the US.

In a seminal and influential paper, Blau and Kahn (1996) ask why wage inequality is so much higher in the US than in most other OECD countries. Their study analyses male wage inequality in the US and in nine other OECD countries (Germany, Britain, Austria, Switzerland, Sweden, Australia, Hungary, Italy and Norway). They find that while differences in the distribution of measured characteristics help to explain some aspects of the cross-national differences, higher US prices – rewards to skills and rents – are a more important factor. They argue and demonstrate to some extent that labour market institutions, principally the comparatively decentralised wage-setting mechanisms in the United States provide the most persuasive explanation for these patterns.

Moreover, studies have tried to demonstrate that changes in wage-setting institutions are associated with changes in the distribution of pay (Gottschalk and Joyce 1998; Kahn 2000; Lucifora 2000). The huge increase in wage inequality in Italy during the 1990s coincides with the waning of the Scala Mobile wage-setting system (Erikson and Ichino 1995; Manacorda 1999). The rise in US wage inequality during the 1980s has been linked to the fall in union density (Card 1992, 1998; Di Nardo and Lemieux 1997; Di Nardo, Fortin and Lemieux 1996; Fortin and Lemieux 1997; Freeman 1991; Freeman and Katz 1994; Gosling and Machin 1994; Lee 1999), as has the rise in wage inequality in the UK, although less convincingly (Gosling, Machin and Meghir 1994; Bell and Pitt 1995; Gosling and Lemieux 2001).
For Sweden, too, there is evidence that the weakening of centralised bargaining has gone accompanied with a rise in wage inequality and the skills premium (Bjorklund and Freeman 1997; Edin and Holmlund 1995; Edin and Topel 1997). Similarly, in a comparative study of the United States, Canada and the UK (chosen because the institutional arrangements governing unionisation and collective bargaining are relatively similar in these three countries), Card, Lemieux and Ridell (2003) find that unionisation helps explain a sizeable share of cross-country differences in male (but not female) wage inequality among the three countries. They also conclude that de-unionisation explains a substantial part of the growth in male wage inequality in the UK and the US since the early 1980s.

In addition, there may be an indirect link between institutional characteristics of the labour market and inequality. Acemoglu (2002), for example, conjectures that inequality did not increase everywhere to the same extent because the relative demand for skills may have increased differentially. It is possible, he argues, that labour market institutions creating wage compression in Continental Europe may have encouraged more investment in technologies increasing the productivity of less-skilled workers, thus implying less skill-biased change in Europe than in the US.

Atkinson (1999b) adds in another element: social norms. His argument is that wage inequality might be affected by ideas and norms about what constitute fair/justifiable pay differentials, and that, consequently, inequality trends might reflect value shifts. His argument has considerable intuitive appeal and more importantly, internationally comparative value studies show marked differences between countries when it comes to judgements of what constitute fair income differentials (Austen 2000).

Particularly interesting is Atkinson’s suggestion that multiple equilibria may exist in a country. Suppose, Atkinson argues, that there is a social code, or pay norm, that limits the extent to which individual earnings increase with earnings potential. Where this code is followed, people are paid only a fraction of their productivity plus a uniform amount. Such a policy involves a degree of redistribution. Less productive workers can be expected to subscribe to the pay norm. But other workers will also accept it, Atkinson argues, even when they could be paid more if they broke the norm, since by breaking it they would suffer a loss of reputation and societal integration. Now, the extent of the loss increases with the proportion of the population that adheres to the norm.

Crucial in the argument is the idea that multiple equilibria may exist. Depending on the initial conditions, a society converges to a high level of conformity with the social code, or to the virtual absence of conformity.
In this kind of situation, an exogenous shock may switch the society from equilibrium with conformity to the pay norm, and hence relatively low wage differentials, to an equilibrium where everyone is paid on the basis of their productivity.

I suspect Atkinson’s hypothesis makes sense and that it may help explain the episodic nature of the inequality rises that have been observed in some rich countries. Take for example the British case. We know that the astonishingly sudden and exceptionally strong rise in wage inequality in the UK during the 1980s remains largely unexplained by ‘external’ factors such as trade and technology. Even the widely cited explanation that institutional change – the abolishment of minimum wages, the introduction of tighter legal constraints on trade union power – has been the main driving factor fits uneasily with the facts. Changes in the tax and benefit system can also be ruled out. The timing does not match and the institutional changes themselves do not seem anywhere big enough to have caused such an increase. The rise does coincide, however, with the rise of Thatcherism; a profoundly anti-egalitarian economic doctrine. Conceivably, wage inequality exploded because vast wage differentials came to be seen as not only socially acceptable but even desirable and entirely justified. The dramatic change in the political and even cultural climate during the 1980s may have shattered the social constraints on pay inequality that used to exist. The time pattern of the rise in inequality is wholly consistent with the idea of the sudden evolution to a new equilibrium.

6 Conclusion

In much of the social policy literature, the decline of self-reliance, as documented in chapter 1, is often attributed to what are seen to be structural changes in production systems. Less-skilled workers and people with fewer cognitive, analytical and social abilities are said to be inexorably losing ground in advanced economies. In addition, many believe that there are limits to what education and upskilling can do to counteract this.

This chapter has tried to piece together the voluminous empirical evidence as it presents itself today. This review is inevitably incomplete and probably does not do justice to the sophistication of some of the studies. Essentially, the empirical evidence leaves little doubt as to the reality of the increased demand for skilled labour. However, this shift appears part of a secular trend and it remains uncertain whether structural acceleration in that demand shift has actually taken place over the past decades. The
labour market position of the less-skilled – as measured by their relative employment chances and their relative earnings – has generally deteriorated but the extent of cross-country variation is quite substantial. Some countries have clearly managed to avoid significant rises in labour market inequality, even in absence of large scale government intervention in the form of public or subsidised employment. Hence, the idea that economic inequality is inexorably on the rise in advanced economies does not appear to be supported by the evidence as it presents itself today, a conclusion echoed in a similar recent review by Pontuson (2005). A score of recent studies suggest that education and upskilling can still make a significant difference if it comes to countering the consequences of changing skill requirements.

Yet the practical barriers to effective upskilling seem far from trivial. Changing the skills profile of the working-age population cannot be done overnight. Traditional educational policy, for example, can only have an effect on the schooling of cohorts that have yet to enter into the labour market. Moreover, the younger, better-educated cohorts are becoming increasingly small, so that the upskilling of the working population as a whole will proceed a lot more slowly over the next decades than was the case until very recently. An even bigger problem from a policy perspective is that it remains rather unclear why certain educational systems are more effective in providing marketable skills to the least talented than others. As studies show, some countries are evidently more successful in providing the less-talented segments of their populations with skills, knowledge and credentials that are worth something in the labour market. But much less remains known about which traits of the educational system are most important in producing these outcomes. Furthermore, even if one were perfectly capable of identifying all of the factors that distinguish a good educational system from a less adequate system, it is unlikely that the necessary organisational and cultural changes could be made quickly (see e.g., Vrieze, Mok and Smit 2003).
PART 2

NEW SOCIAL RISKS, POVERTY AND THE ADEQUACY OF SOCIAL PROTECTION
3 Low Pay and Poverty: Anatomy of a ‘New’ Social Risk

1 Introduction

The next two chapters are about the poverty and social policy consequenc-
es of the labour demand shifts documented in the previous chapters. The
demand shift against the less-skilled is thought to have given rise to two
major ‘new’ social risks: structural unemployment and low-paid employ-
ment. This first chapter of the second part looks at the poverty conse-
quences of low pay.¹

There is widespread concern that ‘poverty in work’ has worsened in
countries that have seen a rise in earnings inequality and as a direct con-
sequence of this an increase in the incidence of relatively low-paid work.
To compensate for the perceived inadequacies and limits of the tradition-
al minimum income protection provisions, in-work benefits and/or tax
credits are being introduced or expanded, with the aim of alleviating or
preventing in-work poverty. In Continental Europe, where most countries
have seen little or no increase in earnings inequality and where low-wage
employment remains less widespread than in the Anglo-Saxon countries,
the policy debate is somewhat different. Here, enhanced wage flexibility
is being debated as a cure for persistent high unemployment. But there
the concern is that an expansion of low wage employment could lead to

¹ This chapter draws extensively on work I have done together with Brian No-
lan and Gerre Verbist. The present chapter is a revised and expanded ver-
ion of a paper written with Brian Nolan and published as Nolan, B. and I.
Oxford University Press. This chapter also draws on Marx, I. and G. Verbi-
st (1998), ‘Low wage employment and poverty: an cross-country perspective?’,
in: S. Bazen, M. Gregory and W. Salverda (eds.), Low-Wage Employment in
Europe. London: Edward Elgar.
a proliferation of the working poor. Invariably reference is made to the US, where poverty in work is alleged to be rampant among the many occupants of so-called ‘McDonalds jobs’ – low-paid, menial service jobs.

It is in this context that this chapter attempts to shed some light on the empirical relationship between low pay and poverty. Much of the debate revolves around the question of whether and to what extent low-paid workers live in low-income households, and hence whether minimum wages or in-work benefits are effective as a poverty alleviation device. This chapter draws on data from the Luxembourg Income Survey (lis) database and the European Community Household Panel to show what that relationship looks like empirically in industrialised countries. While most of the results are for full-time employees, the position of part-time employees is also considered. The extent of overlap between low pay and poverty is found to be rather more limited at an aggregate level than might generally be expected, but there is also a good deal of variation across countries. This chapter discusses how this arises, and the factors influencing the extent to which the low-paid are to be found in poor households. While these results are based on snapshots from cross-section data, the importance of a dynamic perspective in this context is then discussed. In the concluding section, some of the policy implications are explored.

2 What Is Low Pay?

A variety of approaches can be used to define and measure low pay (see, for example, cerc 1991, oecd 1996). Significant choices have to be made first about the earnings measure to be employed – should it be weekly or hourly; should it be only basic pay or should auxiliary payments such as overtime be included? The population of workers to be covered must also be decided upon – should it include part-time as well as full-time employees, and should it include those who work only part of the year? Finally, how shall the low-pay benchmark itself be derived – should some external standard be used or just a purely relative benchmark based on a point in the earnings distribution itself? Without rehearsing these issues in detail, probably the most commonly used approach has been to set the low-pay cut-off as a proportion of median gross earnings, most often two-thirds of the median. This has been the benchmark used by, for example, the oecd in recent comparative studies of low pay across countries. By this definition, the proportion of low-wage workers in the oecd area ranges from around one in 20 in countries like Belgium and Sweden to around one in...
four in the United States. In order to avoid the complications of untangling the impact of differences in wage rates from those of differences in hours worked in the week or weeks worked in the year, that OECD analysis has also concentrated on full-time full-year workers.

The poverty status of the household is, as elsewhere in this book, measured against an income poverty line set at half average disposable income, adjusted for household size and composition using the modified OECD scale. Household poverty is measured on the basis of disposable income over a whole year, since that is the accounting period for income used in most of the LIS and ECHP surveys.

3 Low Pay and Poverty

The overlap between low pay and poverty

The relevance of the issue is tellingly illustrated in figure 3.1, which shows that there exists a remarkably strong and consistent cross-country correlation between the incidence of low-wage employment, as defined and measured by the OECD, and relative poverty at working age. The poverty rates here are drawn from Förster (2000).

Figure 3.1 Incidence of low pay and poverty

The strong cross-country correlation between the incidence of low-paid work and poverty seems consistent with the idea that ‘poverty in work’ is more widespread in countries where low-paid employment is more prevalent. In order to gauge the validity of that perception, we now look at the relationship between low pay and household poverty in a cross-section perspective, using data from the LIS. Table 3.1 first shows the poverty rates for the working age population in each of the countries investigated. Poverty is highest in the US, by a considerable margin, at 19 per cent. Australia, Canada and the UK have the next-highest rates, at 12-15 per cent, while the remaining countries have rates of between 5-8 per cent.

Given that income is being measured on an annual basis, it is necessary to define low pay in a manner consistent with that accounting period. The coverage of the analysis is therefore limited to full-year, full-time workers, and low-paid workers are then defined as those earning less than two-thirds of the median gross wage of all full-year, full-time workers in that particular country. This means that low-paid temporary and part-time workers are not included in the analysis, and countries in the database for which there is no or insufficient data available on weeks and hours worked – namely Denmark, France, Italy, Norway and Spain – had to be excluded. The incidence of low-wage employment this produces is shown in the second column of table 3.1.

Table 3.1 The extent of poverty, low pay, and poverty among the low-paid, based on LIS data, late 1980s/early 1990s

<table>
<thead>
<tr>
<th>Country</th>
<th>% of working-age population in poverty (below ½ mean)</th>
<th>% of employees who are low-paid (below 2/3 median)</th>
<th>% of low-paid employees who are in poor households</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>12.5</td>
<td>14.5</td>
<td>7.6</td>
</tr>
<tr>
<td>Belgium</td>
<td>4.7</td>
<td>10.8</td>
<td>6.2</td>
</tr>
<tr>
<td>Canada</td>
<td>12.3</td>
<td>21.4</td>
<td>11.5</td>
</tr>
<tr>
<td>Finland</td>
<td>5.0</td>
<td>6.7</td>
<td>4.3</td>
</tr>
<tr>
<td>Germany</td>
<td>7.9</td>
<td>12.7</td>
<td>5.6</td>
</tr>
<tr>
<td>Netherlands</td>
<td>6.9</td>
<td>12.4</td>
<td>9.5</td>
</tr>
<tr>
<td>Sweden</td>
<td>6.6</td>
<td>11.2</td>
<td>5.5</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>14.5</td>
<td>19.9</td>
<td>8.8</td>
</tr>
<tr>
<td>United States</td>
<td>19.1</td>
<td>26.4</td>
<td>24.0</td>
</tr>
</tbody>
</table>

Source: LIS.
We see that the US again has the highest rate, with 26 per cent low paid, while Canada and the UK are next with about 20 per cent. Most of the other countries have approximately 11-14 per cent in the low-pay category, with Finland being an exception with only 7 per cent. Because some countries with relatively high poverty rates for those of working age generally have relatively high low-pay percentages, the correspondence is by no means exact. These estimates of the extent of low pay are basically similar to those produced by the OECD (1996) and Keese and Swaim (1997), based on a similar definition of low pay.

The third column in Table 3.1 shows the percentage of individuals categorised as low paid who themselves are living in poor households – our central focus of interest here. The overlap between low pay and poverty is greatest for the US, where about a quarter of the low-paid live in poor households. For Canada, Australia, the Netherlands and the UK poverty rates for low-paid workers are about 10 per cent. For Belgium, Finland, Germany and Sweden only about 5 per cent of low-paid full-time (full-year) employees live in poor households. These results suggest that for most countries there is only a limited – and often extremely limited – overlap between low pay and poverty.

We can see how robust this result is by turning to an alternative source of data on the relationship between low pay and poverty, the European Community Household Panel survey (ECHP). The ECHP is a harmonised longitudinal survey of households and individuals carried out in the European Union member states for Eurostat, the Statistical Office of the European Community. The first wave of the ECHP was conducted in 1994 in the then-12 member states. Income data in the survey refer to receipts in the previous calendar year. Eurostat has recently published summary results (Eurostat 1998) of an analysis of low pay and household income based on data from the first wave, carried out in collaboration with the OECD, which has presented some related results (OECD 1998). The OECD also includes results for the US based on the Current Population Survey for 1996, which we draw on to provide another set of ‘observations’ on the relationship between low pay at the level of the individual and poverty at the level of the household.

The Eurostat/OECD analysis also focuses on full-time, full-year wage and salary earners, once again to avoid the complications of disentangling the impact of differences in wage rates from those of differences in hours worked in the week or weeks worked in the year. Low-paid individuals are again defined as those earning less than two-thirds of the median for full-time full-year employees. However, it appears that the earnings mea-
sure employed is net of tax and social security contributions rather than the more usual gross earnings concept generally employed in analysing low pay. Household poverty is again measured in terms of annual disposable household income adjusted for differences in size and composition.\footnote{However, the data for France relates to gross rather than disposable earnings and incomes.} However two differences between this and the LIS-based poverty measure now arise: the equivalence scale calculates the number of equivalent adults as the square root of household size, and the poverty line is set at half the median rather than half the mean income.

Table 3.2 first shows the percentage of all full-time, full-year employees who are low paid in these results. Only five countries are included in both the LIS-based results reported earlier and in this Eurostat/OECD analysis – Belgium, Germany, the Netherlands, the UK and the US. For these, the incidence of low pay is generally similar to that shown by the earlier LIS-based results, though it is now somewhat higher in Germany, presumably because of the inclusion of former East Germany.

<table>
<thead>
<tr>
<th>Country</th>
<th>% of employees who are low paid</th>
<th>% of low paid who are in households</th>
<th>Below 50% median income</th>
<th>Below (\frac{3}{2}) median income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>9.1</td>
<td>7.3</td>
<td>17.2</td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>9.6</td>
<td>3.1</td>
<td>18.1</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>14.3</td>
<td>7.7</td>
<td>22.6</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>18.3</td>
<td>9.7</td>
<td>20.6</td>
<td></td>
</tr>
<tr>
<td>Greece</td>
<td>11.9</td>
<td>11.5</td>
<td>21.2</td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>18.9</td>
<td>3.3</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>11.7</td>
<td>18.4</td>
<td>28.8</td>
<td></td>
</tr>
<tr>
<td>Luxembourg</td>
<td>19.2</td>
<td>9.2</td>
<td>32.7</td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>14.3</td>
<td>11.2</td>
<td>21.0</td>
<td></td>
</tr>
<tr>
<td>Portugal</td>
<td>15.4</td>
<td>13.7</td>
<td>23.2</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>16.8</td>
<td>10.6</td>
<td>21.8</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>21.0</td>
<td>9.1</td>
<td>19.9</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>26.3</td>
<td>22.1</td>
<td>38.4</td>
<td></td>
</tr>
</tbody>
</table>

The table shows the extent to which low-paid employees defined in this way are in poor households, that is, below half the median equivalent income. The US again has the highest proportion of its low-paid living in poor households, at over 20 per cent. For most of the other countries, the proportion of the low-paid in poor households is much lower. To assess the sensitivity of these results using the location of the household poverty line, the percentage in households falling below two-thirds of the median is also shown. The degree of overlap is now somewhat higher, but in most countries it is still means that less than one-quarter of the low paid are in these, what one might term ‘poor or near-poor’, households. The exception is again the US, where 38 per cent of the low-paid live in these households.

These results on the limited overlap between low pay and household poverty are consistent with earlier studies. For example, Layard, Piachaud and Stewart (1978) and Bazen (1988) found that between 10-22 per cent of low-paid workers were in families below conventionally used poverty lines in the UK, while Burkhauser and Finnegan (1989) reported about 8-18 per cent for the US. However such results have to be interpreted carefully. While most low-paid workers do not live in poor households, most workers in poor households are themselves low paid. Table 3.3 shows that, in the results presented by the OECD, generally two-thirds or more of the workers living in households below the half-median income poverty line are in low pay households. For many countries, then, only 10 per cent or less of the (full-time, full-year) employees in poor households are not low paid.

Table 3.3 The probability of being low paid for employees in poor households, based on ECHP data, 1993

<table>
<thead>
<tr>
<th>Country</th>
<th>% of employees in households below 50% median income who are low paid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>64.9</td>
</tr>
<tr>
<td>Denmark</td>
<td>54.3</td>
</tr>
<tr>
<td>France</td>
<td>65.5</td>
</tr>
<tr>
<td>Germany</td>
<td>85.0</td>
</tr>
<tr>
<td>Greece</td>
<td>86.7</td>
</tr>
<tr>
<td>Ireland</td>
<td>89.9</td>
</tr>
<tr>
<td>Italy</td>
<td>73.4</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>68.9</td>
</tr>
<tr>
<td>Netherlands</td>
<td>90.3</td>
</tr>
<tr>
<td>Portugal</td>
<td>61.6</td>
</tr>
<tr>
<td>Spain</td>
<td>88.0</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>92.5</td>
</tr>
<tr>
<td>United States</td>
<td>87.2</td>
</tr>
</tbody>
</table>

Source: OECD (1998) Table 2.7.
The position of low-paid workers in the income distribution

What could explain this – at first sight curious – pattern whereby most low-paid employees are not in poor households but most employees in poor households are low-paid? The crucial factor underlying it is the location in the household income distribution of all employees – whether low paid or not. Table 3.4, drawn from the results presented by Eurostat, shows that very few employees are in fact in households in the bottom part of the income distribution. In most countries, rather less than one in ten of all employees are in households located in the bottom quintile of the income distribution. If the 12 EU countries are taken together, only 5 per cent of all employees are in this type of household. Indeed, less than 20 per cent of all employees in the 12 countries are in households in the bottom two quintiles – 80 per cent are in the top 60 per cent of the household income distribution. In other words, employees are mostly not found in households in poverty or towards the bottom of the income distribution, in which there is generally no one employed.

Table 3.4 Location of employees in the household income distribution, based on ECHP data, 1993

<table>
<thead>
<tr>
<th>Country</th>
<th>Bottom quintile</th>
<th>Second quintile</th>
<th>3rd-5th quintiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>3</td>
<td>11</td>
<td>86</td>
</tr>
<tr>
<td>Denmark</td>
<td>4</td>
<td>13</td>
<td>83</td>
</tr>
<tr>
<td>France</td>
<td>6</td>
<td>15</td>
<td>79</td>
</tr>
<tr>
<td>Germany</td>
<td>7</td>
<td>16</td>
<td>77</td>
</tr>
<tr>
<td>Greece</td>
<td>3</td>
<td>11</td>
<td>86</td>
</tr>
<tr>
<td>Ireland</td>
<td>1</td>
<td>8</td>
<td>91</td>
</tr>
<tr>
<td>Italy</td>
<td>5</td>
<td>13</td>
<td>82</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>12</td>
<td>14</td>
<td>73</td>
</tr>
<tr>
<td>Netherlands</td>
<td>6</td>
<td>12</td>
<td>82</td>
</tr>
<tr>
<td>Portugal</td>
<td>4</td>
<td>14</td>
<td>82</td>
</tr>
<tr>
<td>Spain</td>
<td>4</td>
<td>12</td>
<td>83</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>3</td>
<td>11</td>
<td>86</td>
</tr>
</tbody>
</table>

It is then not so surprising that low pay is prevalent among employees in low income households, but that these employees account for only a minority of the low-paid total. Again drawing upon the results presented by Eurostat, table 3.5 shows where low-paid employees are located in the household income distribution.

<table>
<thead>
<tr>
<th>Country</th>
<th>Bottom quintile</th>
<th>Second quintile</th>
<th>3rd-5th quintiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>10</td>
<td>17</td>
<td>73</td>
</tr>
<tr>
<td>Denmark</td>
<td>15</td>
<td>27</td>
<td>58</td>
</tr>
<tr>
<td>France</td>
<td>18</td>
<td>27</td>
<td>55</td>
</tr>
<tr>
<td>Germany</td>
<td>22</td>
<td>27</td>
<td>50</td>
</tr>
<tr>
<td>Greece</td>
<td>10</td>
<td>18</td>
<td>72</td>
</tr>
<tr>
<td>Ireland</td>
<td>5</td>
<td>11</td>
<td>84</td>
</tr>
<tr>
<td>Italy</td>
<td>18</td>
<td>17</td>
<td>65</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>32</td>
<td>21</td>
<td>47</td>
</tr>
<tr>
<td>Netherlands</td>
<td>16</td>
<td>13</td>
<td>71</td>
</tr>
<tr>
<td>Portugal</td>
<td>13</td>
<td>23</td>
<td>63</td>
</tr>
<tr>
<td>Spain</td>
<td>16</td>
<td>18</td>
<td>66</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>14</td>
<td>22</td>
<td>65</td>
</tr>
</tbody>
</table>


We see that generally about 60 per cent of the low-paid are in the top 60 per cent of the income distribution, and another one-quarter are in the second and not the bottom quintile. Less than one in five low-paid employees are in a household located in the bottom quintile of the income distribution. There is a good deal of variation across countries. Ireland is a striking exception in terms of very limited overlap, having only 5 per cent of all low-paid employees in the bottom quintile. At the other extreme, Luxembourg has the most pronounced overlap of the EU countries, with 32 per cent of the low-paid in the bottom quintile of the household distribution. The results presented by the OECD for the US and shown in table 3.2, in terms of proportions below poverty lines rather than in different quintiles, suggest that the overlap is even greater in that case. For most of the countries covered, though, 10-15 per cent of the low-paid are in households in the bottom quintile.
4 Why the Overlap between Low Pay and Poverty Is Limited

The overlap between low pay and poverty is thus rather more limited than often assumed in policy debates, and this is primarily because in most countries most poor households do not contain an employee – low paid or otherwise. In order to understand the observed pattern and tease out its implications, however, we want to know what distinguishes the minority of the low-paid who are in poor households from the majority who are not. With the same data and definitions as table 3.1 above, table 3.6 now looks at how the percentage in poverty varies among the low-paid by gender and age.

| Table 3.6 Poverty rates for low-paid individuals by age and sex, based on LIS data |
|---------------------------------|---------------------------------|-------------------|----------------|----------------|
|                                | % of low-paid in poverty by sex | % of low-paid in poverty by age |
|                                | Men  | Women | Under 25 | 25-54 | +55 |
| Australia                      | 10.2 | 5.3   | 4.6      | 12.2  | 7.7 |
| Belgium                        | 16.1 | 1.6   | 1.5      | 8.6   | 0.0 |
| Canada                         | 13.7 | 9.8   | 8.9      | 12.5  | 9.3 |
| Finland                        | 7.4  | 3.0   | 3.6      | 4.9   | 0.0 |
| Germany                        | 7.5  | 4.3   | 3.6      | 6.7   | 0.0 |
| Netherlands                    | 12.8 | 6.0   | 4.8      | 17.7  | 0.0 |
| Sweden                         | 10.8 | 2.2   | 12.4     | 3.7   | 1.8 |
| United Kingdom                 | 13.0 | 5.6   | 4.2      | 13.3  | 6.8 |
| United States                  | 32.2 | 18.3  | 21.7     | 25.4  | 17.8 |

Source: LIS.

Household composition and the household income package

We see that, as one would expect, the association between low pay and poverty is stronger for men than for women. Poverty rates for low-paid men are much higher than those for low-paid women in all the countries included in the analysis. In some, notably Belgium and Sweden, low-paid women are very unlikely indeed to be in poor households. As far as age is concerned, it is again in line with expectations that poverty rates for low-paid workers in their prime tend to be higher than those for young people, although Sweden is an exception. (It should be noted that these poverty estimates by age and gender are based on relatively small numbers in some countries).
A crucial influence on the poverty status of households with a low-paid employee is the extent to which the household relies on those earnings. Analysis of the LIS data reported in table 3.7 shows that most low-paid workers in fact live in households with more than one earner, and that this is particularly the case for low-paid women. The proportion of low-wage workers living in single-earner households varies from slightly over one in five in Canada and the UK to around one in three in Belgium and Germany. For the remainder, in a significant number of cases there are not two but three earners in the household.

<table>
<thead>
<tr>
<th>Table 3.7</th>
<th>The distribution of low-paid workers by number of earners in the household, based on LIS data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>One earner</td>
</tr>
<tr>
<td>Australia</td>
<td>24.3</td>
</tr>
<tr>
<td>Belgium</td>
<td>34.8</td>
</tr>
<tr>
<td>Canada</td>
<td>21.7</td>
</tr>
<tr>
<td>Finland</td>
<td>27.0</td>
</tr>
<tr>
<td>Germany</td>
<td>33.8</td>
</tr>
<tr>
<td>Netherlands</td>
<td>24.6</td>
</tr>
<tr>
<td>Sweden</td>
<td>28.5</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>22.1</td>
</tr>
<tr>
<td>United States</td>
<td>28.1</td>
</tr>
</tbody>
</table>

Source: LIS.

These low-paid individuals in multi-earner households are often married women or younger workers still living in the parental home. As a consequence, among low-paid workers the percentage in poverty is particularly low for married women. Analysis of the LIS data suggests that only about 5 per cent of low-paid married women were in poor households in the UK and Canada and the figure was even lower in the other countries covered, except in the case of the US. There the figure was 13 per cent—much higher than elsewhere but still low relative to other low-paid employees in the US. Poverty rates for low-paid men with a partner but no dependent children are also relatively low in most countries, though in the UK about 10 per cent were in poor households and for the United States the figure was 20 per cent.

It is low-paid married men who are ‘household heads’ and have dependent children for whom the percentage in poverty is generally high-
The extent of cross-national variation here is striking, as shown in table 3.8. The poverty rate for low-paid household heads with children was over 50 per cent in the US, around 40-45 per cent for the United Kingdom, the Netherlands and Belgium, around 30 per cent in Australia and Canada, and as low as 15 per cent for Germany, 10 per cent for Finland and 5 per cent for Sweden. Households having to make ends meet on low pay constitute a minority but the financial hardship facing such households should not be neglected. A factor contributing to their poverty is that in many countries low-paid household heads are more likely to have a non-employed spouse, or one in temporary or part-time work, than heads in work who are not low-paid. This presumably reflects the fact that, among other things, partners tend to have similar levels of education; it could in some instances also be affected by disincentives in tax/welfare systems.

<table>
<thead>
<tr>
<th>Country</th>
<th>% In poor households</th>
<th>% In poor households before transfers and direct tax</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>33.3</td>
<td>38.5</td>
</tr>
<tr>
<td>Belgium</td>
<td>39.4</td>
<td>61.1</td>
</tr>
<tr>
<td>Canada</td>
<td>27.2</td>
<td>36.0</td>
</tr>
<tr>
<td>Germany</td>
<td>15.7</td>
<td>37.4</td>
</tr>
<tr>
<td>Sweden</td>
<td>5.7</td>
<td>34.7</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>45.6</td>
<td>57.3</td>
</tr>
<tr>
<td>United States</td>
<td>55.5</td>
<td>57.1</td>
</tr>
</tbody>
</table>

Source: LIS.

The impact of taxes and transfers

Table 3.8 also shows that the impact of social transfers and personal taxes on poverty rates may be a key factor explaining these differences. On a purely static basis, this shows, for example, that Australia, Canada, Germany and Sweden would all have had poverty rates of about 35 per cent before transfers and direct tax. Hence, the fact that they had such different poverty rates is largely due to the differential impact of transfer and tax policies. For the UK and the US, on the other hand, it is seen that their very high poverty rates reflect both very high pre-tax and transfer poverty rates and the limited – in the US case minimal – impact of transfers.
and taxes. (Note, however, that social security contributions, which are particularly important in Continental Europe, are not taken into account in this analysis.)

Both the tax and transfer systems, and the role which low-pay earnings play in the income of the households in which the low-paid live, will differ from country to country. To explain more comprehensively the variation in the degree of overlap between low pay and poverty across countries, other factors obviously come into play. In general, one might expect those countries with relatively high poverty rates, and with a relatively high proportion of low-paid employees, to have a greater overlap than others. This does seem to be the case more often than not, and the US is, of course, the extreme case of a country with both high poverty and low-pay rates and the greatest degree of overlap. However, the data from the both the LIS and ECHP do not themselves give an entirely consistent picture of the way the degree of overlap actually varies across countries, and there are in any case counter-examples to the general rule just advanced. The most obvious is Ireland, which has high poverty and low-pay rates but, as the OECD highlights, a very limited overlap between low pay and poverty.

The reasons for this are instructive. Ireland (until the mid-1990s) had both a very high rate of unemployment (especially long-term unemployment), a large farming sector, and a level of support for the unemployed and pensioners that, compared to most richer EU member states, was relatively ungenerous. This meant that the – relatively large – population below relative income poverty lines was dominated by the unemployed, farm households, and those relying on state pensions. Since household poverty is measured vis-à-vis relative income lines, then, the position of the low-paid will depend not only on the income of their own households and how low-paid earnings contribute, but also on the position of other types of households relative to the average or median income. To understand the overlap between low pay and poverty fully, indeed, an in-depth analysis of the overall poverty profile in each country would be required.

5 Further Considerations

The results described thus far show that in most EU countries only minorities of low-paid full-time employees are found in poor households, and that among the low-paid it is those who are household heads with dependent children who are most likely to be poor. Before concluding that low pay is mostly not associated with poverty, however, a number
of features of these analyses have to be emphasised, notably their limited coverage and focus and their cross-section perspective.

**Part-time low-paid workers**

As far as coverage is concerned, both the LIS- and ECHP-based analyses were confined to those employees who worked full-time, full-year. We know that those who work part-time are more likely to be low paid than those working full-time, and also those who worked only part of the year are probably more likely to be low-paid when employed than those working the full year. We might also expect that these sub-groups among the low-paid are more likely to be in poor households than low-paid full-time full-year workers. An analysis of the survey data for Ireland mentioned above shows that when part-time employees are also included among the low-paid (using an hourly earnings low-pay threshold), a substantially higher proportion of the part-timers are found to be in households below half average income (Nolan and Watson 1998). The same point is shown by results presented by the OECD (1998) for three countries only, separately for the low-paid among full-time full-year workers and among all workers, shown in table 3.9. We see that when all low-paid employees, rather than just full-time full-year ones, are included the proportion in households below half the median is again considerably higher in all three countries.

<table>
<thead>
<tr>
<th>Table 3.9</th>
<th>Poverty for low-paid full-time full-year workers versus all low-paid, the Netherlands, the UK and the US, 1993</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% of low-paid in households below poverty line</td>
</tr>
<tr>
<td></td>
<td>Full-time, full-year workers</td>
</tr>
<tr>
<td>Netherlands</td>
<td>9.9</td>
</tr>
<tr>
<td>UK</td>
<td>3.9</td>
</tr>
<tr>
<td>US</td>
<td>23.2</td>
</tr>
</tbody>
</table>

Source: OECD (1998) Table 2.10.

**The role of low earnings in keeping households out of poverty**

The focus of the analysis of the overlap between low pay and poverty is also limited in the sense that no account is taken of the role of the earnings of low-paid individuals in lifting and keeping their households out of poverty. The Irish data already mentioned can be used to illustrate the impact of the earnings of low-paid workers on the position of their households vis-à-vis the
income poverty lines by a crude but revealing exercise. This involves simply deducting the net pay of the low-paid individual from the disposable income of the household, and then comparing that reduced income with the relative poverty lines. Table 3.10 shows how often this would bring the households with low-paid individuals (below two-thirds of the median) below the 50 per cent income poverty line. We see that over one-third of all low-paid men and 22 per cent of all low-paid women are in households which are above the poverty line, but would be poor if the ‘low pay’ was not going into the household. For low-paid women who are widowed, separated or divorced, about half are in households that would fall below the income lines without their earnings. Table 5.7 in chapter 5 illustrates something similar for Belgium, namely that a small additional household income can be sufficient to lift a single-earner household out of poverty if the sole earner is low-paid.

| Table 3.10 Poverty rates for households of low-paid employees in the absence of their earnings, Ireland 1994 |
| % In households below poverty line without the earnings of the low-paid individual |
| Men | 37.8 |
| Women | 22.2 |
| Married | 13.6 |
| Widowed/separated/divorced | 50.5 |
| Single | 24.3 |

Source: ECHP.

The dynamic perspective

The extent of overlap between low pay and household poverty at a point in time, as revealed by an analysis of cross-section data, is also clearly only part of the story. From a dynamic perspective, the consequences of long-term low pay interspersed with periods of unemployment are clearly much more serious than those of low pay experienced for a relatively short period, perhaps at an early stage in one’s working career. Dynamic analyses of earnings mobility and the relationship between earnings, unemployment and poverty over time are becoming increasingly possible as suitable panel data become more widely available. The relationship between experiencing low pay and poverty which this reveals is a complex one, with that relationship appearing more or less pronounced than in static cross-sections depending on the perspective one adopts.
This can be illustrated by the results of analysis carried out by the OECD (OECD 1998; Keese, Gittelmann and Stancanelli 1998). Panel data for Germany, the Netherlands, the UK and the US allowed individuals who are low paid in a given year, in either of two years, and in any of five years to be identified. Table 3.11 shows the percentage of full-time, full-year employees experiencing low pay who were in households below the half median income poverty line during the period in question. (In other words, for example, when the five-year window income over the five years is used to determine poverty status). The results show that most employees experiencing low pay in a given year are once again not in poor households, and that when the time period is lengthened, the degree of concentration in poor households falls. For example, in the case of Germany, about 13 per cent of those low paid in 1993 were in poor households in that year, whereas only 8 per cent of those who were low paid in at least one year between 1989-1993 were in households with income over that whole period below half the median. (The UK is an exception here, with a slightly higher percentage in poor households when the five-year rather than the one-year window is used). This pattern reflects the fact that, among other things, some of those who are low paid in a particular year will be in higher-paid employment in a subsequent year.

<table>
<thead>
<tr>
<th>Table 3.11 Percentage of employees experiencing low pay who are in poor households over different periods, Germany, the Netherlands, the UK and the US</th>
</tr>
</thead>
<tbody>
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</tr>
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</tr>
<tr>
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</tr>
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</tr>
<tr>
<td>1989-93</td>
</tr>
<tr>
<td>Netherlands</td>
</tr>
<tr>
<td>1993</td>
</tr>
<tr>
<td>1992-93</td>
</tr>
<tr>
<td>1989-93</td>
</tr>
<tr>
<td>UK</td>
</tr>
<tr>
<td>1993</td>
</tr>
<tr>
<td>1992-93</td>
</tr>
<tr>
<td>1989-93</td>
</tr>
<tr>
<td>US</td>
</tr>
<tr>
<td>1993</td>
</tr>
<tr>
<td>1992-93</td>
</tr>
<tr>
<td>1989-93</td>
</tr>
</tbody>
</table>

Source: OECD (1998) Table 2.10.
While these results are illuminating, they only focus on one side of the coin: how the poverty risk varies when we count all those who experience low pay at some point during different periods. The other side of the coin is how the risk of being poor at some point varies with the duration of experience of low pay. The extent and nature of mobility over the earnings distribution and in/out of low pay has been the subject of considerable research in recent years (see, for example, Atkinson, Bourgouignon and Morrison 1992; Gittleman and Joyce 1995; oecd 1996). Again, what these studies show regarding how one reacts to the persistence/mobility with respect to low pay depends on one’s prior expectations and the way one views the results. Sloane and Theodossieu (1996) report that, in the first and third waves of the British Household Panel Survey (BHPS), only 44 per cent of those who were low paid in 1991 were still low paid two years later. Stewart and Swaffield (1997) present results from the first four waves of that survey which provide a different perspective: of those who were low paid in 1991, 1992, 1993 and 1994, over two-thirds were also low paid in 1994. However, about 1.7 times as many people who experienced low pay in the first year also experienced low pay in at least one of the four subsequent years.

From the point of view of the impact on household poverty, it matters a great deal precisely which types of low-paid individuals are likely or unlikely to move up the earnings distribution ladder. Gregory and Elias (1994) show, for example, with uk New Earnings Survey data, that low pay (defined as being in the bottom quintile of the earnings distribution) is more persistent among workers in their prime age and older workers than among younger workers, and is much more marked for women. Few studies have looked directly at the relationship between persistence of low pay and household poverty, but Sloane and Theodossieu (1996) do report that when one focuses on those who remained in low-paid employment in both the first and third waves of the BHPS, less than 30 per cent were in households in the bottom three deciles of the income distribution.

A particularly important point in the context of low pay and poverty that emerges from the research on earnings mobility is that the low-paid can escape low paying employment not simply by moving up the earnings distribution ladder, but also by moving from employment via unemployment, illness or removing oneself altogether from the labour force. Stewart and Swaffield (1998) note that in the British data such exit transitions are more likely for the low-paid than the more highly paid, thus restricting one’s attention throughout to employees only overstates the movement up the earnings distribution ladder. They also conclude that those enter-
ing employment from a spell of non-employment are more likely to be low paid, and those who had been low paid prior to being not employment are more likely (than other entrants) to be low paid when they subsequently return to an employment situation. Such a cycle of low pay and joblessness is also found in Jensen and Verner’s (1997) analysis of longitudinal data for Danish workers over a ten-year period. It is important to stress then that among the low-paid, it is not only those who persistently fill low paying jobs over time who we expect will face a heightened risk of poverty.

Taking a life-cycle perspective, the impact on low pay, or of a cycle of low pay and joblessness, over a career is likely to have effects carrying over into retirement. As Atkinson (1973) emphasised, substantial experience of low pay and unemployment during one’s working years are linked to inadequate pension entitlement and poverty when one becomes elderly. This applies both to occupational and social insurance pensions. With social insurance pension entitlement generally depending on a sustained record of contributions over one’s career, a low pay or non-employment cycle may in retirement lead to a dependence on a means-tested social assistance pension safety net. In addition, of course, it minimises one’s chances of building up assets such as financial savings or housing, which can play a crucial role in influencing living standards in retirement.

A longitudinal perspective, not just over a number of years but over an entire working career and beyond, adds greatly to the depth and complexity of the relationship between low pay and poverty. However, what is most important about this type of dynamic analysis is the long-term causal connections it highlights, on which policy will ultimately have to focus if it is to be successful.

The intra-household distribution of earnings

Before going on to the implications of these results and the complexities which surround them, one further complication must be mentioned. We have focused throughout on poverty measured at the level of the household, in contrast to low pay which is of course at the level of the individual. This follows the conventional practice in the poverty measurement literature, but as mentioned earlier using the household as the recipient unit involves the critical assumption that resources are shared within the household so as to equalise living standards. If this does not in fact happen, there may be differences in poverty risk between individuals within a given household, which could have particularly important implications.
in the context of poverty and low pay. Suppose, for example, that some married women who do not work outside the home have a lower standard of living than their husbands, because the husband controls the resources coming into the household. Even with household income above the poverty line, some of these women may have living standards as low as those in poor households. For them, working in a low-paid job might not be necessary to lift the household out of poverty, but it might allow the woman herself to escape poverty. The evidence regarding the extent of these inequalities within the household and of 'hidden poverty' is extremely limited because the 'black box' of behaviour and distribution of power and resources within the household is such a complex area of investigation (see, for example, Jenkins 1991).

6 The Impact of Traditional Policy Instruments and the Role for New Policy Instruments

The limits to targeting

The first and most obvious implication of these empirical findings on the limited overlap between low pay and poverty is that any policy aimed at improving the earnings of the low-paid as a group will directly benefit only a minority of poor households. A valid response is that the same is true of any policy aimed at helping the working poor, simply because in most countries most poor households do not include an employed household member: policies aimed at that sub-set must be judged on their effectiveness in benefiting that target group rather than their overall impact on poverty. This is only true up to a point, however because the limited (direct) impact which policies aimed at the working poor will have on poverty has to be kept in mind when considering their role in an overall anti-poverty strategy and the extent to which they can only complement other policies – notably those that focus on unemployment and pensions for the elderly. In this sense, policies aimed at the low-paid may be similar to those aimed at specific local areas with high poverty rates – commonly referred to as ‘pockets of poverty’ or ‘black spots’. In a number of countries such area-based policies have begun playing a major part in the rhetoric and practice of anti-poverty action. The reality is, however, that most poor people do not live in these kinds of areas. An anti-poverty strategy which has as its central premises measures targeting the low-paid and specific high-poverty areas – whatever their merits and attractions – will simply not assist the majority of the poor.
Unlike area-based policies, policies aimed at the low-paid as a group will also have a very substantial spill-over as a portion of the non-poor will also benefit. This applies, for example, to a minimum wage, even one which is highly effective in increasing the gross earnings of the low-paid without having an adverse impact on employment levels. Recent US studies suggest that even there, where the overlap between low pay and household poverty is greatest, increases in the minimum wage have a relatively limited impact on poverty or income inequality and substantial spill-over to the non-poor (see, for example, Horrigan and Mincey 1993; Mishel et al. 1995; Neumark and Wascher 1997). What tends to be somewhat neglected – both by proponents and opponents of the minimum wage – is the limited direct effect one would expect a minimum wage to have on household poverty on its own. Even in the absence of negative effects on employment, most of the benefits would go to non-poor households, simply because that is where most of the low-paid are found. (See for example Gosling 1996; for the UK, Sutherland 1997; for Ireland, Nolan 1998). Where any disemployment effects would be felt is also important, of course, but it is far from clear whether the low-paid in poor households are likely to be more or less vulnerable than those in non-poor households.

The impact of minimum wages and effective wage floors

This limited impact on poverty is not in itself an argument against the introduction of a minimum wage or minimum wage increases. It is also important to be clear that the pattern in any one country can change substantially over time, as evidenced by the increase in the numbers of the ‘working poor’ in the UK in recent years. As Gosling (1996) put it in the context of the UK debate at the time, a minimum wage is not a good way to redistribute income from the rich to the poor, but it would be more distributive there now than in the past.

From the point of view of poverty and policies aimed at reducing it, though, the central role of unemployment in the case of most EU countries must be stressed. As debates about the minimum wage illustrate most sharply, the potential impact of alternative strategies on not just the low-paid but on low earnings and unemployment taken together must therefore be the focus of attention. It is important to note in that context that introducing or increasing the minimum wage may also have an indirect effect on poverty in the sense that it could help to draw people depending on benefits, particularly on social assistance, back into work. (This is particularly important if there is more upward income mobility...
from low-paid jobs than from long-term dependence). Also, increasing minimum wages could in some instances affect the scope for increasing benefit levels, where the latter are constrained by the level of the statutory minimum wage. This is the case, for example, in Belgium, where it is an accepted principle that the maximum unemployment benefit level should not exceed the minimum wage. Because of this link, an increase in the minimum wage could indirectly benefit the non-employed living on benefits, particularly the unemployed.

The direct and complementary role of tax and benefit systems

The interface between tax, social security and low pay is a key policy area, both in terms of the potential for the direct impact of reforms on poverty and for ensuring that dynamic behavioural responses enhance rather than erode that direct impact. The tax and welfare systems offer ways of targeting the low-paid who are in poor households, and this can look attractive as a way of minimising spill-over and concentrating on the sub-set of the low-paid who are in poor or near-poor households (Scholz 1996; Whitehouse 1996). Indeed, in several countries a minimum wage policy is now complemented with in-work benefits, with the aim of raising work incentives and alleviating in-work poverty. Since its expansion after 1993, the Earned Income Tax Credit (EITC), which supplements the incomes of low-wage working parents, has become a major anti-poverty programme in the United States. The direct impact of EITC on poverty appears to have been quite substantial, especially in terms of reducing child poverty (CEA 1998).

There is also evidence that the EITC has raised the work efforts of single women – a remarkable upsurge in work activity of single mothers closely tracks the expansion of EITC after 1993 (Eissa and Liebman 1996).

However, even where such measures do reach their intended target – which may not happen due to problems of non-take-up of benefits, for example – this generally comes at a high cost in terms of disincentive effects. In-work benefits encourage labour participation because in-work benefits are made relatively higher than out-of-work incomes. Also, in the phase-in stage, marginal tax rates will tend to fall, providing increased work incentives for those already working. But the labour supply effects may not be unambiguously positive because in-work benefits are gradually reduced once a certain earnings limit is reached. If the phase-out range is wider than the phase-in region and if more people fall within the phase-out range (which may well be the case) then more people may in fact face increased marginal tax rates. In the case of the EITC, however, this effect does not
seem to have dominated the positive effects for other groups (Blank, Card and Robins 1999). Chapter 6 discusses the \textit{eitc} in greater detail.

In-work cash transfers aimed at the low-paid may be seen as complements rather than substitutes for the minimum wage. Indeed, a substantial minimum wage may be a prerequisite for in-work benefit programmes to be efficient in the longer run. For example, if low wage supplements are available, low-pay workers may have less of an incentive to bargain for higher wages. They might even put up with even lower pay (Freeman 1996). As the discussion in Keese, Gittelman and Stancanelli (1997) and \textit{OECD} (1998) points out, whether they operate effectively as such depends on the level of the minimum wage and the extent and nature of the in-work benefits themselves. Other factors matter too, like the nature of earnings distribution, or the cost and availability of child care. And there are likely to be important interactions with other aspects of the tax/benefit system. All this makes it difficult to evaluate the net effects of a combined policy of in-work benefits and minimum wages. Simulations for the United States, which focus on the \textit{eitc}, suggest that there are strong complementary effects (\textit{OECD} 1998). However, Sutherland’s (1997) simulation analysis for the UK points out the potential for serious disincentive effects and poverty traps is real. Indeed, withdrawal of benefits or increases in tax and social security contributions as earnings rise may mean that it is precisely the low-paid in poor households who fail to benefit from a minimum wage.

The role of broader income support provisions

This focuses attention on the broader range of policies aimed at helping families with children, including introducing or increasing universal cash transfers (e.g., child benefits). This can have a more immediate impact on poverty both among those depending on earnings and those on social welfare, without adversely affecting work incentives, but at significant budgetary cost. To give another example, availability of high quality child care may be critical in reducing the disincentive to work for lone parents and women married to low-paid men in receipt of in-work benefits. Particularly when one takes the implications of the dynamic perspective seriously, it is clear that to be effective, policies aimed at the working poor will have to fit within a broad-based anti-poverty strategy, rather than focus narrowly on a specific sub-set of the low-paid at a point in time. This also applies to policies aimed at making labour markets – and particularly wages setting – more flexible in response to persistent, and in some countries rising, female and youth unemployment. A general expansion in low
wage employment is sometimes advanced as a way of tackling poverty by promoting the employment prospects of potential second earners in low-income households. However, the countries where low pay is most prevalent are also currently the ones where means testing in social protection is most important, and they in fact have relatively high poverty rates both among the low paid and among non-employed households. The context in which low-paid employment occurs is crucial for its impact on poverty, and the same is true for an expansion in low-paid employment.

7 Conclusion

Low pay has emerged as one of the major new risks facing welfare states today. There is widespread concern that (relative) poverty in employment situations has worsened in countries that have seen an increased incidence of relatively low-paid work. In Continental Europe, where enhanced wage flexibility is considered a cure for persistent high non-employment, there exists a widespread perception that an expansion of low-wage employment (mostly in the currently underdeveloped personal services sector) could lead to a proliferation of the working poor.

This chapter has attempted to shed some light on the empirical relationship between low pay and poverty, drawing on data from the Luxembourg Income Survey database and the European Community Household Panel. The main finding is that the extent of overlap between low pay and poverty is rather more limited and less clear-cut than is often assumed in policy discussions. Most low-paid workers live in multi-earner households and they frequently have living standards that exceed the poverty threshold by a very wide margin. Moreover, a small proportion of low-paid workers seem to provide the additional income needed by the household to live free from poverty. Nevertheless, in most countries there is a significant minority of low-paid workers for whom poverty is a very real problem. This is most notably the case in countries where passive benefit dependency is less of an option for those with a low earnings capacity.

Fears that there are limits to what can be achieved with the traditional instruments of minimum income protection seem well-founded in light of these results. Higher minimum wages can only have a limited impact on poverty – even among the low-paid – and the potential impact needs to be judged against the cost of potential job loss. New instruments like low-pay supplements – in the guise of tax credits or otherwise – can in theory be far more (cost-) effective in this respect, as chapter 6 will argue.
in more detail. However, this does not mean that ‘traditional’ instruments of social protection policy such as minimum wages no longer have a role to play. In-work cash transfers aimed at the low-paid can probably only be complements rather than substitutes for statutory minimum wages and other collective wage setting institutions. There is after all a real danger that effectively subsidising low-paid work might induce further wage erosion at the lower end of the wage spectrum. Moreover, in order to be effective as an anti-poverty device, low-pay supplements need to be strongly targeted. But strongly targeted benefits almost inevitably come at a high cost in terms of work and possibly household formation disincentive effects. This again highlights the continuing importance of ‘traditional’ instruments such as child benefits that can have an immediate impact on poverty – both among those depending on earnings and those on replacement benefits – without adversely affecting work incentives. Particularly when one takes the implications of the dynamic perspective seriously, a strong case can be made that in order to be effective, policies aimed at the working poor will have to fit within a broad-based anti-poverty strategy in which the classic instruments of income support play a crucial role.
On the Limits to Incrementalism in Income Protection Policy: The Case of Structural Unemployment in Belgium

1 Introduction

Structural unemployment is the second major ‘new social risk’ habitually associated with structural change in the labour market, particularly the demand shift against the less-skilled. As I proposed in the general introduction, it is often said that the traditional pillars of income protection – social insurance and social assistance – are not particularly well-adapted for dealing with the social risk of unemployment as it presents itself today, i.e., as a problem of structural labour market exclusion rather than as a risk-induced and typically temporary phenomenon. Basically, the claim here is that the distributional effectiveness, the economic efficiency and the political legitimacy of the social insurance/social assistance-based model crucially hinges on a state that approaches full employment, i.e., the sufficient availability of jobs that enable economic self-reliance.

The dominant thinking now is that social insurance/social assistance-based systems need to be maintained and adapted to the extent that is possible, but that augmenting the traditional pillars of social protection – I refer to this as incrementalism – cannot be considered the way forward in combating poverty in a sustainable way. Instead, attention is increasingly focused on policies that seek to restore the conditions under which the social security/social assistance model can function properly again. Particularly, much effort (and resources) is put into measures to recreate a full employment environment: wage and employment subsidies, reductions in social security contributions, active labour market programmes. In addition, there is an expansion of income protection (anti-poverty) arrangements that are meant to be complementary to the main social insurance/social assistance pillar: earned income tax credits etc., which we return to in part 3.

Discussions about the possibilities and limits of incrementalism tend to be rather general and theoretical. This chapter examines in some depth the case of Belgian unemployment insurance (uti).
ploring because the U1 system underwent a fundamental transformation in response to the changes in the economic and social environment. The system effectively evolved from a social insurance system fairly much in the classic Bismarckian mould into what effectively amounts to a minimum income protection system. In that process of gradual transformation, the objective of containing and reducing relative poverty played an explicit and central role, to some extent successfully, as I will show in this chapter. But the Belgian case also offers a good vehicle for illustrating and exploring some of the alleged limits to gradualism and incrementalism in social protection policy.

2 Unemployment Insurance in Belgium

Unemployment insurance in Belgium, as elsewhere, was implemented with a very limited purpose: to alleviate temporary need among breadwinners in a full employment environment – or at least an economic context approaching full employment. At the time it seemed to be ‘a perfect system’, for it simultaneously achieved several goals, or so it can be argued. First, the system enhanced economic efficiency. Unemployment insurance, as both an anti-poverty and income maintenance device, helped to limit risk-aversion and resistance to change among workers, since frictional unemployment became less of a threat to a people’s livelihood. Second, in a context in which the breadwinner model prevailed, there was a natural overlap and complementarity between the income maintenance function of the system and its poverty alleviation objective. In other words: it was socially efficient. Third, the system generated its own public support. Benefit entitlements were ‘earned’ through work, and hence an extension of previous earnings. The system did not rest, or did not need to rest on real solidarity. Well-understood self-interest served as a sufficient binding factor and as motivation to contribute to the system.

The first oil shock marked a fundamental and dramatic change in the economic environment. There was a sudden and massive increase in the number of unemployed workers and consequently in the number of people claiming unemployment insurance benefits. But more importantly, there was the transformation of the nature of the unemployment risk: frictional unemployment increasingly became structural unemployment. By then an equally dramatic change in the socio-demographic environment was already in full swing, most notably the increase in female participation. This caused the heterogeneity of the claimant population to increase.
These factors taken together imposed considerable strains on the system. First of all, it clearly jeopardised the budgetary sustainability of the system. The massive rises in the number of claimants as well as the more long-term nature of unemployment drove up expenditure and rapidly caused an imbalance between the expenditure and income side of the system.

Second, its potential as an anti-poverty effectiveness deteriorated. In a social insurance system, the level of support given to an unemployed person is generally dependent on past contributions, previous wages and work history. This means that the risk of unemployment is adequately covered if there is no structural jobs scarcity and workers are capable of accumulating adequate benefit entitlements through work. The unemployed population of the post-oil shock period increasingly consisted of new labour market entrants who had never had the chance to accumulate entitlements – women and school leavers.

Third, the socio-demographic changes affected the redistributive efficiency of the system. The rise of secondary and tertiary earner unemployment gave rise to an increased tension between the income maintenance function of the system and its anti-poverty objective. With the rise of non-breadwinner unemployment, the automatic link that used to exist between risk occurrence and need (potential poverty) ceased to prevail. With the proliferation of secondary earner unemployment, a rising proportion of total benefit expenditure benefits ended up in households with a fairly high pre-transfer household income. The tension between this fact and the fact that many of the unemployed had no access to unemployment benefits at all became highly problematic.

3 Policy Responses to Mass Unemployment

The expansion of early retirement

The main objective of this chapter is to show how the social security system – the unemployment insurance system in particular – coped with the rise in unemployment and particularly its changed nature. But first, we focus on the important and complementary role of early retirement. However, since our main focus is on the unemployment system proper, we will do so briefly.

The principal early retirement scheme (the so-called ‘bridge-pension’) was formally instituted as an extension of the unemployment insurance system. But as the name implies, the so-called ‘bridge pension’ was conceived from the start as a retirement scheme and not as an unemployment scheme. It is also perceived as such. The policy dynamic surrounding the
system has therefore followed its own path and logic. For example, the need to maintain work incentives, a perceived constraint to benefit generosity in the regular UI system, has never been an equally important consideration with respect to early retirement benefit levels.

Let me first sketch the context in which the principal early retirement scheme was implemented and then expanded. The Belgian industrial sector, being rather old and energy intensive, was particularly hard hit by the oil shocks and the economic downturns of the 1970s and 1980s (Cassiers et al. 1996; Hemerijck et al. 2000). The share of industrial employment (including mining and construction) in total employment, which was still around 40 per cent in 1975, fell rapidly in the years thereafter, reflecting major structural adjustments in steel, coal and textile industries. During the 1980s, Belgium recorded the fourth largest percentage of manufacturing job loss in the OECD area. By 1992, employment in industry represented less than 28 per cent of total employment (OECD 1997b).

As most Continental European countries, Belgium resorted to an expansion of early retirement schemes to help alleviate the social consequences of structural economic adjustment and massive job shedding in industry. Kohli et al. (1993) and Esping-Andersen (1996, 1999) have argued that in Continental Europe early retirement policies ‘became the main – if not exclusive – means to facilitate industrial restructuring’ (Esping-Andersen 1999: 130). Belgium probably went further than any other Continental European country in the extent to which it resorted to early retirement. Labour force participation among men over the age of 55 dropped rapidly and massively during the late 1970s and 1980s. It is now, at 37 per cent, still at one of the lowest levels among the OECD countries. To put this figure into context: the OECD average is 65 per cent and the EU average is 53 per cent.

The main early retirement scheme that was implemented in the late 1970s to shelter the casualties of the industrial collapse, consisted of a social security benefit, which formally had the status of an unemployment benefit because it was paid out by the unemployment insurance administration, supplemented by an additional benefit paid out by an industry fund. In this way, many of the early retired accumulated a net benefit income that was only marginally below their last wage. Although instituted during the late 1970s, the scheme saw its biggest expansion during the 1980s.

Early retirement achieved two direct goals; adequate poverty relief and cost containment, and it arguably also achieved a third, indirect one: reduced competition for scarce jobs.
First, the main early retirement scheme provided adequate – many would say generous – protection to those who lost their jobs during a time when re-employment chances were low, especially in the economic prevailing circumstances. As I indicated, job loss in Belgium’s industrial sector was massive after the oil shocks of the 1970s and 1980s. Many of the workers who lost their jobs were sole breadwinners with few formal qualifications or with very specific technical skills. Many of them lived in regions strongly dependent on industrial employment where alternative employment opportunities were scarce. The poverty consequences of high unemployment among traditional sole breadwinners would have been extremely grave since unsupplemented unemployment benefits would usually have been quite insufficient to protect them and their households from poverty. It is difficult to ascertain to what extent early retirement effectively prevented a rise of ‘real’ unemployment among older men but the unemployment rate for men between the age of 55 and 64 has remained comparatively low in Belgium. During the 1990s, it was well below 5 per cent versus an EU average of around 9 per cent.

Secondly, cost containment. The co-funded nature of the principal early retirement scheme initially helped to contain the budgetary cost of mass job shedding in the 1970s and 1980s. It would have been much more costly if the cost of providing adequate benefit packages to the many casualties of the post-industrial transition had fallen entirely on the social security system. On the other hand, one could also argue that job shedding was actually induced by the availability of financially attractive early retirement schemes. The co-funded nature of early retirement allowed and still allows employers to externalise a substantial part of the cost of laying-off redundant older workers. Because early retirement packages were so attractive, employers planning lay-offs typically encountered little resistance from trade unions and workers. Quite the contrary, older workers developed a strong preference for early retirement (Schokkaert et al. 2000). The fact that early retirement remains rampant even in today’s vastly improved economic context is almost wholly due to the fact that trade unions have made continuation of early retirement one of their main demands. So far, they have been highly successful in getting this demand met, despite growing resistance from employers, who increasingly complain of labour shortages. The government too has proclaimed its intention to scale back early retirement but has weary of trade union reaction and public opinion, taken few concrete steps so far.
The massive expansion of early retirement arguably also achieved a third goal: it relieved supply pressure on the labour market and reduced competition for jobs. Indeed, employers who resorted to early retirement were and are in principle required to hire a young person to replace the person who takes early retirement. In practice, however, the replacement rule has never been adhered to. Still, unemployment rates for men of prime age remained comparatively low in Belgium even when overall unemployment reached peak levels.

More generally, the labour market position of the prime-aged male breadwinner has remained extraordinarily robust (table 4.1). The vast majority have a reasonably well-paid job and usually a stable one; OECD data on job tenure indicate comparatively high job stability with the average job tenure among Belgian workers being among the highest of OECD countries (OECD 1997a). Furthermore, OECD data show that low-wage work is less prevalent among Belgian men than in most of the other OECD countries (OECD 1995). About 4 per cent of Belgian men in full-time employment work for a wage that is below 66 per cent of the median gross wage, compared to around 10 per cent in Germany and France and 13 per cent in the United Kingdom.

Table 4.1 The robust labour market position of the male breadwinner: Labour market position of men of prime age in a European perspective

<table>
<thead>
<tr>
<th></th>
<th>Unemployment rate</th>
<th>Low pay incidence (% below 66% median)</th>
<th>Average job tenure, in years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>6.2</td>
<td>3.9</td>
<td>11.7</td>
</tr>
<tr>
<td>Denmark</td>
<td>4.1</td>
<td>-</td>
<td>8.3</td>
</tr>
<tr>
<td>France</td>
<td>12.9</td>
<td>10.6</td>
<td>11.0</td>
</tr>
<tr>
<td>Germany</td>
<td>8.0</td>
<td>7.6</td>
<td>10.6</td>
</tr>
<tr>
<td>Ireland</td>
<td>9.7</td>
<td>-</td>
<td>9.8</td>
</tr>
<tr>
<td>Italy</td>
<td>7.5</td>
<td>9.3</td>
<td>12.1</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3.6</td>
<td>8.1</td>
<td>9.9</td>
</tr>
<tr>
<td>Portugal</td>
<td>5.0</td>
<td>-</td>
<td>11.1</td>
</tr>
<tr>
<td>Spain</td>
<td>13.6</td>
<td>-</td>
<td>9.8</td>
</tr>
<tr>
<td>UK</td>
<td>6.7</td>
<td>12.8</td>
<td>8.9</td>
</tr>
<tr>
<td>OECD Europe</td>
<td>7.4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Source: OECD.
The transformation of the UI system

Early retirement schemes relieved the pressure on the UI system proper to a considerable extent. But by doing so it effectively strengthened the need for changes to the UI system. After all, early retirement absorbed much of the classic breadwinner unemployment for which the unemployment insurance system was originally designed. This further increased the already growing heterogeneity of the claimant population and hence worsened the distributive inefficiency of the system, especially from a poverty alleviation viewpoint. During the 1970s and 1980s, an increasing proportion of the rapidly rising total benefit expenditures went to secondary earners with a relatively high (pre-transfer) living standard, while many others, most notably new labour market entrants with insufficient contribution records, found themselves increasingly exposed to poverty.

The UI system has undergone a veritable transformation over the past couple of decades. The process of change has been broadly guided by two main concerns: containing the cost of the system and maintaining goal effectiveness, primarily in terms of ensuring minimum income protection. The system has been transformed from a social insurance arrangement in the Bismarckian mould into what effectively amounts to a minimum income protection system. Benefit generosity has become much more a function of assumed need than of previous earnings and contributions, as is normally the case in a social insurance system. The strong link between contributions and benefits has in fact been all but abandoned over the past two decades.

There were a couple of major reform moments, but the transformation of the system was really achieved through a succession of piecemeal interventions or sometimes non-interventions, e.g., not adjusting benefit levels to compensate for inflation. In broad strokes, the reform of the system can be characterised as follows:

- Cost containment and the enhancement of distributive efficiency through the introduction of categorical selectivity, i.e., benefit differentiation according to assumed need rather than contribution record.
- Strengthening of the minimum income protection component of the system through selective minimum benefit increases and the widening of eligibility to minimum benefits.
- Weakening of the income insurance function on the benefit side and a strengthening of solidarity on the contributions side.
The introduction of categorical selectivity

In a social insurance regime, benefits are in theory individual entitlements that are a function of individual work history and past contributions (and hence past wages). Belgium’s unemployment insurance system has never been a pure social insurance system in this sense. From its inception in 1944, the Belgian system has been characterised by a strong emphasis on minimum income protection (Clegg 2006). Until 1971, unemployment benefits were basically flat-rate, though there was an element of categorical selectivity in that men were entitled to higher benefits. There was also a degree of differentiation between rural and urban areas (De Lathouwer 1997).

However, because of the 1971 reforms, Belgium had a fairly typical social insurance system in place by the time the economic crisis struck. Unemployment benefits had become individual, non-means tested entitlements earned through work – only those with a sufficient contribution record and work histories were entitled. Benefits were also wage related, be it within certain minimum and maximum limits (the spread was in the order of 25 per cent). In addition, a distinction existed between so-called heads of household and others. This had been introduced as a substitute for the more explicit but discriminatory and hence unconstitutional differentiation between men and women.

In the years immediately after the 1973 crisis, there was a sudden and vast increase in the number of people claiming unemployment benefits (table 4.2). As a result, the cost of the system exploded and a serious financial imbalance developed between the contribution and the expenditure side. Also, a growing share of benefits started flowing to secondary earners. As a consequence, benefits were increasingly ending up in households that did not really need them to stay out of financial hardship.

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of full-time unemployed</th>
<th>Full-time unemployment as a percentage of the labour force</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td>70,753</td>
<td>1.9</td>
</tr>
<tr>
<td>1975</td>
<td>174,48</td>
<td>4.4</td>
</tr>
<tr>
<td>1980</td>
<td>322,310</td>
<td>7.9</td>
</tr>
<tr>
<td>1985</td>
<td>505,944</td>
<td>12.3</td>
</tr>
<tr>
<td>1990</td>
<td>364,696</td>
<td>8.7</td>
</tr>
<tr>
<td>1995</td>
<td>555,252</td>
<td>12.9</td>
</tr>
<tr>
<td>2000</td>
<td>439,149</td>
<td>10.1</td>
</tr>
</tbody>
</table>


Table 4.2 Evolution of the number of people entitled to unemployment insurance benefits for full-time unemployment, Belgium 1970-2000
The major reform moment came in April 1981 when a further distinction was introduced between three categories of claimants: heads of households (those providing for dependent persons: children or non-working spouses), single persons and so-called ‘cohabitants’: unemployed persons who lived together with a person who has an income above a certain threshold (possibly another unemployed person).

The first two categories of claimants remained entitled to a full benefit because they were assumed to be most needy. For cohabitants, however, the link to previous wages was only maintained for the first period of unemployment. After roughly the first year and a half of unemployment (depending on their work history) cohabitants only became entitled to a relatively low flat-rate amount, regardless of their previous earnings. Benefits for cohabitants were made increasingly more regressive throughout the 1980s and 1990s.

The time duration of unemployment benefits has also become more a function of assumed need rather than of work history and past contributions. Unlike in most other countries, unemployment insurance benefits have never been time limited in Belgium. In this respect at least the system was from the start better adapted to deal with structural unemployment than systems in which unemployment insurance benefits expire after one, two or more years.

Only cohabitants could have their benefit terminated after an ‘abnormally’ long spell of unemployment, and only if the total household income exceeded a certain threshold (far above the poverty thresholds for most conventional household types). Until 1993, the general rule was that benefit termination proceedings could only be initiated if a cohabitant’s spell of unemployment exceeded twice the average spell of unemployment in the region of residence, also taking into account the sex and age of the person. After 1993, this period was shortened to 1.5 times the average spell.

In practice this means that benefit termination proceedings are not initiated until a spell of unemployment exceeds 3 or 4 years. In regions with unfavourable labour market conditions, this period can be as long as 8 or more years. But even then benefit termination is still not automatic. The administration has some discretion in granting exemptions. For example, it can be judged that a claimant has made ‘extraordinary’ efforts to find work. Yet, since the early 1990s, officials have become considerably less lenient in granting exemptions for this reason (De Lathouwer 1997; De Lathouwer and Bogaerts 2000). But even despite a tightening of rules concerning benefit termination, the Belgian system remains highly atypical in terms of average benefit duration.
Single persons and heads of households can only have their unemployment benefits suspended in cases of proven fraud. This is the main reason why at least some of the unemployed need to resort to social assistance, at least for the duration of the suspension, which is usually temporary.

| Table 4.3 Distribution across benefit categories in unemployment insurance, Belgium, 2000 |
|---------------------------------|---|
| Head of household               | 36.4 |
| – men                           | 17.5 |
| – women                         | 18.8 |
| Single persons                  | 18.0 |
| – men                           | 10.9 |
| – women                         | 7.1  |
| Cohabitants                     | 45.4 |
| – men                           | 13.8 |
| – women                         | 31.7 |
| Others                          | 0.2  |


The strengthening of minimum income protection
As I have already indicated, the Belgian unemployment insurance system was from its inception characterised by a fairly strong emphasis on minimum income protection. Unemployment insurance benefits were initially flat rate. It was not until 1971 that unemployment benefits became wage related. But even at that time there existed a minimum benefit level in order to ensure a decent level of protection to those with low previous earnings.

Despite the continuous efforts over the past decades to contain the cost of the system, minimum income protection within the UI system has been strengthened substantially. In a passive sense, the concern for maintaining anti-poverty effectiveness is evident in the way categorical selectivity was introduced. But there have also been intentional reforms aimed at strengthening the adequacy of minimum income protection.

First of all, the conditions to gain access to (full) UI benefits have been relaxed over the years. Unemployment benefits are now frequently in excess of what people would be entitled to if the equivalence principle had been strictly adhered to. For example, years spent in full-time education...
count as time worked. Activities other than paid work have also counted. Of the unemployed in the category ‘head of household’ almost half receive the guaranteed minimum benefit (RVA 2000).

Second, minimum benefit levels, at least those for heads and single persons, have increased more than UI benefits in general. During the 1970s, benefits were automatically first linked to consumer prices and then, be it for a short period of time, to real wages. As a consequence, benefits increased fairly strongly across the board. The automatic link with wages was already abandoned in the late 1970s and the automatic link with consumer prices was abandoned in the early 1980s. During the mid-1980s (1984-1986) benefits and wages were not adjusted for inflation, causing a drop in the real value of both wages and benefits (De Lathouwer 1997). From then on adjustments for inflation have been made in a selective manner. Those on minimum benefits have disproportionately benefited but it is nevertheless the case that the inflation-adjusted increases have remained fairly limited over the past few decades (figure 4.1).

Figure 4.1 Minimum UI benefit levels, in 2001 prices

Source: Cantillon et al. (2001).
Third, supplementary benefits have been introduced for what are assumed to be particularly needy categories of beneficiaries, most notably supplementary child benefits for unemployed persons with dependent children. Such supplements were introduced partly in compensation for the general non-indexation of benefits (and wages) during the 1980s.

The weakening of the insurance function
The Belgian unemployment insurance system never amounted to a full-fledged social insurance system; the difference between minimum and maximum benefits has always been fairly limited, even during the early 1970s when the system most resembled a classic social insurance scheme most strongly. In the post-oil shock crisis decades, the insurance function was rapidly scaled back again. Clearly, the strengthening of categorical selectivity meant a weakening of the insurance principle. Furthermore, the real value of the maximum benefit levels has been allowed to decline more strongly than the real value of minimum benefits. As a result, today only a very small wedge remains between maximum and minimum benefits. To illustrate this: in 1975, the difference between the minimum and maximum benefit amounts for an unemployed head of household amounted to almost 25 per cent, by the mid-1990s this had shrunk to less than 13 per cent.

At the same time, and more importantly, high earners now contribute more to the system. Until 1982, workers only paid contributions up to a certain maximum amount – a logical compensation for the fact that maximum benefit levels were also constrained. As the cost of the system soared during the 1970s, this contributions ceiling was gradually increased, basically in order to get more money into the system. In 1982, this contribution ceiling was completely abandoned.

4 Outcomes in a Comparative Perspective

Cost containment while maintaining, even selectively improving, minimum income protection guided the initial reforms to the UI system during the 1980s. The introduction of the relatively cheap cohabitant category, for example, was a typical measure in that it was intended to reduce the cost of the system while safeguarding the level of protection offered to the neediest. What did the reforms deliver?
Cost

Overlooking the post-crisis period one is struck by the extent to which the budgetary cost of the UI system has been successfully contained and even reduced, despite the massive rises in the number of claimants. Standardised expenditure figures for the entire period studied are impossible to find, but the available figures roughly sketch the following picture. As one would expect, there was an out-and-out cost explosion after 1973. In 1970, when there were less than 71,000 people in the system, the overall cost of the unemployment insurance system (including early retirement) amounted to roughly 0.7 per cent of GDP. Ten years later, there were almost 600,000 benefit claimants and the cost had risen almost five-fold, to 3.3 per cent of GDP (Cantillon et al. 1987). The OECD estimates the cost of the UI system for that year – the first year of its standardised expenditure database – at 2.5 per cent. The cost of the system continued to rise during the early 1980s. By 1985, there were an additional 200,000 benefit claimants and the cost had risen by almost another percentage point.

After 1985 there was a radical and rather spectacular turnaround, as is evident from the figures. Despite a continuing rise in dependency levels (almost another 100,000 benefit claimants by 1990), the cost of the system in GDP terms dropped quite steeply during the late 1980s. This was a result of two factors. First, the changed composition of the benefit claimants population – less people claiming benefits for full-time unemployment, more people claiming benefits for part-time unemployment. But more important was the fact that over this period the inflation-adjusted value of benefits declined in the context of strong economic growth. In the five years between 1985 and 1990, the cost of the system dropped from 3.4 per cent of GDP to 2.6 per cent. Over the course of the 1990s, the cost of the system remained fairly stable, despite another significant increase in the number of claimants for full-time unemployment, especially during the mid-1990s.

According to the OECD Social Expenditure Database, Belgium in 1997 allocated 2.65 per cent of GDP to unemployment benefits, a comparatively high figure – the OECD Europe average at the time was only 1.65 per cent. But this figure needs to be seen in the context of Belgium’s exceptionally high benefit dependency rate, particularly among the unemployed. Countries like Denmark or the Netherlands, where proportionally fewer working-age people received benefits, were spending significantly more on benefits for the unemployed, respectively 3.37 and 2.60 per cent.

The fact that the aggregate cost of the UI system was successfully contained arguably helped Belgium sustain the effectiveness of the system.
in terms of its capacity to provide adequate income protection for those most in need (single persons and heads). It is difficult to predict what would have happened if the equivalence principle (the link between individual wages, contributions and benefits) had not been abandoned to the extent that it was. The overall cost of the unemployment insurance system would undoubtedly have been higher and the distributive efficiency would probably have been much lower, that is, from a poverty protection viewpoint. A far higher share of overall benefit expenditure would have gone to comparatively affluent double income households. It seems highly unlikely that it would have been possible to maintain the unlimited time duration of benefits in a more classic social insurance context.

Social assistance dependence and poverty in comparative perspective

Turning to outcome indicators, the first notable fact is that social assistance dependence has remained far less widespread in Belgium than elsewhere. Unlike in many other European countries, the rise in structural (long-term) unemployment during the 1970s and 1980s did not cause a big influx into social assistance in Belgium. Social assistance dependence of working age Belgians has remained below 1 per cent of the total population and long-term social assistance dependence below 0.5 per cent. These are considerably lower dependency levels than in most other European countries, where, moreover, the long-term unemployed tend to make up a considerable portion of the population on social assistance (Gough et al. 1997).

The explanation lies in the extent of the coverage of Belgium’s UI system. A vast proportion of the working-age population receives compensation for full-time unemployment and even many more receive some other type of UI benefit. As a consequence, the official Belgian unemployment rate, which is based on the number of UI benefit claimants, has always been much higher than the ILO unemployment rate, which is based on the number of people who register as unemployed and actively seeking work.

This is not because access thresholds to the system are especially low. People generally need a substantial employment record in order to gain access to UI entitlements. Unemployed school leavers are a major exception; they gain access to benefits on the basis of their time spent in school. But what makes the Belgian system atypical is the time duration of benefits, which is effectively unlimited for the unemployed for whom their UI benefits serve as their principal income. Recall that only ‘cohabitants’ with a household income (fiscal income in the previous year) that is far above the social assistance threshold can have their benefits terminated.
solely for duration reasons. This is in all probability the principal explanation why social assistance dependency levels have remained so low amidst persistent long-term unemployment.

Coming to what is in the present context the most important measure of policy performance, evidence suggests that the poverty consequences of mass structural unemployment (in the broadest sense of the word) have remained comparatively limited in Belgium. Belgium’s comparatively low poverty rate stands in marked contrast to its international position regarding various employment indicators.

Cross-country comparative poverty studies on the basis of the LIS database have consistently shown that Belgium has one of the lowest poverty rates among OECD countries (Atkinson 1997; Gottschalk and Smeeding 1999). This is particularly true for the non-employed, as figure 4.2 shows, which is based on calculations on the basis of LIS (see chapter 5). In fact, Belgium has the lowest poverty rate for the non-employed of the 14 major OECD countries included in the analysis. This LIS-based picture was recently confirmed by an OECD study which uses alternative data sources for many countries, including Belgium. The OECD study also shows relative poverty rates for Belgium to be at the lower end among OECD countries (Förster 2000).

Figure 4.2 Relative poverty rates for the working-age population, OECD, early 1990s

Source: LIS.
Poverty estimates on the basis of the European Community Household Panel present a somewhat different picture: ECHP poverty rates for Belgium tend to be higher than the LIS-based estimates (Eurostat 2001). This discrepancy exists for many OECD countries, and country rankings on the basis of LIS and ECHP are quite similar, but the magnitude of the difference is larger for Belgium than for most of the other countries (Van Hoorrebeeck et al. 2002).

Gallie et al. (2000) present comparative data on relative poverty rates among the unemployed, drawn from the ECHP (figure 4.3). As I have just indicated, this data source is fraught with problems and consequently, the figures should be treated as being indicative more than anything else. In addition, it is generally difficult to get a good match between someone’s employment status (which typically refers to someone’s status at a particular point in time) and his or her poverty status (which is typically measured on the basis of yearly household income). Data for 1994, Gallie et al. (2000) reveals that 23 per cent of Belgium’s unemployed lived on an income that was below 50 per cent of median equivalent household income, compared to 25 per cent for the Netherlands, 27 per cent for Germany,
28 per cent for France, 37 per cent for Italy and 48 per cent for the UK. (It is worthwhile to point out that the authors used a measure of monthly, and not, as is usually the case, annual income for this exercise because this allowed a better match with the employment status variable.)

5 How the UI System Started Failing the Most Vulnerable

Going by the evidence available, poverty rates for the working-age population are comparatively low in Belgium, including for the unemployed. But this generally favourable picture obscures a much bleaker one in so far as the most vulnerable are concerned. And what is most important, the efficacy of the system in providing minimum income protection to the most needy appears to have deteriorated quite substantially within the time frame for which we have data. The data source is the Belgian Socio-Economic Panel Survey (SEP).

In 1985, the earliest year for which we have SEP data, about one in ten (self-reported) of the unemployed were living in financial poverty, i.e., they resided in a household with a total household income that was below 50 per cent of average household income adjusted for family size (that is, in the month which preceded the one during which the interview took place). However, by 1997, the most recent year for which comparable data is available, this proportion had doubled to about one in five (table 4.4). This SEP-based poverty estimate of 20 per cent is of the same magnitude as Gallie et al.'s estimate using ECHP data. Hence, even despite the rise, poverty among the unemployed in 1997 remained comparatively low.

| Table 4.4 Poverty incidence by labour market status, Belgium 1985-1997 |
|--------------------------|-----------------|-----------------|------------------|-----------------|-----------------|-----------------|-----------------|
| Labour market status     | Relative poverty incidence | Share in working-age population |
| Non-employed            | 6.4   | 9.0   | 11.2  | 44.5  | 40.6  | 41.2  |
| Unemployed              | 10.4  | 13.4  | 22.2  | 7.6   | 7.4   | 8.7   |
| - with UE benefit       | 10.0  | 12.2  | 19.3  | 6.6   | 6.6   | 6.6   |
| - no UE benefit         | 13.3  | 22.6  | 31.4  | 0.9   | 0.8   | 2.1   |
| Working-age population  | 3.9   | 4.4   | 5.1   | 100.0 | 100.0 | 100.0 |
|                         | (n = 6,598) | (n = 3,528) | (n = 4,228) |

Source: Calculations on the basis of the Belgian Socio-Economic Panel Survey.
The principal reason for the limited overlap between unemployment and poverty can be found in the profile of the unemployed population in Belgium (table 4.5). The vast majority of the unemployed in Belgium live in households with at least one wage earner. In 1997, almost eight out of ten households receiving unemployment benefits also had other financial means (table 4.6). For them, the unemployment benefit was only one component in their household income package and frequently only a minor one. The majority of UI claimants in 1997 would not have been poor even if they had not received any benefit at all. This is evident if one looks at the pre-transfer poverty rates for households with an unemployment benefit – a rough measure of dependence on benefits to stay out of poverty. The ‘favourable’ composition of the unemployed population is probably in major part a consequence of the extent to which early retirement schemes were used to shelter the most vulnerable sections of the unemployed, particularly sole male breadwinners who became unemployed as a consequence of the economic shock and the post-industrial transition.

<table>
<thead>
<tr>
<th>Table 4.5</th>
<th>Poverty exposure of unemployed persons by household type, 1997</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poverty risk</td>
<td>Share in population of unemployed persons in poverty</td>
</tr>
<tr>
<td>Single adult</td>
<td>45.7</td>
</tr>
<tr>
<td>Two adults, no children</td>
<td>16.0</td>
</tr>
<tr>
<td>Two adults, children</td>
<td>22.5</td>
</tr>
<tr>
<td>Single parent</td>
<td>19.4</td>
</tr>
<tr>
<td>Other household type</td>
<td>13.9</td>
</tr>
<tr>
<td>All</td>
<td>22.2</td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.

<table>
<thead>
<tr>
<th>Table 4.6</th>
<th>Profile of households receiving unemployment benefits (UEB), Belgium, 1997</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share in the population of households receiving UEB</td>
<td>100.0</td>
</tr>
<tr>
<td>Share in the total population</td>
<td>13.0</td>
</tr>
<tr>
<td>% Pre-transfer poor</td>
<td>55.7</td>
</tr>
<tr>
<td>% Lifted from poverty thanks to UEB</td>
<td>29.1</td>
</tr>
<tr>
<td>% Poor despite UEB</td>
<td>15.2</td>
</tr>
</tbody>
</table>

Source: Belgian Socio-Economic Panel Survey.
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But the fact remains that poverty among the unemployed increased substantially in the 1985-1997 period. And what is more important, the fairly modest overall rise in poverty among the unemployed obscures a far bigger rise among the minority of households who actually had to make ends meet solely on their unemployment benefit. In 1997, 60 per cent of the households depending almost entirely on UI system income (i.e., excluding regular and supplementary child benefits if applicable) were found to be living on an income below the poverty threshold, up from 30 per cent in 1985 (figures 4.4 and 4.5). Which brings us to the core focus of this chapter – why did the adequacy of the system vis-à-vis the most vulnerable deteriorate so dramatically?

Figure 4.4 Poverty rates for households receiving UI benefits, 1985-1997

Source: Belgian Socio-Economic Panel
Why the UI System Started Failing the Most Vulnerable

The direct reason why poverty increased so dramatically is simple: benefit levels dropped below the adequate level (figure 4.6). While benefit levels almost stagnated in real purchasing power terms after the early 1980s (figure 4.1), average living standards and hence relative poverty thresholds continued to rise, leading to a severe decline in the relative value of benefits (figure 4.7). It is not surprising then that poverty levels among the unemployed surged dramatically, especially since minimum UI benefit levels were only just adequate at the start of the period we consider here.

In the social policy literature, there has been an impulse to attribute stagnant benefits and rising poverty to ‘welfare state backlash’ or ‘welfare state retrenchment’. The core idea is that social protection arrangements became increasingly inadequate during the 1980s and 1990s because neoliberal tendencies started to dominate social policy thinking.
However, it has also been argued that there are other, more fundamental reasons why benefits, in Belgium as elsewhere, have become more and more inadequate. The progressive decline in the adequacy of the UI for unemployed breadwinners, which was already evident by the late 1980s, led to claims that social security was approaching its limit (Cantillon 1993). One of the principal reasons, it was suggested, is that over the past few decades the general living standard and hence the relative poverty threshold have both been pushed upward, not by real wage growth (as was the case in the 1950s and 1960s) but by the proliferation of double earnership.

Figure 4.8 illustrates this point. The average living standard in the period 1985-1997 rose by just under 20 per cent, as naturally did the relative poverty threshold. In contrast, the average gross wage rise for employees, according to figures published by the Federal Ministry of Employment, remained limited to 10 per cent. For manual workers it was even less. (And on the basis of the SEP dataset, we find that the average net income from full-time work rose by 8 per cent.) Wages clearly did not keep up with average living standards in the period covered. Benefits and minimum wages have lagged even further behind (figure 4.9).
Figure 4.7 Minimum UI benefit levels relative to national income per head

Source: Cantillon et al. (2001).

Figure 4.8 Average living standard, wages and UI benefits: real terms trend between 1985 and 1997

The implication is that relative poverty among unemployed breadwinners could only have been maintained at the 1985 level or thereabouts if UI benefits rose in line with the general living standard, which would have required a far stronger real rise in benefits than in real wages. Similarly, improving the level of minimum income protection for the unemployed within the UI system would have required benefits to have increased more strongly than average wages.

Figure 4.9 How the minimum wage and UI benefits have drifted from the average standard of living


This, it was argued, would have been both economically infeasible and politically unrealistic. Hence the claims that it was becoming ever more difficult and eventually impossible to achieve substantial social progress within the framework of the conventional social security system.

First of all, it was and still is assumed that a certain gap between benefits and minimum wages needs to be maintained in order to maintain sufficient work incentives. It is also claimed that there it is a moral and political imperative to do so – the legitimacy of the welfare state can only be sustained, it is argued, if a clear hierarchy exists between work and
inactivity. The key problem, it is argued, is that some categories hardly gain anything from making the move from dependency to work. Lone parents, most notably, can actually suffer a substantial net income loss if they make the move from a full benefit package to a low-paid job, especially if they fully or even partially incur the extra cost of child care (De Lathouwer 2001).

An obvious, but in many eyes unrealistic, way out of this cul-de-sac would be to raise the minimum wage. This would create scope to increase benefits and improve the level of income protection offered to the most needy, i.e., chronically unemployed breadwinners. However, the problem is that a really substantial increase would be required. After all, the minimum wage has remained essentially constant in real value over the past 20 years, as have UI benefits. Over the same time period, the average living standard has risen by more than 20 per cent real terms and so has the relative poverty threshold.

Although it has remained essentially constant, the Belgian minimum wage remains among the highest in the OECD area, in absolute purchasing value terms as well as in relative terms, i.e., relative to the median wage (table 4.8). Over the past two decades, net wages have also tended to increase less than the average standard of living – living standards have been pushed up by the proliferation of multi-earnership and not, as in the past, by real wage growth. A reduction of poverty among unemployed sole breadwinners within the UI system would therefore require a stronger increase in the minimum wage than wages in general have risen in the past two decades. If this would happen, it would imply a further compression of an already comparatively compressed wage structure. This, again, is widely deemed unfeasible in a post-industrial environment where a demand shift against the less-skilled has occurred. The predominant opinion is that an even more compressed wage structure would have a detrimental effect on the employment prospects of the less-skilled and would push even more people in dependency.

The ‘limits to social security’ argument is compelling in many respects. But have the limits of social security really been reached? We will now consider the arguments in greater detail, starting with the alleged economic limits.
On the Economic Limits to Incrementalism

On the gap left between benefits and minimum wages

There is no statutory minimum wage in Belgium, but there is a nationwide collectively agreed minimum wage. It is this minimum wage which features prominently in calculations that have to do with work incentives, unemployment traps and the like. However, the minimum wage has more of a benchmark purpose than anything else – it constitutes the absolute base of the wage building. ‘Real’ minimum wages (i.e., pay scales for the youngest, least qualified and least experienced workers) are negotiated at the industry level. These tend to be considerably higher than the nationwide minimum wage. Figures published by the Belgian Ministry of Employment and Labour (2000) suggest that the industry minimum wages are on average about 10 per cent higher than the nationwide level. Industries where the lowest pay scales are 20 to 30 per cent higher than the nationwide minimum are not exceptional. There are even a few industries where the lowest pay scales are almost twice as high as the nationwide minimum. All the available evidence suggests that very few people actually work – or can work – for the nationwide minimum that features so prominently in the debate.

All this aside, even the wedge between the nationwide minimum wage and the minimum or even maximum unemployment insurance benefit levels for the various categories of beneficiaries has remained quite substantial. However, what really matters, particularly from the perspective of labour supply incentives, is the net minimum wage, i.e., the gross minimum wage minus social security contributions and taxes. Net minimum wages do tend to be quite a bit lower than the gross minimum. Social security contributions payable by the employee are levied as a fixed percentage of the gross wage (13 per cent). Personal income taxes then have to be paid on what is called the gross taxable wage. The level of personal taxation depends on a great number of factors apart from income level. What matters in particular is household composition, specifically the number of dependents. In 1999, the year closest to 1997 for which detailed information is available, the gross/net wedge at minimum wage level for single people amounted to 29 per cent, 20 per cent for single parents and 14 per cent for heads with two children (De Lathouwer and Bogaerts 2001).

Other factors influence the net income package when someone is employed or on benefits. Unemployment insurance benefits are more favourably taxed than wages and unemployed people with children are entitled
to additional child support benefits. Work, on the other hand, brings with it additional costs such as travel and possibly child care.

In 1999, the net financial gain for a single person who made the move from long-term unemployment (while receiving the maximum unemployment insurance benefit) to a minimum wage level job amounted to around 40 per cent (on the order of 250 euros). However, for a head of household the gain was much smaller: around 20 per cent (in the order of 100 euros). A single parent making the move from benefit dependence to full-time work actually suffered a small net income loss (around 40 euros), especially because of the additional cost of child care. Clearly, work disincentives were only a real issue as far as lone parents were concerned.

This is important because single people were precisely the category for whom the poverty rates were highest in 1997. As table 4.5 shows, single unemployed adults faced an almost 50 per cent chance of poverty. They also made up one-third of the total unemployed population in poverty. It is clear that this was a direct consequence of benefit inadequacy. In 1997, the minimum UI benefit for a single person was well below the poverty threshold (figure 4.6). Given the huge gap even between the maximum UI benefit and the net minimum wage for a single person, there undeniably existed scope to increase benefit adequacy for this the most vulnerable category.

Moreover, if the government’s priority had been to maximise benefit adequacy, while maintaining a substantial wedge with the net incomes of low-paid work, an obvious option would have been to reduce social contributions and personal taxes on low wages. Successive Belgian governments have sought to boost the demand for less-skilled workers by reducing the employers’ social security contribution burdens on low wages. It was not until 2000 that a modest social security contribution reduction for low-paid employees was introduced. The reduction consists of a flat rate amount. Minimum wage workers get the full reduction. The reduction then gradually becomes smaller until it reaches zero at a gross wage level that is around 120 per cent of the minimum wage. This reduction has brought down the gross/net wedge for minimum-wage workers from 29 to 24 per cent for single people and from 13 to eight per cent for single parents (De Lathouwer en Bogaerts 2001). As a consequence, work has become more worthwhile for people on unemployment benefits. (Note that this reduction constitutes a further strengthening of the solidarity principle and a further move away from social insurance.) However, the net effect of the social security contribution reduction is tempered by the way personal taxation works. Thanks to the reduction low-paid workers
pay less in social security, but since this raises their taxable gross wage they end up paying slightly more in taxes.

Is a strict hierarchy between minimum wages and benefits required?

What about the fundamental claim that as a general principle benefits for the unemployed need to be significantly lower than the minimum wage in order to maintain work incentives? This supposed requirement obviously imposes a very serious constraint on the level of income protection that can be offered to the most vulnerable.

The UI system was initially designed for the male breadwinner era. The implicit assumption was that the UI did not pose a threat to work incentives in any real way. Men were expected to work and the vast majority wanted to work, if only for reasons of self-esteem and social status. The econometric labour supply literature seems to support the view that financial disincentives to work have made more limited impact on working men’s labour supply than on women’s (Blundell and Macurdy 1999).

The concern with work incentives appears to be entirely legitimate. There is actually a good deal of evidence that an important section of the long-term unemployed in Belgium might justly be labelled ‘voluntarily unemployed’—i.e., that many prefer benefits rather than a job that can reasonably deemed to be within their reach if they made serious efforts to find, secure and hold on to these jobs. An in-depth study of work attitudes among the long-term unemployed by De Witte (1992) provided direct evidence that a significant percentage of long-term unemployed women had little real interest in work and that they preferred a relatively low but steady social income to a work income. It turned out that ‘voluntary’ dependence was heavily concentrated among less-skilled women with children. A more recent study by De Lathouwer and Bogaerts (2000) which examined the consequences of forced exit from the UI system provides similar indications. Specifically, the study looked at the labour market and income status of a sample of long-term unemployment insurance beneficiaries who had seen their unemployment terminated, and this was done nine months after the benefit termination had taken effect. It is possible that many were discouraged job-seekers, but an analysis of responses to questions that gauged one’s attitudes toward work strongly suggest a moderate genuine interest in work at best.

Entry into the UI system in Belgium is fairly easy provided that a person has enough of a work history and provided the claimant has been
dismissed by an employer. Access is denied, however, if the dismissal was for gross dereliction or reprehensible behaviour. In theory, a person who quits voluntarily is not entitled to UI. In practice, however, employers are frequently requested to ‘grant’ dismissal. It is, of course, up to the employer whether or not to grant such a request, but the pressure to comply can be substantial. Moreover, the practice of ‘dismissing’ people on their own request in order to offer them access to UI is, though fraudulent, socially accepted. The practice appears largely tolerated as the administration seems only concerned with the formal validity of the claim not with its truthfulness.

Such practices are probably difficult to prevent. It would become very cumbersome and costly if in each dismissal case a full investigation into the validity of the reported motives of the employer had to be established. At least this is what the case of the Netherlands suggests. The UI administration there takes a more active role in controlling access to the UI system. This is because the law there is such that the applicant’s conduct prior to dismissal plays an important role in determining entitlement. For example, a person is denied access to UI benefits if he or she insufficiently objected to the employer’s intention to dismiss. This requirement imposes a heavy case load on the involved agencies. Annually, some 40,000 cases are pursued in court. Not surprisingly, court proceedings are conducted in a bureaucratic and run-of-the-mill manner. Given the heavy caseload, there is rarely much time or the means to conduct an in-depth investigation into the exact circumstances and events surrounding the dismissal (Knegt 2000). Of course, the question is whether a court would ever be able to stand between two colluding parties playing the formalities correctly.

Likewise, one could theoretically argue that no strict hierarchy between benefits and minimum wages is required if sufficient effort were made to make sure that claimants accepted suitable jobs; that is, if the requirement to accept a suitable job is implemented stringently and is perceived to be implemented stringently, i.e., if there are real controls on work search and job acceptance behaviour and if there are appropriate sanctions. That, one could argue, would make it possible to offer sufficient income protection to the truly needy: those genuinely unable to find a job.

It is certainly the case that in the past the work requirement condition has not been imposed very stringently by the Belgian UI administration. What is considered a ‘suitable job offer’ for an unemployed person has always been interpreted in a narrow way. A job offer needs to fit someone’s
qualifications and experience fairly strictly. Elements like geographical
proximity of the job offer etc. are also taken into account. In practice, a
refusal to accept a job rarely results in severe sanctions. Even repeated re-
fusal is not generally punished. Personal autonomy in deciding which job
to accept or refuse tends to be respected within fairly wide limitations. It
may in fact be the case that the incidence of sanctions is so low in Belgium
because the legally prescribed sanctions are so severe. The severity of the
sanctions (loss of benefits for 26 to 52 weeks is the penalty for a first-time
job refusal) seems to make officials reluctant to actually apply them.

Arguably, in such a context it is necessary to keep benefit levels well
below minimum wages in order to maintain a sufficient work incentive. In
a way, low benefit levels are the necessary price for a lax imposition of the
theoretical requirement that an unemployed person is required to seek
employment and accept a more or less suitable job if offered.

A theoretical alternative then is to introduce a Norwegian-like strict-
ness. There, the unemployed must generally accept shift jobs or night
jobs, must be prepared to work anywhere in Norway, must be ready to
accept any job they can do without reference to their previous occupa-
tion or wage level, and cannot refuse a job on religious or ethical grounds
(although administrative discretion may be invoked in such cases) (oecd
2000: 133). There is evidence from other countries that this type of strict-
ness helps, be it to a limited extent (oecd 2000: 141).

But an eligibility enforcement regime that could sustain adequate ben-
efits for the most vulnerable would probably require an infringement on
personal freedom and autonomy beyond what people have become accus-
tomed to and beyond what can be deemed desirable on moral grounds.
As a matter of fact, Norway-like strictness may well be culturally and po-
litically infeasible in the Belgian context. Moreover, the stricter the rules
are and are applied, the greater the risk that mistakes will be made and
the truly needy get hurt. Many sanctions in Belgium and elsewhere are
for such details as a failure to report a change in family situation on time.
These mistakes are as often the result of ignorance or bureaucratic in-
competence as anything else.

As the oecd (2000) concludes from a survey on the effects of eligibility
criteria and their enforcement on unemployment: ‘...there is considerable
uncertainty about the overall effectiveness of particular methods, such
as job-search reporting requirements and individual action plans, which
attempt to oblige the unemployed to take initiatives to find work. While
these methods are likely to be effective to some degree, they are also likely
to encourage and even unfairly reward purely formal compliance...’
Or to put it differently, while the notion of a stricter job search and other such requirements is to create scope in order to offer better income protection to the most vulnerable, the risk is that as a consequence many of the most vulnerable will lose out because of their inability to 'play the system.'

Is it feasible to increase the minimum wage and hence benefits?

It would seem that in the end, when the scope for fiscal and para-fiscal relief is really exhausted, it all boils down to this question: is it really impossible to increase minimum wages and, subsequently, benefits?

Minimum wages in Belgium have remained virtually stagnant in real purchasing power terms over the past couple of decades as is the case in many but not all other European countries – France is a notable exception (figure 4.10). Relative to average wages, minimum wages have generally fallen fairly strongly. Replacement benefits have, as we have seen, roughly followed a similar path, maximum benefits more so than minimum benefit levels, and this as a direct consequence of the linkage that prevails between replacement benefits for the working-age population and the minimum wage.

Figure 4.10  Real minimum wages 1970-1995; 1975 = 100

The consensus is that a substantial increase in the minimum wage is neither possible nor desirable. The idea here is that significant minimum wage hikes would simply be too harmful to employment and would effectively worsen Belgium’s entrapment in ‘welfare without work’.

Historically speaking, the strongest increases in wages, including at the bottom end of the distribution, occurred during 1950s and 1960s – not a period marked by escalating unemployment. Of course, the 1950s and 1960s were an exceptional period. Economic growth was exceptionally strong by historical standards, the labour supply was limited, the workforce was relatively homogenous and solidaristic wage policies did not only produce wage equalisation but also low inflation (Eichengreen and Iversen 1999).

It is widely assumed that deindustrialisation, economic globalisation and technological change have made minimum wages far more harmful, also because the labour supply has become more heterogeneous (see chapter 2).

However, much of the recent econometric evidence contradicts the view that minimum wages, at prevailing levels, are particularly harmful to employment. The orthodox view has been challenged in a profound way by recent research. The wave of recent studies on the employment effects of minimum wages was prompted by Card and Krueger (1995), who claimed that they had found an instance (in the United States) where a minimum wage hike was accompanied by a slight increase rather than a decline in employment. Their well-publicised and provocative findings did not go unchallenged; some revisionist studies found an effect in the opposite direction, albeit an equally small one (see Neumark and Wascher 1995, 1996; OECf 1998).

Indeed, the overwhelming impression one gets from the body of research now available is that the overall employment effects of both minimum wage reductions and increases tend to be small or negligible, even in sectors that are considered most vulnerable to minimum wage rises. This is perhaps because the scrutinised changes tend to be equally marginal, though not always. The abolishment of the minimum wage in the United Kingdom in 1993, for example, offered an instance of a radical change. But in this instance as well, the employment effects were found to be small to non-existent (Machin and Manning 1994, 1996).

Research does suggest that the effects may be stronger for particular subgroups. The employment of young people tends to be more responsive to minimum wage levels. When significant employment effects are found,
they tend to be for youngsters (Bazen and Skourias 1997; Dolado et al. 2000; OECD 1998). A study by Laroque and Salanié (1999), for example, attributes close to 15 per cent of non-employment among married women in France to the minimum wage, which is among the highest among OECD countries.

While the evidence is fairly conclusive that the effects are generally small, there can be no doubt that estimating the effect of minimum wages on employment is fraught with methodological difficulties. Much empirical work has adopted a time series approach. The empirical findings from time series models tend to be sensitive to the estimation method and to the inclusion or not of different explanatory variables such as time trends and business cycle controls. There is the problem of the possible endogeneity of the minimum wage/average wage ratio, that is: this ratio may capture not only variations in the level of the minimum wage but also the impact of labour demand or supply shocks on the level of the average wage. Minimum wage hikes may also have spill-over effects which may cause average wages to rise. Furthermore, the estimates often cover short-term effects only (OECD 1998).

And there is perhaps an even more important caveat. Most research has been done for countries where minimum wages are comparatively low, most notably the US. The US offers a rich testing ground because the extent of minimum wage variations from state to state. But the differences tend to be very small and there is not a single US state that has a minimum wage that comes anywhere near Continental European levels, at least in relative terms. On the other hand, when minimum wage hikes have occurred in the United States, they have often been quite substantial, relatively speaking. Again, the empirical evidence that minimum wages have a limited effect (either way) on employment seems abundant, but it comes overwhelmingly from countries with low minimum wages.

Belgium, on the other hand, is definitely a country where the high minimum wage is already very high (table 4.7). According to OECD data, the adult minimum wage in Belgium amounts to 61 per cent of adult full-time median earnings (excluding overtime pay and bonuses. In the US it is only 43 per cent. (For reference: in the Netherlands it is 56 per cent and in France 69 per cent.)
Research on the effects of minimum wage hikes in countries with high minimum wages is therefore more likely to be relevant. Research available for Continental Europe is however broadly in line with that for the US. Most notably, the study by Dolado et al. (1996) for a number of European countries confirms the weak relationship between minimum wage variation and employment. In a subsequent article, Dolado et al. (2000) cite studies which further substantiate this claim, as does, perhaps surprisingly, the OECD (1998). The evidence even seems to suggest that minimum wage increases may well be feasible in countries where minimum wages are already high. Real minimum wages in France continued to rise above already high levels during the 1990s and there is little direct evidence of serious negative effects on employment.

The fact that in France and elsewhere in Europe very few people work for the minimum wage or could even afford to work for the minimum wage, given their age, qualifications and experience, is cited as one of the reasons why minimum wage hikes have such a small measurable effect on employment. However, as Dolado et al. (2000) argue, the spill-over effects are likely to be more important in the European collective wage-setting context than in the more decentralised US or UK contexts. These possible spill-over effects (especially in the longer term) have received scant attention in the empirical literature. It may well be the case that serious minimum wage hikes are only feasible if embedded in effective general wage moderation.

| Table 4.7 Adult minimum wage relative to a range of average earnings measures, mid-1990s |
|---------------------------------|---------------------------------|---------------------------------|
|                                  | Full-time median earnings       |
|                                  | Basic                           | Inc. overtime pay and bonuses | Mean hourly wage in manufacturing |
| Belgium                         | 61.1                            | 50.4                           | 59.9                           |
| France                          | 68.5                            | 57.4                           | 68.7                           |
| Netherlands                     | 55.9                            | 49.4                           | 58.1                           |
| Spain                           | 36.4                            | 32.4                           | 40.6                           |
| United States                   | 43.3                            | 38.1                           | 36.1                           |

On the Political Limits to Incrementalism

A well-known theoretical argument holds that a social insurance system essentially rests not on a broad-based attachment to lofty ideals of solidarity but on well-understood self-interest. The binding agent is said to be common risk exposure. Thus, the willingness to pay contributions is not primarily motivated by compassion for those who are affected by illness, unemployment, etc., but flows from a broad-based need to get cheap and reliable coverage against certain risks.

In a study of welfare state development in Western Europe, Peter Baldwin makes the case that horizontal solidarity – the type of self-interested solidarity that flows from shared exposure to a set of insurable risks – lies at the heart of the successful development of social security in Western welfare states (Baldwin 1990). It is the comparative economic efficiency of mandatory, universal social insurance which forged a durable alliance between the working classes and the middle classes and which contributed to its massive expansion. Within the context of a comprehensive, universal and therefore intrinsically complex and opaque system there exists considerable scope for departing from actuarial principles and for deploying a considerable degree of vertical solidarity to the benefit of the most vulnerable. For example, in most social insurance systems there is no contribution differentiation according to risk exposure. This may be a matter of pure economics rather than solidarity by design (Hey 1989; Barr 1998, 2001). Premium differentiation itself is, for reasons of asymmetric information, often difficult or expensive. It may be perfectly consistent with the well-understood self-interest of low-risk categories to continue to participate in universal social insurance, even if there is no premium differentiation and high-risk groups benefit significantly more from the system. This has to do with, among other things, the economies of scale associated with risk pooling – insurance becomes cheaper as more people participate (Barr 2001). Even if the univeral solidaristic system offers a less than optimal deal to low-risk groups, the alternative of private insurance may still be far more expensive.

But what is remarkable about the Belgian system is that the insurance principle has gradually become subordinate to the need principle and this for the sake of cost containment and poverty relief. In fact, the equivalence principle – the link between contributions and benefits – the defining characteristic of a social insurance system and arguably fundamental to its legitimacy, has ceased to exist.
It has been argued – most notably by Schokkaert en Spinnewyn (1995) – that the gap between what the majority of workers contribute to the system and what they may reasonably expect to gain has become so large that it has seriously undermined the legitimacy of the system and the willingness to contribute to it, especially by high-earners, who are the biggest source of income. In fact, they claim that the limits of solidarity were long ago reached and have probably since been surpassed.

The severed link between contributions and benefits

There can be no doubt that a serious discrepancy has developed between what high-earners pay into the system and what they may expect to get out of it in the (unlikely) event that they become unemployed. While the value of maximum benefits has eroded quite substantially in real value terms, high-earners have been made to pay higher contributions, mainly through the lifting of the contribution ceilings that used to exist. (It used to be the case that social contributions – fixed percentages of gross earnings – were only levied up to a certain maximum. This was a logical compensation for the fact that benefits were also proportional to previous earnings up to a certain maximum.)

Why then has public support for the system remained so robust, as it appears it has? If Schokkaert and Spinnewyn are right, a middle and higher income revolt against the actuarial unfairness of the UI system is long overdue. In reality, the weakening of the equivalence principle has never become an issue of any real importance. Trade unions (especially the socialist union) have at various points in time demanded higher maximum benefits and a re-strengthening of the insurance function. But they have not really pushed the issue. There are plenty of other issues relating to unemployment insurance (the time duration of benefits, for example) to which trade unions have reacted much more ferociously in order to get their demands met (Kuipers 2006). In the wider political sphere, the decline of the insurance function has remained pretty much a non-issue. One would be hard pressed to name an instance when a political party or politician has tried to score points among middle and higher income voters on a promise to restore ‘a fair link between contributions and benefits.’

In fact, there exists direct empirical evidence that the erosion of the insurance principle has not weakened support for the UI system significantly, including among the better paid with low risk exposure. In 1996, Verhue et al. (1997) did a survey of attitudes towards the UI system. A representa-
tive sample of workers was asked directly how they felt about the system. They found overwhelming support for the prevailing system or for an even more generous system. Only some 11 per cent were in favour of a less generous system. A slightly stronger preference for this option was found among university-educated workers. Still, 80 per cent were in favour of the existing system or a more generous one.

There are several possible explanations why, despite the erosion of the equivalence principle, the UI system has continued to enjoy what appears to be widespread support. One obvious potential reason is pure ignorance. The transformation of the system has happened more or less by stealth, which is to say by small, piecemeal reforms. Moreover, the social security system is so comprehensive and opaque that people are likely to have a very rough idea of what they pay into the system and what they get out of it. Social contributions are in theory earmarked but hardly anyone is aware of this. What workers see on their pay slip is the monthly contribution they pay for the social security package as a whole, including health insurance, sickness and invalidity insurance, pensions etc.

Verhue et al. (1997) provide evidence, however, which suggests that people are fairly well informed about the system. At the time of their survey most workers had a fairly good idea what the maximum unemployment benefit was for an unemployed head of household. Interestingly, most questioned workers grossly overestimated what they contributed towards the UI system in terms of social security contributions. The surprising implication, then, is that people, especially high-earners, tend to overestimate the actuarial unfairness of the system.

Hence, middle- to high-earners seem to be well aware that a serious unbalance exists between what they pay into the system and what they may reasonably expect to get out of it. But this is only true at the individual level. The picture is different at the household level, arguably the more appropriate unit of analysis. Contributions paid by relatively high-earners, for whom as individuals the compulsory system is indisputably a bad deal, often flow back via the unemployed secondary earner. This explains why, despite the move towards targeting the neediest, unemployment benefits still flow in significant proportion to households in the upper deciles of the income distribution, as is documented in figure 4.11. But the fact that many middle- and higher-income households benefit from the system, at least to some degree, does not explain why people are willing to put up with the flagrant actuarial unfairness of the system and its emphasis on minimum income protection.
Perhaps then there is a more profound reason why broad-based support for the system has not crumbled. The willingness to contribute to a social security surely cannot be grasped by a simplistic model in which the *homo economicus* balances costs (that is contributions) against expected gains. This, again, is quite evident from the study by Verhue et al. (1997). Workers were explicitly asked whether, in addition to their own unemployment insurance contribution (assuming it was actuarially fair), they would be prepared to pay an extra contribution to ensure adequate coverage for less-skilled workers employed in industries with a higher dismissal probability. The vast majority (70 per cent) said they would be prepared to do so. The percentage was even higher among the better-skilled. At the same time, a similar majority was against a hypothetical non-universal system that would provide cheaper coverage for workers in low-risk industries and more expensive coverage for workers in high-risk industries.

It would appear, therefore, that although limits to solidarity are generally assumed to exist (based on sound theoretical reasons), there is little actual evidence that the shift towards basic income protection has undermined support for the system and the willingness to contribute. The implication seems to be that, contrary to what is so often tacitly assumed...
and in so many words suggested by, among others, Schokkaert en Spinnewyn, there is little hard evidence that a further strengthening of minimum income protection would be impossible.

Opportunistic behaviour and legitimacy

This is not to say that all is well when it comes to the legitimacy of the system. The study of Verhue et al. (1997) also demonstrates that the vast majority of workers believe most of the unemployed are capable of finding a job if they really made an effort. The widespread perception appears to be that dependence on unemployment benefits is to a large extent voluntary and opportunistic in nature.

The really surprising thing is perhaps not that there has been little reaction against the weakening of the insurance principle, but that this has happened in the context of large-scale chronic dependence among what is so often deemed to be a ‘non-deserving’ segment of the population. After all, it is generally assumed that people are not very inclined to ‘subsidise’ healthy people who are capable of working and that compassion-based solidarity, to the extent that it exists, is restricted to those who are unable to acquire adequate incomes for reasons that are manifestly beyond their own will. It appears highly paradoxical then that such a large majority remains in favour of the system as it exists (in terms of generosity) or an even more generous system.

Now, one could argue that within the Belgian context there is a very specific reason why (the perception of) rampant voluntary dependence has undermined the legitimacy less than one would be inclined to think. I think it is fair to say that the general perception is that the UI system is in fact to a large extent improperly used as a kind of career interruption scheme. ‘Voluntary’ dependence, where it does occur in any real sense of the word, is largely concentrated among women with young children. Perhaps this explains in part the apparent leniency. Indeed, over the last few years Belgium has seen an expansion of benefit systems that effectively encourage voluntary withdrawal from the labour market for reasons involving care.

And yet, somehow this ad hoc explanation does not seem wholly satisfactory. This phenomenon of a huge discrepancy between what the theory (and our intuition for that matter) would lead us to think and what the facts relating to public support tell us is not just limited to Belgium. The direct empirical evidence on public support for the welfare state tends to fly in the face of the pessimism expressed in so much of the literature. In
fact, the idea that public support for the welfare state is fragile has a long history. As early as 1975, Wilensky predicted a middle-class revolt against the apparently inexorably expanding (American) welfare state. In a completely different and perhaps for us altogether more relevant context – the Dutch one during the late 1970s – Zijderveld (1979) made the case that the Dutch welfare state, which at that time was characterised by generous benefit policies and soaring dependency levels, was morally corrupting its citizens and producing a growing and inevitably fatal tension between those funding the welfare state and those living off it.

The theme of the looming ‘middle class’ revolt against the welfare state has run through the literature ever since. Galbraith (1992) popularised the idea of the ‘contented majority’ losing interest in those unable to keep up in the post-industrial economy: the unemployed and the low-paid. The concept of the ‘two thirds society’ became equally popular. In his seminal work *Culture Shift*, Inglehart (1990) predicted waning public support for the welfare state, because it was becoming increasingly incompatible with the growing emphasis on individualism. It would be possible to produce countless quotes from the social policy literature in which it is suggested that the legitimacy of the welfare state is under threat, that broad-based support for the welfare state is crumbling, that those with stable, well-paid jobs are becoming increasingly reluctant to support the unemployed, etc.

However, empirical studies on welfare legitimacy have generally failed to detect a substantial decline in public support, especially in Europe (see for example: Pettersen 1995; Taylor-Gooby 1998; Roller 1999; Van Oorschot 1999; Mau 2001). The evidence is perhaps not overwhelming in terms of its volume but it seems to be surprisingly robust and unequivocal.

Some have analysed this puzzling contradiction between the empirical evidence and the general sentiment in the literature as a result of an insufficient understanding of the nature of public support for the welfare state and the motives behind it. In an interesting study of motives for welfare support among the Dutch population, Van Oorschot (1999) found that several reasons simultaneously play a role; the motive of self-interest plays the most important role, followed by feelings of moral obligation and what is called ‘affection and identification’.

The puzzle, then, remains far from resolved. Political science offers a possible answer as to why the system remains, or appears to remain, so robust. Basically, the idea is that costs and benefits of public reforms tend to be unequally distributed. Harsher benefit policies would directly and
greatly harm a small section of society while the benefits to the rest of society would be small. In ‘The New Politics of the Welfare State’, Pierson (1996) argues that a simple redistributive transfer from programme beneficiaries to taxpayers (or people paying social contributions as in our case), engineered through cuts in social programmes, is generally a ‘losing proposition’. ‘The concentrated beneficiary groups are more likely to be cognisant of the change, are easier to mobilise, and because they are experiencing losses rather than gains are more likely to incorporate the change in their voting calculations.’ Pierson here refers to studies of electoral and political behaviour which show that negative feelings are more strongly linked to a range of political behaviours than positive attitudes. He also refers to the well-known result from experimental economics that individuals exhibit a negativity bias, meaning that they are more likely to take action to prevent a worsening of their present situation than they would to improve their situation.

All this certainly seems relevant to understanding the apparent robustness of public support for the unemployment insurance system in Belgium. A large number of people benefit directly from the system and a great many more are in a household with someone who does (for example, a spouse or a recently graduated child). Almost 1 million people – this equals 1 in 4 people in the work force – benefit directly from the UI system in one way or the other. The percentage of working-age households with an unemployment benefit in their household income package is even larger. These households are to be found in all layers of the income distribution. The system clearly has a vast constituency that stands to lose directly from less generous or stricter entitlements. Moreover, the potential gains would be uncertain – it is not certain at all that stricter entitlement rules would lead to lower social insurance contributions, given the deficits and rising costs in other branches of the social security system.

9 Conclusion

This chapter has tried to demonstrate that the gradual adaptation of the Belgian UI system, combined with expanded coverage and targeted benefit increases, initially went a long way in responding to the fundamental shift in the nature of the unemployment risk: the massive increase in its incidence, the shift from transitory to structural unemployment and the rise of secondary earner as opposed to sole breadwinner unemployment. The transformation of the UI system from a classic income insurance sys-
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tem pretty much in the Bismarckian mould to what effectively amounts to a basic minimum income protection system initially helped to contain the budgetary cost of the system while maintaining and in some respects improving its minimum income protection effectiveness. Yet, after the mid-1980s, the poverty alleviation effectiveness of the UI system nevertheless started to deteriorate, giving rise to claims that gradual adaptation of the UI system, especially in the direction of improving minimum income protection, had begun to run its course, both on an economic as well as a political level.

This chapter has taken issue with some of the arguments that have been put forward in support of these ‘limits to incrementalism’ claims. In essence, my critique is that the key arguments rely too heavily on a priori reasoning. I stress, however, that I do not claim that there are no limits to incrementalism nor is it my assertion that incrementalism within the social insurance/social assistance context is necessarily the preferred way forward. But the fact is that we do not know whether the limits to incrementalism have really been reached in the Belgian case. It would appear – but this is a hypothesis that requires further validation – that the poverty alleviation effectiveness of the Belgian UI system actually deteriorated from the mid-1980s on, and certainly during the 1990s, because the objective of improving benefit adequacy was sacrificed to other priorities, most notably budgetary cost control, and not because attempts to further improve minimum income protection adequacy flagrantly ran into any limits of economic or political feasibility. Kuipers’ (2006) recent study of welfare state reforms in Belgium in the 1990s seems to add credence to this hypothesis.
PART 3

NEW POLICY RESPONSES ASSESSED
5 How Responsive Are Poverty Rates to Job Growth?

1 Introduction

The 1990s were marked by rising prominence of social policy doctrines which entailed a departure from incrementalism, particularly that which is understood as improved benefit adequacy within the social insurance/social assistance framework. At the centre of these doctrines is the idea that there is and must be a strong complementarity between labour participation and poverty reduction objectives. A noticeable exponent is the Netherlands, where a radical policy shift from passive benefit adequacy towards boosting labour market participation was initiated in the mid-1980s and where it has been vigorously pursued ever since. The Dutch government itself summed up its singular purpose in the catch phrase: ‘work, work, work.’ The idea that employment growth and poverty reduction are natural allies is also remarkably central to policy at the EU level as it is now taking shape within the framework of the Open Method of Coordination (OMC). On the employment front, the objectives are quite specific. There is the overall objective of increasing the employment ratio to 70 per cent by 2010 and, in addition, there are clear targets for specific subgroups of the population like women and older workers. On the poverty front, the ambitions remain less well-defined, but there is an effective commitment now to engage in serious efforts at the member country level to bring about significant reductions in relative income poverty, among other objectives. Though little is explicitly said in EU policy documents, aspirations in both domains are assumed to be complementary. Indeed, a very similar vocabulary is used to defend aspirations in both domains.

This chapter presents empirical evidence for a range of OECD countries which suggests that countries may well find it difficult to achieve significant progress on both objectives at the same time. It starts with a look at current policy discourse. Next we turn to the empirical evidence on the link between employment (growth) and poverty (reduction) in a range of OECD countries. Because broad cross-country comparisons provide little
insight as to the exact role of policy, we focus in some detail on the recent experience in the Netherlands, a country that turned job growth into the central pillar of its social policy, making it a central reference point in current discussions about the benefits and pitfalls of activation policies.

2 The Renewed Primacy of Work in Social Policy

The recent decade has been marked by the advent of such doctrines as the ‘Third Way’ and the ‘Active Welfare State’, in which work and social inclusion are seen as natural allies.

The idea that, to put it simply, ‘work is the best social policy’ came to prominence during the 1990s. It was around that time that the idea gained ground that far too many healthy, able-bodied people were chronically ‘trapped’ in passive benefit dependency. The emphasis shifted towards bringing down levels of chronic benefit dependency and increasing economic self-reliance (Zeitlin and Trubek 2003).

Up until then, the main concern in many European countries had been with providing adequate benefits to those who were seen as the victims of the deteriorating economic conditions and the collapse in worker demand. After all, the 1980s were characterised by mass layoffs and double digit unemployment rates. Many economists had come to believe that structural mass unemployment was here to stay.

The shift in attitude occurred on both sides of the Atlantic, though in some countries more conspicuously than in others. In the US, Bill Clinton conducted his successful 1992 presidential campaign largely on his famous promise ‘to end welfare as we know it’ (Blank and Ellwood 2001; Blank 2002). In what came to be known as the politics of triangulation, he acknowledged the conservative critique – powerfully spelled out during the 1980s by the likes of Charles Murray (1984) and Lawrence Mead (1986), but up till then ardently rejected by progressives – that chronic welfare dependency constituted an economic, social and moral problem of the first order. Clinton vowed to reduce welfare rolls but also, and this in his effort to triangulate between the traditional left and right, to enhance social protection for workers through an expansion of in-work benefits. His motto: to make work pay.

In Europe, something similar happened. Arguably, the most spectacular example is the Netherlands, where a radical policy shift from benefit adequacy towards stimulating labour market participation was initiated in the early 1990s and where it was vigorously pursued by the social demo-
The crat-liberal ‘purple’ coalition. Around the same time in the UK, Labour leader Tony Blair (who was looking more towards the US than Europe), made his own attempt at political triangulation, calling it the ‘Third Way’. Blair started to emphasise the virtues of work and self-reliance, and the importance of individual responsibility, but he did so without adopting the traditionally hostile Conservative attitude against the welfare state and those living on benefits. He vowed to reform the welfare state so as to ‘make work pay’. The Third Way debate in the UK spilled over into other countries. The Third Way was emulated by social democrats all across Europe, probably in part because Blair’s discourse proved to be so electorally successful (Bonoli and Powell 2002; Hall 2002; Hemerijck 2002). In Belgium, for example, it inspired the ‘The Active Welfare State’ (Vandenbroucke 2001).

The idea that ultimately the best anti-poverty strategy is a work-based strategy circulated long before it became politically fashionable. Most notably the OECD has long argued for employment-centred anti-poverty policies. But the policy changes which the OECD used to promote – its position has shifted in recent years – were different from what the Third Way and the Active Welfare State are said to be about.

Basically, the case then was for labour market deregulation (lower minimum wages, less rigid wage setting) and less generous passive benefits, the idea being that what long-term benefit dependents with few marketable skills needed most was, above all, work experience and work discipline. It was recognised that deregulation and cuts in passive benefits could entail an expansion of low-paid jobs that would bring little immediate income progress and no relief from poverty – perhaps the opposite. But the claim was that work – any job – would provide the unemployed with a far better stepping-stone onto the ladder of economic mobility and self-reliance.

This is not what the Third Way or the Active Welfare State doctrines are about: labour market deregulation, less generous passive benefits and the belief that upward mobility will make any pain that might result short-lived. Almost by definition, the Third Way favours an approach different from a ‘passive’ benefits policy, on the one hand, and a free-market approach, on the other. Rather, the general idea is that a shift is needed from ‘passive’ support to ‘active’ support, i.e., training, in-work benefits and child care provisions.

This is being put into practice. In the US, the Earned Income Tax Credit (EITC) – a tax subsidy for households with low earnings – is now by far the most important system for direct income distribution for the working-age population (Blank and Ellwood 2001). At the same time, benefit availability for those not working has been drastically curtailed. In Europe, similar
tax credits for the low-paid have been introduced or expanded. More resources have been directed to active labour market policies, training programmes, employment subsidies for the less-skilled, child care etc. Few countries in Europe have actually cut back on benefits, but benefits in many countries have eroded in real value (because of partial non-adjustments for inflation), and eligibility for benefits has been tightened. In many countries there has been a decline ‘by stealth’ of passive income protection.

The present preoccupation with increasing employment and reducing passive benefit dependence does not derive solely from a concern with eradicating poverty and social exclusion. Other considerations play a role arguably first and foremost among these budgetary imperatives. The large numbers of inactive persons are a big burden on public resources at the same time when needs in many other domains continue to expand – health care for example. And with populations ageing, such needs are structurally on the increase. Because tax increases are not popular and, moreover, widely deemed economically undesirable, there is the perceived need to reduce spending, especially since neither deficit spending nor higher levels of public debt are seen as valid alternatives. Moreover, within the euro area, agreements apply to the size of budgetary deficits and the size of public debt. In this context, working age individuals chronically living on benefits are now considered as legitimate targets for cost cutting, especially in countries where unemployment rates have reached frictional levels again and where employers complain of labour shortages.

3 Employment and Poverty: Some Basic Facts

Figure 5.1, which plots poverty rates against employment rates for the mid-1990s, serves to give a sense of the extent of cross-national variation in employment and poverty outcomes (see also table 1). One does not expect to find a simple cross-country correlation between a country’s employment and poverty rate. Countries may have comparatively high or low poverty rates for reasons which have little or nothing to do with employment performance – for example the socio-demographic composition of their population, the extent of wage inequality or, of course, the effectiveness of their social protection system. And yet it is striking that the relative poverty rate for the working-age population in the US is almost twice as high as in Germany or France, and almost four times as high as in Belgium, although a far higher proportion of the working-age population has at least one job in the US. Likewise, poverty rates are comparatively high
in Australia, Canada and the UK, all of which are countries with better employment records than most of the Continental European countries. More work is not always associated with less poverty, but neither is the reverse true – there is no inevitable ‘trade-off’ between work and poverty, as some have claimed. This is clearly demonstrated by the Nordic countries, which manage to combine employment rates that are among the highest in the OECD area with poverty rates that are among the lowest.

Figure 5.1 Employment rates and poverty

A snapshot of what we present here may well obscure higher degrees of economic mobility in high-poverty countries like the United States, Canada or the United Kingdom. Longitudinal research has revealed that there is extensive movement into and out of relative poverty but that those who escape poverty do not generally make large gains. But more importantly, studies (Duncan et al. 1995; OECD 2001) suggest that a rapid escape (after one year) is in fact more likely in countries with low poverty rates (like the Netherlands and Sweden) than in countries with high poverty rates (like Canada and the US). In other words, there appears to exist a marked inverse relationship between the incidence of poverty and escape rates. To some extent,
this is due to the fact that the poverty threshold typically cuts higher up the income distribution ladder in high poverty countries. Hence, the higher the income increase required to escape poverty. A different approach, which examines escape from the bottom decile reveals essentially similar patterns of economic mobility across countries. It appears, at any rate, that high poverty countries do not enjoy significantly higher levels of economic mobility.

More relevant in the present context is the inter-temporal comparison. While we cannot assume that factors affecting poverty other than employment growth have remained unchanged, the picture we get if we set employment changes against poverty changes is rather more pertinent. The resulting graph is striking. Countries that have done well in terms of employment growth have not necessarily done well in terms of poverty – in fact, the reverse is the case. Figure 2 shows that the top 5 performers in terms of employment growth during the mid-1980s to mid-1990s period have actually seen rises in their relative poverty rates. Most striking is the example of the Netherlands where a dramatic rise in employment

![Figure 5.2 Changes in employment and poverty rates, mid-1980s-mid-1990s (percentage points difference)](image)

Notes: Relative poverty rates for working-age individuals.

has gone accompanied with a substantial rise in relative poverty (see below). In only a few countries has employment growth been accompanied with reduced relative poverty, most notably in the US and Canada but in neither case has the drop been very impressive.

The household context is essential when analysing links between employment and poverty. Thus, in order to be useful further analysis needs to pursued at the household level. What we need to understand is how employment growth and policies aimed at boosting employment growth affect the labour market status not of individuals but of households.

4 Workless Households

Poverty exposure of work-less households

For arriving at an insight into the incidence and structure of poverty as it relates to employment at the household level we resort again to LIS data. Because poverty is measured on an annual income basis, employment status also has to be defined on that basis. ‘Non-employed’, consequently, are those individuals with zero annual labour earnings in the reference year, with consistency checks on the available labour force status variables. ‘Employed’ are said to be those with non-zero annual labour earnings. Jobless households, consequently, are households with no adults working during the focus period. The self-employed are excluded from the analysis. In addition, I add figures from an OECD study (Burniaux et al. 1998) for validation and comparison.

As tables 5.1 and 5.3 demonstrate, relative poverty rates for workless households are high in most OECD countries (in the 25 to 40 per cent range) and extraordinarily high in some countries (more than 50 per cent). Even in countries where poverty among workless households is comparatively low, the rates are around 15 per cent. The two tables, drawn from different data sources, provide a similar picture for most countries included in both series, be it that for some countries the estimates differ substantially, most notably for Australia and the United Kingdom. The reason may be that for table 5.1 a rather stricter definition of joblessness is used: all the adults in the household are required to have zero earnings during the reference period.

It is noteworthy, however that although poverty rates for workless households are extremely high, poverty is in most countries not principally concentrated among workless households; in most countries they make up less than half of the poor population of working age (tables 5.2 and 5.4).
Nevertheless, given the levels of poverty exposure of workless households, it seems imperative that they be the first to benefit from job growth.

### Table 5.1  Poverty rates for various household types, working-age population, early 1990s (LIS data)

<table>
<thead>
<tr>
<th>Country</th>
<th>All</th>
<th>Single-adult household</th>
<th>Two-adult household</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>In work</td>
<td>Not in work</td>
</tr>
<tr>
<td>Australia</td>
<td>14.5</td>
<td>10.1</td>
<td>65.6</td>
</tr>
<tr>
<td>Belgium</td>
<td>5.0</td>
<td>1.3</td>
<td>16.1</td>
</tr>
<tr>
<td>Canada</td>
<td>15.4</td>
<td>16.2</td>
<td>63.7</td>
</tr>
<tr>
<td>Denmark</td>
<td>6.1</td>
<td>8.6</td>
<td>20.1</td>
</tr>
<tr>
<td>Finland</td>
<td>7.5</td>
<td>12.1</td>
<td>30.3</td>
</tr>
<tr>
<td>France</td>
<td>8.4</td>
<td>3.8</td>
<td>32.5</td>
</tr>
<tr>
<td>Germany</td>
<td>10.4</td>
<td>10.5</td>
<td>44.2</td>
</tr>
<tr>
<td>Italy</td>
<td>13.3</td>
<td>3.2</td>
<td>27.1</td>
</tr>
<tr>
<td>Netherlands</td>
<td>8.3</td>
<td>12.1</td>
<td>27.8</td>
</tr>
<tr>
<td>Norway</td>
<td>7.5</td>
<td>10.0</td>
<td>28.3</td>
</tr>
<tr>
<td>Spain</td>
<td>12.5</td>
<td>8.8</td>
<td>28.7</td>
</tr>
<tr>
<td>Sweden</td>
<td>9.5</td>
<td>13.5</td>
<td>32.4</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>17.5</td>
<td>7.0</td>
<td>57.7</td>
</tr>
<tr>
<td>United States</td>
<td>20.2</td>
<td>19.3</td>
<td>72.8</td>
</tr>
</tbody>
</table>

Source: LIS.

### Table 5.2  The distribution of poor households with a working-age head across various household types, early 1990s (LIS data)

<table>
<thead>
<tr>
<th>Country</th>
<th>All</th>
<th>Single-adult household</th>
<th>Two-adult household</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>In work</td>
<td>Not in work</td>
</tr>
<tr>
<td>Australia</td>
<td>100</td>
<td>17.2</td>
<td>47.1</td>
</tr>
<tr>
<td>Belgium</td>
<td>100</td>
<td>4.1</td>
<td>28.1</td>
</tr>
<tr>
<td>Canada</td>
<td>100</td>
<td>34.3</td>
<td>36.9</td>
</tr>
<tr>
<td>Denmark</td>
<td>100</td>
<td>53.4</td>
<td>37.8</td>
</tr>
<tr>
<td>Finland</td>
<td>100</td>
<td>58.8</td>
<td>30.0</td>
</tr>
<tr>
<td>France</td>
<td>100</td>
<td>8.8</td>
<td>43.6</td>
</tr>
<tr>
<td>Germany</td>
<td>100</td>
<td>27.2</td>
<td>38.2</td>
</tr>
<tr>
<td>Italy</td>
<td>100</td>
<td>1.5</td>
<td>8.8</td>
</tr>
<tr>
<td>Netherlands</td>
<td>100</td>
<td>29.0</td>
<td>40.9</td>
</tr>
<tr>
<td>Norway</td>
<td>100</td>
<td>60.6</td>
<td>31.8</td>
</tr>
<tr>
<td>Spain</td>
<td>100</td>
<td>6.9</td>
<td>16.4</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>100</td>
<td>68.9</td>
<td>26.5</td>
</tr>
<tr>
<td>United States</td>
<td>100</td>
<td>7.8</td>
<td>49.2</td>
</tr>
</tbody>
</table>

Source: LIS.
### Table 5.3  Poverty rates by work attachment, working-age population (OECD data)

<table>
<thead>
<tr>
<th>Country</th>
<th>No worker</th>
<th>One worker</th>
<th>Two workers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>28.6</td>
<td>7.9</td>
<td>3.8</td>
</tr>
<tr>
<td>- change 1984-1994</td>
<td>-25.9</td>
<td>0.6</td>
<td>-0.5</td>
</tr>
<tr>
<td>Austria</td>
<td>19.8</td>
<td>8.8</td>
<td>0.7</td>
</tr>
<tr>
<td>- change 1983-1993</td>
<td>-5.8</td>
<td>5.9</td>
<td>-0.3</td>
</tr>
<tr>
<td>Belgium</td>
<td>18.0</td>
<td>7.9</td>
<td>0.6</td>
</tr>
<tr>
<td>- change 1983-1995</td>
<td>..</td>
<td>..</td>
<td>..</td>
</tr>
<tr>
<td>Canada</td>
<td>61.4</td>
<td>17.3</td>
<td>3.7</td>
</tr>
<tr>
<td>- change 1985-1995</td>
<td>-9.0</td>
<td>-0.7</td>
<td>-0.7</td>
</tr>
<tr>
<td>Denmark</td>
<td>16.0</td>
<td>8.6</td>
<td>0.6</td>
</tr>
<tr>
<td>- change 1983-1994</td>
<td>-12.8</td>
<td>-0.7</td>
<td>-0.4</td>
</tr>
<tr>
<td>Finland</td>
<td>21.0</td>
<td>8.4</td>
<td>1.7</td>
</tr>
<tr>
<td>- change 1986-1995</td>
<td>5.6</td>
<td>-2.6</td>
<td>-0.1</td>
</tr>
<tr>
<td>France</td>
<td>25.9</td>
<td>7.5</td>
<td>2.0</td>
</tr>
<tr>
<td>- change 1984-1994</td>
<td>2.2</td>
<td>2.0</td>
<td>-1.6</td>
</tr>
<tr>
<td>Germany</td>
<td>44.4</td>
<td>8.1</td>
<td>0.7</td>
</tr>
<tr>
<td>- change 1984-1994</td>
<td>14.8</td>
<td>4.2</td>
<td>-1.0</td>
</tr>
<tr>
<td>Greece</td>
<td>20.8</td>
<td>14.1</td>
<td>4.4</td>
</tr>
<tr>
<td>- change 1988-1994</td>
<td>-2.2</td>
<td>0.6</td>
<td>1.4</td>
</tr>
<tr>
<td>Italy</td>
<td>42.9</td>
<td>17.1</td>
<td>4.5</td>
</tr>
<tr>
<td>- change 1984-1993</td>
<td>3.6</td>
<td>4.1</td>
<td>2.8</td>
</tr>
<tr>
<td>Netherlands</td>
<td>27.0</td>
<td>7.6</td>
<td>1.0</td>
</tr>
<tr>
<td>- change 1984-1995</td>
<td>14.7</td>
<td>4.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Norway</td>
<td>38.3</td>
<td>4.4</td>
<td>0.1</td>
</tr>
<tr>
<td>- change 1986-1995</td>
<td>-5.9</td>
<td>1.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Sweden</td>
<td>25.8</td>
<td>12.7</td>
<td>0.8</td>
</tr>
<tr>
<td>- change 1983-1995</td>
<td>-22.9</td>
<td>0.7</td>
<td>-0.1</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>36.9</td>
<td>15.2</td>
<td>2.6</td>
</tr>
<tr>
<td>- change 1985-1995</td>
<td>4.4</td>
<td>9.0</td>
<td>1.5</td>
</tr>
<tr>
<td>United States</td>
<td>74.5</td>
<td>26.9</td>
<td>6.0</td>
</tr>
<tr>
<td>- change 1985-1995</td>
<td>0.7</td>
<td>1.2</td>
<td>-1.6</td>
</tr>
<tr>
<td>Average, mid-1990s</td>
<td>35.7</td>
<td>13.0</td>
<td>3.4</td>
</tr>
<tr>
<td>- change mid-1980s-mid-90s</td>
<td>0.1</td>
<td>1.4</td>
<td>-0.3</td>
</tr>
</tbody>
</table>

**Notes:** Poverty rate: percentage of persons living in households with incomes below 50 per cent of median equivalent income; equivalence scale elasticity = 0.5

Two workers means two or more workers. Averages are not weighted and exclude Belgium and Finland.

Source: Burniaux et al. (1998).
### Table 5.4 Poverty shares by work attachment, working-age population (OECD data)

<table>
<thead>
<tr>
<th>Country</th>
<th>No worker</th>
<th>One worker</th>
<th>Two workers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>46.2</td>
<td>28.9</td>
<td>24.9</td>
</tr>
<tr>
<td>– change 1984-94</td>
<td>-10.9</td>
<td>5.3</td>
<td>5.6</td>
</tr>
<tr>
<td>Austria</td>
<td>38.2</td>
<td>56.0</td>
<td>5.7</td>
</tr>
<tr>
<td>– change 1983-93</td>
<td>-22.1</td>
<td>25.7</td>
<td>-3.6</td>
</tr>
<tr>
<td>Belgium</td>
<td>35.7</td>
<td>60.8</td>
<td>3.5</td>
</tr>
<tr>
<td>– change 1983-95</td>
<td>..</td>
<td>..</td>
<td>..</td>
</tr>
<tr>
<td>Canada</td>
<td>40.4</td>
<td>39.7</td>
<td>19.8</td>
</tr>
<tr>
<td>– change 1985-95</td>
<td>6.9</td>
<td>-3.9</td>
<td>-3.0</td>
</tr>
<tr>
<td>Denmark</td>
<td>32.6</td>
<td>56.5</td>
<td>10.9</td>
</tr>
<tr>
<td>– change 1983-94</td>
<td>-0.5</td>
<td>5.5</td>
<td>-5.0</td>
</tr>
<tr>
<td>Finland</td>
<td>32.9</td>
<td>39.8</td>
<td>27.2</td>
</tr>
<tr>
<td>– change 1986-95</td>
<td>22.5</td>
<td>-18.8</td>
<td>-3.7</td>
</tr>
<tr>
<td>France</td>
<td>44.1</td>
<td>41.6</td>
<td>14.4</td>
</tr>
<tr>
<td>– change 1984-94</td>
<td>5.7</td>
<td>6.1</td>
<td>-11.7</td>
</tr>
<tr>
<td>Germany</td>
<td>54.7</td>
<td>42.3</td>
<td>3.0</td>
</tr>
<tr>
<td>– change 1984-94</td>
<td>0.9</td>
<td>9.3</td>
<td>-10.2</td>
</tr>
<tr>
<td>Greece</td>
<td>18.8</td>
<td>63.8</td>
<td>17.3</td>
</tr>
<tr>
<td>– change 1988-94</td>
<td>-4.1</td>
<td>-3.9</td>
<td>8.0</td>
</tr>
<tr>
<td>Italy</td>
<td>30.5</td>
<td>55.1</td>
<td>14.4</td>
</tr>
<tr>
<td>– change 1984-93</td>
<td>8.2</td>
<td>-14.3</td>
<td>6.2</td>
</tr>
<tr>
<td>Netherlands</td>
<td>54.4</td>
<td>38.5</td>
<td>7.1</td>
</tr>
<tr>
<td>– change 1984-95</td>
<td>9.5</td>
<td>-9.0</td>
<td>-0.5</td>
</tr>
<tr>
<td>Norway</td>
<td>72.9</td>
<td>26.0</td>
<td>1.2</td>
</tr>
<tr>
<td>– change 1986-95</td>
<td>2.9</td>
<td>-3.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Sweden</td>
<td>28.8</td>
<td>64.8</td>
<td>6.4</td>
</tr>
<tr>
<td>– change 1983-95</td>
<td>-2.4</td>
<td>3.4</td>
<td>-1.0</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>44.9</td>
<td>41.8</td>
<td>13.3</td>
</tr>
<tr>
<td>– change 1985-95</td>
<td>-16.3</td>
<td>11.9</td>
<td>4.4</td>
</tr>
<tr>
<td>United States</td>
<td>27.9</td>
<td>49.1</td>
<td>23.0</td>
</tr>
<tr>
<td>– change 1985-95</td>
<td>-0.3</td>
<td>3.8</td>
<td>-3.5</td>
</tr>
<tr>
<td>Average, mid 1990s</td>
<td>38.2</td>
<td>46.1</td>
<td>15.7</td>
</tr>
<tr>
<td>– change mid 1980s-mid 90s</td>
<td>2.3</td>
<td>-0.2</td>
<td>-2.1</td>
</tr>
</tbody>
</table>

**Notes:** Poverty rate: percentage of persons living in households with incomes below 50 per cent of median equivalent income; equivalence scale elasticity = 0.5.

Two workers refers to two or more workers. Averages are not weighted and exclude Belgium and Finland.

Source: Burniaux et al. (1998).
The profile of jobless households

Although there is a positive correlation between non-employment rates for individuals and households, the relationship tends to be weak (OECD 1998b). A country’s employment rate generally tells us little about a country’s household joblessness rate. Countries with a low individual non-employment rate, or unemployment rate for that matter, do not always have a low proportion of households with no work. The UK is a striking example.

It is also true the other way around. For example, Italy and Spain have non-employment rates that are among the highest in the OECD area, but their household jobless rate is about the same as that of Germany or the Netherlands, and lower than in the UK. Household joblessness is significant all across the OECD area: in 1996 it varied from about 13 per cent to 22 per cent, with an average of around 18 per cent for the OECD area as a whole.

Table 5.5 shows the distribution of non-employed households by household type and the presence of children in the OECD as a whole. There is some cross-country variation but the OECD average distribution contained in table 5 is roughly representative for the distribution in most individual countries. About a third of jobless households are single-adult households. Single-parent households, a much-discussed category, constitute less than 8 per cent of the total jobless household population. This is because they make up only a small share of the total working age population. But their risk of non-employment (table 5.6) is quite high, on average 40 per cent in the OECD as a whole. Two-adult households with no children make up another one-third of the jobless household population. In part this is because two-adult households constitute a large share of the population as a whole. But an equally important factor is their relatively high risk of joblessness (around 26 per cent). Two-adult households with children and three-adult households constitute the final 20 per cent of the jobless household population. This is largely because of their dominance in the working age population as a whole; their risk of joblessness is relatively low.
Esping-Andersen (2002) points out that workless households are a diverse category. There is a hard core that exhibits signs of chronic exclusion. There also appears to be a ‘softer element’ that is more temporarily detached from the labour market. In an attempt to profile workless households in Europe (EU) Esping-Andersen (2002) finds that the following attributes are over-represented. (The author is not explicit about this, but I gather the attributes are individual-level characteristics of adults living in jobless households.) Approximately 45 per cent have less than a secondary education; 55 per cent are single, never-married people; 49 per cent are never-employed women; 50 per cent are unemployed men; 33 per cent are single adults with chronic disabilities or ill health; 65 per cent are those not looking for work. It is not clear how and to what extent these characteristics overlap.

The concentration of non-employment within the same households may be due to many factors. A correlation between the employment statuses of household members may reflect a tendency for individuals who

<table>
<thead>
<tr>
<th>Table 5.5</th>
<th>Non-employed working-age households by type (distribution in 1996, and percentage point changes between 1985-1996), OECD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-adult, without children</td>
<td>Single-adult, with children</td>
</tr>
<tr>
<td>Levels</td>
<td>34.8</td>
</tr>
<tr>
<td>Changes</td>
<td>3.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5.6</th>
<th>Risk of non-employment of working-age households by type (as a percentage of households in each type in 1996, and percentage point changes between 1985-1996), OECD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-adult, without children</td>
<td>Single-adult, with children</td>
</tr>
<tr>
<td>Levels</td>
<td>34.4</td>
</tr>
<tr>
<td>Changes</td>
<td>-1.8</td>
</tr>
</tbody>
</table>
share common characteristics to live together. Household members are usually looking for work in the same local labour market and a depressed labour market will have a common impact on them. In addition, household members often have similar levels of education attainment. Since people with fewer educational qualifications typically experience higher unemployment and non-employment rates, households with members who all have a low level of educational attainment are likely to be over-represented among work-less households.

The disincentive effects of tax and benefit systems probably also account for the polarisation between work-rich and work-less households. To get out of the dependency trap, both partners must sometimes find a job simultaneously, which may be particularly hard if they both have low educational levels. This problem is more severe in countries with extensive means-testing of welfare benefits based on family income.

Household formation, and hence the extent and composition of household joblessness, may also be affected by the generosity of public support. In southern Europe, for example, where youth unemployment rates are extremely high and benefits for jobless school leavers non-existent or inadequate, youngsters tend to stay at home for as long as they are not able to be economically self-sufficient. They rely on the household or the family for social protection. More generally, the low household jobless rates in some countries with high individual jobless rates (like Italy or Spain) are likely to be at least in part a reflection of the inadequacy of public support provisions.

Employment growth and its limited impact on work-less households

The apparent crux of the problem is that employment growth, where it did occur, did not result in marked drops in household joblessness. Job growth generally produced more double or multi-earner households rather than fewer no-earner households.

Paul Gregg and Jonathan Wadsworth (1996a) attracted a lot of attention with their finding that the much touted rise in UK employment rates during the 1980s and 1990s masked a polarisation between work-rich and workless households. The proportion of working-age individuals with work had risen in the UK, but so had the proportion of households with no one working. Job growth had mainly benefited households with one person already working.

Data for OECD countries for the period 1985-1996 shows something similar (OECD 1998b). While the proportion of non-employed working-age
individuals declined in general, the proportion of jobless households increased in all but a few countries. Only in Ireland, the Netherlands and the United States – three of the most discussed ‘employment miracles’ of that period – was the rise in employment at the individual level been strong enough to lead to some reduction of in the incidence of non-employment at the household level (figure 5.3).

The point that employment growth does not tend to benefit workless households first and foremost is also apparent if we look again at the evolution of poverty rates and poverty shares (tables 5.1 through 5.4). In the striking case of the Netherlands, the poverty rate for no-earner households soared by almost 15 percentage points in the 1984-1995 period – a period of tremendous employment growth (see below). In the UK too, the poverty rate for no earner households increased, be it only marginally. Generally, employment growth failed to significantly reduce poverty among jobless households.

Figure 5.3 Changes in non-employment rates at the individual and the household level, mid-1980s-mid-1990s (percentage points difference)

Why is joblessness at the household level so persistent?

The OECD (1998b) decomposed the changes in the aggregate household non-employment rates into changes in the mix of household types and changes in non-employment rates within each. Their results show that over the period 1985-1996, increases in joblessness at the household level were largely due to a shift towards household types with a relatively high incidence of joblessness, i.e., single-adult households (OECD 1998b). But it is also the case that the risk of household joblessness has generally fallen less than the risk of individual joblessness. In the Netherlands, for example, the individual non-employment rate declined steeply between the mid-1980s and the mid-1990s. The household jobless rate fell only modestly, by comparison, as did the jobless rates for all household types, except single parents.

Workless households are a heterogeneous lot and so there is unlikely to be a single explanation why the joblessness at the household level is so persistent.

A substantial proportion of workless households are made up of one or two adults of a relatively advanced age (over 55) who have effectively retired from the labour market. (In Continental European countries, the typical situation is of a male partner who has retired early and who has a wife who has never or only briefly participated in the labour market.) These people are unlikely, and in some cases even unable, to return to the labour market, even if labour market conditions are excellent. One can even imagine that these people find it easier to obtain early retirement when economic conditions are good and public budgets are not under pressure.

A completely different sub-segment within the jobless household population is single parents. It is well documented that they often face formidable barriers on the labour market, both financially and practically (De Lathouwer and Marx 2004). A move from benefit dependency to work is often associated with immediate income loss, especially if the extra costs (child care, travel) associated with work are taken into account (OECD 1999a; Carone et al. 2004).

But for other sub-segments the explanations are less obvious. The levels and persistence of household joblessness among single adult households is for most countries less easily explained by the potential work disincentive effects of benefits. One potential reason, as Gregg and Wadsworth (2001) have illustrated for the UK, is the regional concentration of employment, or even the area concentration of employment. There clearly remains an important research agenda here.
Would it necessarily make a difference if household joblessness was more responsive to employment growth?

It is quite likely that what workless households in poverty usually need is not just a job, but a job that pays significantly more than their benefits. From an anti-poverty perspective, the issue is not just ‘making work pay’ (i.e., tempting people to move out of dependency), but to make work pay enough to make sure that a move from dependency to work also implies a move from poverty to subsistence security. The living standard of working age households is often so far below the poverty threshold (especially in the case of single parents and households with children) that it is quite possible that a job that pays the minimum wage, or even more, would not be enough to lift them out of poverty.

Table 5.7 serves to succinctly illustrate this point for Belgium, a country that happens to have one of the highest minimum wages in the EU (in PPP terms and relative to average wage terms). As the table shows, a single minimum wage job would not have sufficed in every case to lift a non-working household from poverty (especially if measured by the 60 per cent threshold favoured by the EU).

Again, this is an issue that requires more in-depth analysis. What we really need to gauge the potential poverty reduction effects of job growth is further analysis of the distribution of poverty gaps across various household types, and this combined with an analysis of the potential positive income effects of imputed or simulated wages, also taking into account the effects of taxation and work-related benefits. This, however, is beyond the scope of the present chapter.

Table 5.7  A job is not necessarily enough to escape poverty: illustrative table for Belgium, 1997, in Belgian francs

<table>
<thead>
<tr>
<th>Gross minimum wage</th>
<th>Net minimum wage</th>
<th>50 per cent poverty threshold</th>
<th>60 per cent poverty threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 adult, no children</td>
<td>44,185</td>
<td>33,518</td>
<td>23,700</td>
</tr>
<tr>
<td>1 adult, 2 children</td>
<td>44,185</td>
<td>38,128</td>
<td>37,800</td>
</tr>
<tr>
<td>2 adults, no children</td>
<td>44,185</td>
<td>37,816</td>
<td>35,400</td>
</tr>
<tr>
<td>2 adults, 2 children</td>
<td>44,185</td>
<td>40,867</td>
<td>49,600</td>
</tr>
</tbody>
</table>

Source: Poverty thresholds derived from SEP.
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5 Households with Work

Poverty in work is ubiquitous, but its structures differ

‘Poverty in work’ – poverty among households with at least one earner – is, contrary to widespread perception, by no means a uniquely American problem, or even a problem restricted to countries with a high incidence of low pay. As tables 5.2 and 5.4 demonstrate, single-earner households make up a substantial share of poor households in all OECD/EU countries. My estimates and the OECD estimates differ considerably for a number of countries, presumably in part because of differences in methodology. Also, my figures are at the household level, while the OECD figures are at the individual level; consequently, in the OECD tables, poverty in double or more adult households has greater ‘weight’. However, there can be little doubt that households with at least one worker make up a large share of the poor working-age population in most European countries. There are, however, important cross-country differences in the structure of poverty at work.

In the Scandinavian countries, working-age poverty, comparatively low as it is, is to a surprisingly large extent concentrated among households with at least one worker. My figures suggest that the vast majority of these single-earner households are single adults. This is probably related to the fact that young adults in the Nordic countries gain economic independence at a relatively early age. They are at least expected to do so. Indeed, persons over the age of 18 are effectively assumed to be economically independent in the Swedish LIS survey, that is: they are counted as if they are in separate households. This also explains why poverty is generally found to be so heavily concentrated among young households in Sweden and, to a lesser extent, in other Nordic countries (see Cantillon, Marx and Van den Bosch 1996; Förster 2000).

In Southern European countries, where poverty rates are comparatively high, poverty at working age is also to a very large extent concentrated among single-earner households. But unlike Scandinavia, couples with only one working partner are more likely to be poor. In effect, working-age poverty, and it is a considerable phenomenon in Southern Europe, is overwhelmingly concentrated among traditional breadwinner-type households. This is also the case in other Continental European countries but the picture there is less clear-cut. In Continental Europe, working-age poverty is rather evenly spread across households with and without a worker, and across single-adult households and couples. But poverty among traditional breadwinner-type households is an important phenomenon nevertheless.
What all this shows is that what increasingly matters in advanced economies is the combined labour market position of household members. Single earnership has to some extent become a poverty risk in an era in which the average living standard, and hence the relative poverty threshold, is increasingly determined by the living standard of double earner households. Two working adults is the best protection against poverty that a household can have nowadays. The US is just about the only advanced economy where a significant proportion of double-earner couples live in poverty (table 5.1), and where they make up a really substantial proportion of working-age households in poverty (table 5.2). But in most countries, it does not matter much whether one or both partners in a two-adult household have a low wage or a part-time job.

It appears that many European households would do better with a second household income. This is certainly the case in the South, where female participation rates remain low. In Italy and Spain, well over one in two working-age couples still live on a single breadwinner wage. Female participation rates are higher in most other Continental European countries but remain far from capacity.

It has been suggested that unemployment rates, and, more broadly, non-employment rates for less-educated women are bound to remain high unless more flexible, relatively low-paid jobs are ‘allowed’ to emerge in the domestic services sector. Such jobs could then provide many single-earner households with the additional income they need to escape poverty. The idea here is that Continental European welfare states retain too strong a breadwinner bias. This, as Esping-Andersen (1996, 1999, 2002) has repeatedly argued, is to the detriment of the employment chances and hence (relative) living standards of less-skilled women. They, unlike their better-skilled counterparts, are negatively affected by the preservation of high minimum wages, job protection rules, etc. The high cost of mass benefit dependency has, moreover, led to excessively high costs for labour, hampering low-skilled job creation in the service sector.

The alleged result is that in modern-day societies the traditional breadwinner-bias in labour market institutions and social security arrangements perversely favours the highly skilled and is a disadvantage for the less-skilled, particularly less-skilled women. It is quite evident that unemployment and especially non-employment rates are particularly high for
women with lower levels of education. Non-employment rates for women with tertiary education are around 25 per cent in Belgium, France, Germany, Italy and the Netherlands. By contrast, non-employment rates for women with less than upper-secondary educations tend to be far higher: around 55 per cent for France, 60 per cent for Germany, 65 per cent for the Netherlands and around 70 per cent for Italy (OECD 2002).

Double earnership is clearly more widespread in the Anglo-Saxon countries than it is in Continental Europe, perhaps in some measure because less-educated women find it easier there to acquire a job in the more flexible Anglo-Saxon labour markets, where low-paid jobs are more plentiful. At the same time, however, as wages are more dispersed in the Anglo-Saxon countries poverty rates for single-earner households, especially single-earner couples, tend to higher than in the Continental European countries, where low wage work is less prevalent, particularly among men of prime age. And as has been argued above, a high degree of wage dispersion (or a high incidence of low pay) is neither systematically nor proportionally related with higher employment rates for the less-skilled. It is striking that nonemployment rates for less-skilled women remain quite high in countries like the US and the UK, despite there being more low-paid jobs available.

Why more wage flexibility might give a boost to multi-earnership but lead to increased poverty

While more wage flexibility (e.g., lower minimum effective wages) could help boost multi-earnership and reduce single-earner poverty, the larger effect might well be increased poverty among households that would see their earnings deteriorate but fail to acquire a second household income either because there is no second adult or because the second adult fails to obtain a job even in a labour market where more (low-paid) jobs are available. In short, the potential poverty enhancing effects of more wage dispersion (more poverty among low earnings households) may well outweigh the poverty reduction effects (more multi-earner households).

There is one particularly interesting case in this context. The UK is one of the few OECD countries where earnings inequality has surged over the past two decades and where (relatively) low-paid work has become more prevalent. It is well documented that the United Kingdom saw major labour market deregulation during the 1980s and 1990s, culminating in the abolishment of the minimum wage in 1993. There is, however, considerable disagreement on the causal link between the various institutional
reforms and the observed rise in inequality, which was quite significant (Gregg and Machin 1993; Machin 1996b). It is evident, for example, that much of the rise in earnings inequality predated the abolishment of the minimum wage. It is also the case that much of the vast increase in overall wage inequality is due to the exceptionally strong gains made by top earners and only to a lesser extent to widening inequalities in the low to median earnings segment.

What is important for us is that earnings inequality increased in the bottom half of the wage building and particularly that the incidence of low pay increased. This increase has gone accompanied, as we have seen, with a rise in individual employment levels but this did not lead to a decrease in the proportion of no-earner households (Gregg and Wadsworth 1996b). Relative poverty also increased in the 1985-1995 period. And what is most interesting: the strongest rise in poverty occurred among single-earner households (in fact, the rise for the UK is by far the largest of the 16 countries included in table 5.3). In addition, there was a remarkably strong poverty shift towards single-earner households. By 1995, single-earner households made up an almost equally large share of the poor working age population as no earner households. This is all the more striking since the share of single-earner households in the total working age population declined: they after all were the ones who benefited most from employment growth though not, apparently, single-earner households most in need of a job.

6 The Case of the Netherlands

Broad cross-country comparisons of employment and poverty rates tell us only so much. They provide a broad idea of how employment and poverty correlate, but they offer little insight into the mechanisms underlying the relationship. And most crucially, they reveal rather little about the role of policy. It is for this reason that we now want to focus on one particularly interesting case study, the Netherlands, a country where social policy reform has been guided by a singular preoccupation with promoting job growth.

The ‘Dutch miracle’, in the words of Visser and Hemerijck (1997) is often singled out as the country that has shown the way forward in employment and social policy (Kenworthy 2004), particularly by Third Way and Active Welfare State enthusiasts (Hemerijck and Visser 1999; Becker 1999, White 2001), but also by organisations like the OECD. They praise
the Netherlands for achieving a meteoric rise in employment while main-
taining a big welfare state, extensive social protection and low levels of
poverty and inequality.

The transformation of the Dutch welfare state has been remarkable but
the received wisdom in much of the international literature is generally
rather too generous, specifically with respect to the poverty outcomes.
Massive employment growth has in fact gone accompanied with a com-
paratively modest reduction in absolute poverty and comparatively strong
rise in relative poverty among the working-age population.

The employment ‘miracle’

Some 15 years ago, the Netherlands was widely known as, in the words of
Therborn, one of ‘the most spectacular employment failures in the ad-
vanced capitalist world’ (cited in Visser and Hemerijck 1997). In the mid-
1980s, the OECD broad unemployment rate, which includes the registered
unemployed, beneficiaries of disability benefits, people on early retire-
ment or social assistance, workers in state-sponsored training schemes
and public labour pool, had soared to 27 per cent of the labour force.

In the period since, the Netherlands has succeeded in bringing down
its unemployment rate from almost 14 per cent in the mid-1980s to an ex-
traordinarily low level of just over 2 per cent in 2000. Employment growth
has been massive: the employment rate has risen from well under 60 per
cent in the mid-1980s to well over 70 per cent currently. The male em-
ployment rate has risen by some 5 percentage points, while in the EU as a
whole it has declined. The female employment rate has risen by more than
15 percentage points in less than two decades, be it from a comparatively
low level of around 40 per cent. In terms of annual job growth over the
past two decades, the Netherlands leaves virtually every other European
country well behind. It is the only European country that rivals the US
‘jobs machine’.

The figures on the employment front are impressive. Critics are right
however when they point out that the Netherlands had a lot of catching
up to do. The female employment rate in particular was comparatively
low up until the mid-1980s, particularly for a Northern European coun-
try. Even now the female employment rate is not particularly high com-
pared to say Germany or Belgium. Critics also point out that many of the
new jobs are part-time jobs. But one can easily argue that this makes the
Netherlands even more remarkable. The Netherlands is today a country
where paid work, care and leisure are far more evenly spread across the
working-age population than two decades ago (Visser 2002). More men work part-time in the Netherlands than anywhere else – something that governments everywhere try to promote in vain.

A more valid point is that exceptionally strong job creation has not had the expected impact on re-employment of long-term benefit recipients. It is certainly true that the Netherlands has achieved a steeper decline in its i/A ratio than any of its neighbours in Europe. This ratio, which figures prominently in Dutch public debate and in the literature, relates the number on benefits (expressed in full-time equivalents) to the number of people working (again, in full-time equivalents). The evolution of the i/A ratio is shown in table 1.1. But the i/A ratio has declined because first and foremost the number of people working has increased dramatically, boosting the denominator, not because the number of people on benefits has substantially declined. On the contrary, benefit dependency continued to rise even until the mid-1990s. In the period 1985-1995, the employment rate increased by 5.5 percentage points, a steeper increase than almost anywhere in Europe. But the dependency rate increased in the same period by 2 percentage points (de Beer 2001). It must be added, however, that the further increase in benefit dependency was in major part due to further extensions in social security entitlement rights, for example the introduction of the Law on Social Assistance in 1985. The rise does mask some degree of success in curbing fresh inflows into certain benefit programmes, for example the famed Dutch disability scheme.

But what is particularly interesting and relevant is the fact that massive job growth resulted only to a very limited extent in people moving out of benefit dependency, particularly long-term benefit dependency. In the period 1985-1995 more than a million new jobs were created, theoretically enough to annihilate benefit dependency to 1960s levels. In fact, virtually all of these new jobs were taken by newcomers on the labour market, recent school graduates and women (re-)entering the labour market.

Policies

The drastic policy shift towards job creation was prompted by the dire state of the Dutch economy was in the early 1980s (Visser and Hemerijck 1997; Becker 1999; de Beer et al. 2002). Economic growth at the time was virtually zero, benefit dependency rampant and fiscal deficits were rising fast. It could almost be described as a panic reaction to steer clear of what looked at the time like an impending economic disaster. It was only later that the active welfare state doctrine developed. It was not
until the late 1980s, when the sense of urgency regarding the economy was fading, that the Dutch government started to tout the social policy virtues of its obsession with job creation. A report published in 1990 by the Netherlands Scientific Council for Government Policy, an influential advisory board, laid down the doctrine. It advocated a policy of maximising the rate of labour market participation as the single most important policy goal of any sustainable welfare state. Dutch ministers started to proclaim that ‘a job is the best social policy.’ The strategy had two major components.

First, the macro-economic component: sustained general wage moderation. Wage moderation started with the so-called Wassenaar accord in late 1982, a now-historical agreement between trade unions and employers which marked a turning point in industrial relations. There is widespread agreement in the Netherlands that sustained wage moderation has been by far the single most important contributing factor in Holland’s extraordinary employment performance (Kleinknecht and Naastepad 2001; OECD 2002). According to Visser and Hemerijck (1997), the Central Planning Bureau estimated that for the second half of the 1980s, a period during which employment growth was particularly strong, two-thirds of job growth could be attributed to wage moderation and one-third to the expansion of the world economy. Wage moderation was by and large maintained throughout the 1990s.

Secondly, from the mid-1980s on, minimum wage and benefit policies became far more strongly geared towards stimulating labour participation and job creation. Minimum wages and benefits were ‘allowed’ to erode in relative and even real value through non-adjustments for inflation. To illustrate this: the minimum wage, expressed as a percentage of the average monthly wage, fell from almost 70 per cent in the early 1980s to well below 55 per cent in the late 1990s. This quite strong decline in the value of the minimum wage is also reflective of what has happened with minimum benefits because of the legal linkage between minimum wages and minimum benefits in the Netherlands. The idea, of course, was that lower (relative) minimum wages would boost job creation for the low-skilled and that lower (relative) welfare benefits would make low-skilled, low-paid work more attractive than benefit dependency. The goal was to get people off benefits and into work.

During the 1990s, the government even started to push employers and unions to effectively use the lowest wage scales laid down in collective agreements – the perceived problem was that low-paid (prospective) workers typically received higher wages than the official minimum wage. It did
so by threatening to refuse to make sector agreements generally binding unless the lowest wage scales remained near the minimum wage and were more often applied. In addition, a series of special programmes geared towards the integration or reintegration of unemployed low-skilled workers were deployed and the public employment service sector was reformed.

The poverty consequences

Income policy after the mid-1980s and especially during the 1990s became totally and explicitly geared towards labour market participation partially in the hope that an effective employment policy would also turn out to be a good anti-poverty policy. So, what has happened on the poverty front?

Poverty in the Netherlands is conventionally measured using a constant poverty line. This poverty line equals the living standard of a single person household on social welfare benefits in 1979, the year in which welfare benefits reached their highest level in real terms. The poverty thresholds for other households are obtained with an equivalence scale devised by the Dutch Statistical Office.

A study by De Beer (2001) shows that absolute poverty in 1997 increased slightly from 13 per cent in 1977 to 15 per cent in 1997. However, this trend was not linear. Absolute poverty increased quite strongly in the period 1981 to 1985 (to around 22 per cent), and dropped again thereafter, until the early 1990s when the decline stalled. The period from the early 1990s to 1997 was essentially a period of stable absolute poverty.

Of particular interest to us is the period 1985 to 1997, when Dutch employment soared. Absolute poverty in this period dropped about 6 percentage points, following a rise of similar magnitude during the early 1980s. De Beer shows that employment growth was a marginal factor in this decline. The reason, he argues, is that employment growth did not result in a rise in the number of households with at least one labour market income. The proportion of single-earner households dropped dramatically in this period, but the proportion of jobless households declined only marginally.

It is illustrative in this context to compare it to Belgium, a country that experienced far weaker aggregate employment growth, but where minimum wages and minimum benefits also eroded less than in the Netherlands (Cantillon et al. 2004). In order to make a more or less standardised comparison with De Beer’s figures I set the initial poverty threshold (i.e., the threshold for 1985) for Belgium at the level which produces an overall poverty rate equal to that of the Netherlands at the
time. In this way, the poverty threshold is cut off at a similar point in the income distribution. This is important if we want to make a 'fair' comparison because the effort required to achieve a certain percentage point reduction in the poverty headcount rate depends on the initial poverty level. After all, large numbers are found in the middle of the income distribution than in the tails. A country with a high initial level of poverty will find it much easier to achieve a say 5 percentage point reduction in the headcount rate than a country with a low initial level (see also De Lathouwer and Marx 2002).

Table 5.8 shows that Belgium achieved a larger reduction in absolute poverty than the Netherlands despite the fact that the share of non-active households increased in Belgium, while declining in the Netherlands. Most striking is the markedly stronger decline in poverty among households with a non-employed head in Belgium, a finding that appears reflective of differential real minimum wage and real benefit trends (table 5.9).

| Table 5.8 Absolute poverty incidence: standardised comparison between Belgium and the Netherlands, 1985-1997. Percentage point difference (initial levels for 1985) |
|-------------------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Poverty incidence                               | Belgium         | Netherlands     |                 |                 |                 |                 |
| – total population                               | -8.4% (21.6)    | -6.2% (21.6)    |                 |                 |                 |                 |
| – active households                              | -6.6% (8.6)     | -4.6% (11.1)    |                 |                 |                 |                 |
| – non-active household                           | -12.9% (39.1)   | -7.3% (36.4)    |                 |                 |                 |                 |
| – head below age 65                              | -4.0% (36.0)    | -0% (42)        |                 |                 |                 |                 |
| – head over age 65                               | -18.6% (40.7)   | -11% (31.4)     |                 |                 |                 |                 |
| Share                                            |                 |                 |                 |                 |                 |                 |
| – active households                              | -3.1% (56.7)    | +2.2% (58.5)    |                 |                 |                 |                 |
| – non-active household                           | +3.1% (43.3)    | -2.2% (41.5)    |                 |                 |                 |                 |
| – head below age 65                              | +0.3% (18.3)    | -3.5% (20.2)    |                 |                 |                 |                 |
| – head over age 65                               | +2.8% (25.0)    | +1.3% (21.3)    |                 |                 |                 |                 |

Source: Own calculations for Belgium on SEP, Dutch figures from de Beer (2001).

| Table 5.9 Key trends in Belgium and the Netherlands (1985 = 100) |
|---------------------------------------------------------------|-----------------|-----------------|
| Employment rate                                               | Belgium         | Netherlands     |
|                                                               | + 7%            | + 18%           |
| Real gross minimum wage level                                 | + 2%            | -10%            |
| Real social assistance level for working-age couple            | + 11%           | + 3%            |

Source: Employment rate: OECD, Employment Outlook; real minimum wage and real social assistance: Cantillon et al. (2004).
Household joblessness has, as we have seen, remained high in the Netherlands and so has working-age benefit dependency. These households, which rely entirely on benefits, have suffered the consequences of the nominal freeze policy pursued by successive Dutch governments over the past two decades. The real value of social assistance benefits declined by 15 per cent in the period 1977 to 1997, with the decline being particularly strong in the first part of this period, a high inflation period. Hence, households on benefits experienced a strong decline of their living standards until roughly the mid-1980s. After that, they were confronted with virtually stagnant living standards.

One would suspect that the position of non-active households relative to the general standard of living would have deteriorated substantially. Unfortunately, time series analyses on relative poverty are seldom presented in Dutch publications, which tend to stick to the rather idiosyncratic official absolute poverty measure. Figures published by the OECD, however, do confirm the suspicion that relative poverty in the Netherlands increased quite substantially in the period under investigation (figure 5.2). According to the OECD figures, the incidence of relative poverty, which stood at a comparatively low 6.3 per cent in the mid-1970s, rose by 0.6 percentage points between the mid-1970s and the mid-1980s, and by 3.2 percentage points between the mid-1980s and mid-1990s. The recorded rise after the mid-1980s was quite significant; among OECD countries as a whole relative poverty rose by an average of only 0.3 percentage points (Burniaux et al. 1998; Förster 2001).

Even more telling is the evolution of the poverty rates split up by the labour market status of the household (table 5.3). According to the same OECD source, households with a working age head but with not a single adult in work faced in 1995 a poverty risk of 27 per cent. Ten years earlier, their relative poverty risk was around 12 per cent. Working age households with a single-earner, too, have become more exposed to poverty: their poverty risk doubled to 8 per cent in the 1984-1995 period. Double-earner households are almost never poor (1 per cent was in 1995) and their poverty risk has remained constant.

Why employment growth resulted not in less relative poverty, but more

Sustained aggregate wage moderation, general non-adjustments of replacement benefits and minimum wages for inflation and targeted cuts in benefits and minimum wages were the main ingredients of Dutch employment policy. As we have seen, employment rates of the most needy have
increased only modestly relative to the employment rates of households that were comparatively well-off already, i.e., non-poor single-earner households. So what essentially has happened is that many of those at the bottom have felt the immediate income consequences of the wage and benefit growth restraint policies: stagnant or even declining real living standards. At the same time, aggregate employment growth did result in a huge increase in double earnership, which in turn pushed up average living standards and, consequently, relative poverty thresholds. Because those who got jobs ended up not with the people stuck at the bottom of the income distribution but primarily with those already in the middle – relative poverty increased. Households who have joined the ranks of double-income households have been the main – and in effect only – winners of the Dutch employment miracle.

The obvious question now is: why have the new jobs not gone to the households that most needed an earned income, i.e., no-earner households and poor single-earner households? The explanation is not simply that the Dutch employment miracle only produced jobs for the better-skilled. Various figures suggest that the less-skilled also benefited from job growth (De Grip and Dekker 1993; De Grip and Van Loo 2000). Notwithstanding this, the supply of less- or unskilled workers has remained far bigger than the demand. There are simply far more unemployed or non-employed people with low educational levels than there are jobs that require only basic skills.

De Beer (2001) demonstrates that, on the basis of panel data analysis, the poor, non-employed have not seen an improvement in their employment chances. Despite the vast expansion of employment in the Netherlands, the chance that a poor non-employed person will find a job remained stable throughout the late 1980s and the entire 1990s at around one in six. After correcting for business-cycle effects and controlling for a vector of personal characteristics, educational attainment emerges as the single most important determinant of employment probability (De Beer 2001: 284). The employment prospects of the less-skilled have, according to this study, even worsened quite substantially. The reason that the chances of a poor non-employed person getting a job has remained stable appears largely due to the fact that the share of the low-skilled has declined substantially.

The skill-biased nature of job growth would appear to be one of the limits of an employment-based social policy. But there are alternative and probably complementary explanations. One is that the largely simultaneous decline of benefits and minimum wages did little to alter the relative...
pay-off to (minimum-wage) work vs. benefit dependency, i.e., to eradicate unemployment traps. This, combined with a rise in the population share of particular segments prone to get stuck in unemployment traps provides another explanation for the persistence of household joblessness.

Concretely, the rise in the share of single-parent households, essentially a socio-demographic trend, probably also accounts for the persistence of household-level non-employment. Single-parent households, in the Netherlands as elsewhere, remain particularly prone to becoming trapped in welfare dependency. This is not only a matter of financial incentives; single adults with children often find it extremely difficult to combine their role as sole breadwinner and sole care provider, especially when their earnings potential is low and when they have to pay for child care. This is not to imply, however, that the boosting of work participation among segments like single parents would necessarily make much difference for poverty rates. Welfare entrapment and non-employment are not the fundamental reason why poverty among sole parents is high. The fundamental problem is that they are in an inherently disadvantaged economic position in the double earner dominated era, whether they are working or not. As we have seen, even jobs that pay considerably above the minimum wage can be insufficient to lift single-earner households with children above the poverty line.

In the specific case of the Netherlands, there is indeed evidence that transitions from full-time social assistance dependency did not always result in an escape from poverty. An analysis by Hoff (2003) on a sample of labour market re-entrants during the 2001-2002 suggests that about half of the full-time benefit recipients who actually made the transition to work — selective as this segment is — escaped poverty, as defined by the official Dutch poverty line. This estimate should be considered indicative since no information on household income was available in the data set that was used, only on individual income. Furthermore, the data set did not allow to gauge the length of the period during which re-entrants were able to hold on to a job. Still, the finding reinforces the point that the policy challenge goes beyond getting (poor) people jobs.

7 Conclusion

The 1990s saw the rise of doctrines that promoted work as the prime vehicle for achieving social policy objectives, particularly less poverty and social exclusion. Within the context of the EU employment and social inclu-
sion processes, governments have proclaimed their intention of achieving progress on the employment and poverty fronts simultaneously.

The idea that increased work participation and poverty reduction are somehow natural allies sits uneasily with the facts. This chapter has presented empirical evidence pertaining to employment and poverty trends during the 1980s and 1990s for a range of OECD countries. The analysis has shown that few countries managed to achieve significant progress on both fronts simultaneously during this period. The main reason appears to be that job growth did not primarily benefit the neediest households. New jobs tended to end up with households that already had earned income. Strong job growth, where it occurred over this period, effectively reinforced the gap between work-rich and work-poor/work-less households. This was notably the case in the Netherlands, a country that experienced extraordinary job growth during the 1980s and 1990s.

The conclusion, however, is not that the policy challenge simply exists in making sure that the most disadvantaged benefit more strongly from job growth. It is not obvious that this in itself would suffice to bring about more substantial drops in poverty. For many of the poor non-employed, a job alone, even a job paying substantially above the minimum wage, would probably not suffice to lift them from poverty. Single-earner households with low earnings-capacities are inherently disadvantaged in present-day society, where the average living standard and hence the relative poverty threshold is largely determined by the double-earner household living standard. This certainly applies to low earnings-capacity households with children. But the extent of this problem remains to be charted. Micro-simulation models that allow the estimation of incomes in and out of work could help ascertain the poverty effects of targeted employment measures, combined or not with additional in-work benefits and child support benefits. Clearly, there is an important research agenda here that remains to be pursued.
6 Alternatives to Passive Income Support: The Verdict of Empirical Evaluation Studies

1 Introduction

As noted in the previous chapter, the past decade has been marked by increased efforts to re-integrate those who have slipped into passive, long-term benefit dependency back into the labour market. The approach is two-pronged: ‘to make work possible’ and ‘to make work pay’, that is to say, to stimulate labour demand and to stimulate labour supply.

This chapter looks at the empirical evaluation literature. In the first section, we look at measures aimed at boosting labour demand, specifically through employment subsidies and reductions in employers’ social security contributions for the recruitment of long-term unemployed persons and other vulnerable groups in the labour market. In the second section, we focus on the effects of measures to stimulate labour supply, specifically of long-term benefit dependents. The particular focus is on benefits and tax credits for low-paid workers or households with a modest earned income.

2 Employers’ subsidies

In Europe and elsewhere, employment subsidies and cuts in employers’ social security contributions are being used to improve the labour market prospects of the unemployed and other vulnerable groups in the labour market. According to OECD (2003) figures, such programmes account for a significant share (on average 24 per cent of expenditures on active labour market programmes among the OECD countries. Some countries, Belgium and Ireland for example, devote half or more of their active labour market spending to such programmes; meanwhile, the UK and the US spend well under 10 per cent. An average of 0.18 per cent of GDP is spent on such programmes in the OECD as a whole, with Belgium (0.69 per cent) and Ireland (0.53 per cent) again being notable exceptions. Spending on
targeted employment subsidies is also significantly above the OECD average in countries like the Netherlands (0.38 per cent), France (0.34 per cent) and Spain (0.33 per cent). At the other end of the scale, the US spends only 0.01 per cent of its GDP on employment subsidies, the UK 0.03 per cent.

Policymakers here and elsewhere in Europe often justify this strategy by referring to theoretical analyses which suggest that such measures could have strong positive effects on the employment chances of vulnerable groups – the long-term unemployed and people with low skills. Snower (1994, 1997) and Phelps (1997, 1997b), for example, are noted advocates. Snower, for example, has claimed that well-targeted employment subsidies could reduce long-term unemployment by about one-third and that the subsidy scheme would pay for itself in the longer run. Others economists (Richardson 1998) have asserted that the indirect positive effects of employment subsidies and the like could turn out to be even more considerable in the long term. The claim here is that the long-term unemployed constitute a labour reserve only in theory and that they, consequently, exert very little downward pressure on wages. Employment subsidies for the long term unemployed could result, so the argument goes, in these outsiders, or at least some of them, being incorporated into the effective labour reserve, resulting in a dampening effect on wage demands and hence a further positive effect on employment.

Policymakers, at least in countries like Belgium, France and the Netherlands, also seem to place great trust in simulations such as those conducted by Bossier et al. (1995, 1998) and others (Jongen 1998; Malinvaud 1998; Sneessens and Shadman 2000). These generally show that selective reductions in employers’ social security contributions have a substantial impact on employment. However, the outcomes of such simulations are sensitive to the theoretical and parametric assumptions (see for example Hui and Trivedi 1986; Jongen 1999; Granier and Nyssen 1995; Nickell and Bell 1997). Most crucially, the demand for low-skilled labour is assumed to be fairly sensitive to its cost. Most simulation models tend to use demand elasticities for low-skilled labour that are broadly supported by the empirical literature (Hamermesh 1993), i.e., in the order of -0.4 to -0.5. However, surveys of enterprises suggest that employers tend to be very reluctant when it comes to hiring less-skilled people with specific characteristics, e.g., people who have been unemployed for a long period of time. De Beer (1996), for example, reports some employers as saying that they would be unwilling to hire long-term unemployed people at almost
any cost. Moreover, it is legitimate to ask whether empirical estimations of the elasticity of demand provide an adequate instrument for simulating the response of employers to subsidies. Not all employers may be aware that such subsidies exist and there are usually administrative and other costs involved in applying (Katz 1998). It may also be the case that the temporary nature of a subsidy and the costs involved in subsequent redundancies have a dissuasive effect. Such costs may be substantial in many cases, not only the direct administrative cost, but employers may also want to avoid strained relations with trade unions and their work forces.

So it is interesting to see what we can learn from practical experience with employment subsidies and related measures like reductions in social security contributions. We bring together the findings of empirical assessment studies in relation to the following two questions:

a. What is known about the employment effects of subsidising jobs?

b. What is known about the degree of mobility from subsidised to regular employment?

The take-up of subsidies by employers

The empirical evaluation material available suggests that the response to employment subsidies and cuts in employers’ social security contributions varies quite considerably (OECD 1993; Fay 1997; Katz 1998; Martin 1998). There appears to be a connection in this respect between the scope, the generosity and the duration of such initiatives. Relatively generous measures with a relative broad scope involving a substantial subsidy or reduction generally generate a greater response. Ignorance is often a reason for non-take-up, which would appear to be related to the fact that these schemes are often of an experimental, local or temporary nature. Also, employers indicate that the (perceived) bureaucratic fuss and the expenses involved often dissuade them from applying, especially in the case of schemes with restricted eligibility. Voucher schemes, whereby employees carry the right to a subsidy with them as it were, appear to be more effective if one intends to target very specific groups (Sianesi 2001).

A survey of Belgian industrial companies employing many low-skilled workers conducted in the early 1990s found that a considerable proportion of companies – often between 50 and 60 per cent – were not aware of (temporary) cuts in social security costs for the employment of certain target groups, such as youngsters or long-term unemployed persons. Small
companies in particular appeared to be inadequately informed (Lamberts 1993). The percentage of companies that actually took advantage of the measures was even lower, as many companies that were aware of the existence of certain reductions deemed them to be (largely) inapplicable. Again, this was especially the case among smaller companies. Lamberts (1993) attributes the relatively limited familiarity with and applicability of measures to the complexity and variability of legislation. This might explain why small companies in particular were less likely to take advantage of a measure, despite the fact that they involved quite considerable, albeit temporary, cuts in social security payments. A similar survey conducted by Ameels et al. (1994) offers further indications that the perceived complexity and administrative cost is seen by employers as a reason not to make use of certain measures.

More recent research in the Netherlands focused on a measure known as spak (Specifieke Afdrachtskorting Lage Lonen). Spak, introduced in 1996, encompasses a reduction in fiscal and social security payments by employers for workers whose wages do not exceed 115 per cent of the statutory minimum wage. The reduction is highest at the level of the minimum wage and cuts employers’ contributions by around 60 per cent or 13 per cent of gross pay. Spak targeted low-paid workers, including those already working. A survey conducted by Van Nes et al. (1998) suggests that 72 per cent of all eligible enterprises made use of spak at the time of the survey. Public services are reported to make the most extensive use of the measure, while the lowest percentages were recorded in business services, wholesale trade, the hotel and catering industry, the metal industry, the building industry, and the transportation and communication sectors. Yet, some of the latter industries are often considered to be industries with problems regarding the cost of less-skilled labour. Large companies are more inclined to make use of spak than smaller firms (Van Nes et al. 1998). The question arises then why enterprises do not take full advantage of the possibilities offered by spak. According to the survey, some 12 per cent of companies feel that the projected savings on labour costs would not compensate for the additional administrative cost. About two-thirds of the companies who would otherwise qualify for spak did not register because they were unaware that the scheme existed. Ignorance appears to be a factor mostly among small and medium-sized companies (Van Nes et al. 1998).
Still, measures like SPAK are used to employ large numbers of workers. A similar scheme in Belgium (i.e., a small but structural reduction in social security contributions for relatively low-paid workers) applies to around 2 million workers. Even strongly targeted measures – temporary reductions or waivers generally generate a substantial response in terms of the sheer number of people who benefit.

Policymakers like to quote these kinds of figures as evidence of what they see as the strong impact of such measures on employment, ignoring the fact that there tends to be substantial deadweight losses, i.e., that many subsidised individuals would also have found employment had the employment subsidy not existed. This is clearly not just an efficiency issue; it is also a fairness issue.

Most subsidies or reductions are aimed at specific target groups that are considered to be in need of special attention, for example the long-term unemployed.
unemployed (usually defined as those seeking work for over 6 months or more). But even a specific segment like the long-term unemployed is surprisingly heterogeneous, comprising high as well as low-skilled persons, youngsters and older people, people with work experience and people with no work experience, etc. There is, in other words, room for companies to recruit selectively. Indeed, there is every indication that this is occurring to a very significant extent. For example, the proportion of unskilled persons in a job with a so-called kra-subsidy (a Dutch subsidy for engaging long-term unemployed workers) amounted to barely 11 per cent, while they constituted half of the target group. Moreover, one of every six of these jobs were occupied by high-skilled workers (De Beer 1996: 256). Likewise for Belgium, there is evidence that the least-skilled are seriously underrepresented in subsidised jobs, although they constitute the prime target group (Bollens et al. 1996).

Many subsidies are of the same type as those granted under the Vermeend-Moor Act or rap (Reguliere Arbeidsplaatsvariant) in the Netherlands. Both schemes offered employers a substantial 4-year reduction in social security contributions for every additional recruitment of a long-term unemployed individual. In addition, employers could claim a one-off recruitment bonus. An assessment by Koning et al. (1995) estimated the deadweight loss for rap at just over 42 per cent (see table 3). De Koning (1993) previously arrived at a comparable estimate for the Vermeend-Moor Act. Roughly four of every ten long-term unemployed people recruited with a subsidy would have also found a job without any governmental financial incentive. This is a relatively favourable result, as most evaluation studies estimate the deadweight loss to be considerably higher.

The British Workstart scheme of the early 1990s granted a temporary but substantial subsidy to employers offering a full-time job to a person who had been out of work for at least 2 years. An evaluation of a pilot scheme arrived at a 53 per cent complete deadweight loss and a 27 per cent partial deadweight loss. The latter refers to jobs that would have been offered to the target group regardless of the subsidy, but not on a full-time basis (Atkinson and Meager 1994).

These results are more in line with findings regarding similar measures in other countries. The deadweight loss for the Employment Incentive scheme in Ireland and the Jobstart scheme in Australia was, for example, estimated to be around 70 per cent (OECD 1993, on the basis of Breen and Halpin 1989 and Department of Employment, Education and Training 1989). Van der Linden (1997) estimated the deadweight loss of a series of
temporary social security reductions for the employment of youngsters, the unemployed and other weak groups that were introduced in Belgium in the early 1990s at 53 per cent.\textsuperscript{1} (Only this overall estimate is reported, although the study covered a range of very similar but not identical measures.)

A more recent Dutch study (Van Polanen Petel et al. 1999) estimates the deadweight loss of a scheme known as \textit{Vermindering Langdurig Werklozen (vlw)} – a reduction in employers’ social security contributions of up to around 2,140 euros per year for a period of 4 years for the recruitment of long-term unemployed people – at between 27 and 60 per cent (the broad margin is due to the statistical confidence interval applied). This study also explicitly gauged employers’ motivation for recruiting the long-term unemployed. Some 40 per cent of respondents indicated that they did so to evaluate whether the individual involved was able to function within the organisation. About one-third mentioned a ‘social motive’.

More recently, an evaluation was made of the more general spak measure, which involves a permanent reduction in employers’ contributions for workers earning up to 115 per cent of the statutory minimum wage. It does not exclusively target the unemployed, but low-wage earners in general, including those already employed. One would expect the deadweight loss associated with this more general measure to be quite substantial and this is indeed what Van Polanen Petel et al. (1999) find; they estimate it at 93 per cent.

Virtually all of the above evaluation studies are based on interviews with employers. It is quite conceivable that these studies underestimate the deadweight loss as a result of selection distortion and opportunistic responses. An approach whereby the direct employment effects are estimated on the basis of interviews of interested parties clearly has a number of limitations. For one thing, the response rate is generally rather low. The aforementioned assessment study of spak, for example, yielded

\textsuperscript{1} Van der Linden evaluates the following measures: a reduction in employers’ contributions for a period of 8 months for the recruitment of youngsters or long-term unemployed individuals, a digressive reduction in employers’ contributions for the recruitment of youngsters after a training period, a temporary subsidy for the unemployed within the framework of certain projects, the schemes in Wallonia known as “Primes plus” and “Prime d’emploi” and incentives for the recruitment of the disabled.
a response rate of roughly 10 per cent. Secondly, and probably more importantly, the estimates of deadweight loss are based on statements by the employers themselves. In most of the studies cited, employers were asked directly whether the subsidised unemployed or low-paid worker(s) concerned would have been hired without the subsidies. The limitations of this methodology seem to be illustrated by the results of a study on a small-scale British project for long-term unemployed people in certain Scottish regions (involving a 50 to 100 per cent subsidy over a period of 26 weeks). This study concluded that the deadweight loss amounted to no more than between 15 and 20 per cent. This atypical finding may well be related to the fact that, in order to qualify, employers were required to state formally that they would not have offered the job without the subsidy (Fay 1996).

### Table 6.2 Summary of some important findings

<table>
<thead>
<tr>
<th>Name (country)</th>
<th>Deadweight</th>
<th>Substitution</th>
<th>Displacement</th>
<th>Sum (deadweight + substitution)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vermeerd-Moor Act</td>
<td>80-85%</td>
<td>28%</td>
<td>&gt; 80%</td>
<td></td>
<td>De Koning et al. (1995)</td>
</tr>
<tr>
<td>RAP (Netherlands)</td>
<td>42%</td>
<td>47%</td>
<td>36%</td>
<td>&gt; 89%</td>
<td>De Koning et al. (1995)</td>
</tr>
<tr>
<td>Workstart (UK)</td>
<td>55%</td>
<td>25%</td>
<td>33%</td>
<td>&gt; 80%</td>
<td>Atkinson and Meager (1994)</td>
</tr>
<tr>
<td>Jobstart</td>
<td>67-79%</td>
<td>-</td>
<td>-</td>
<td>&gt; 67%</td>
<td>OECD (1993); Byrne (1994)</td>
</tr>
<tr>
<td>Employment Incentive</td>
<td>70%</td>
<td>21%</td>
<td>4%</td>
<td>95%</td>
<td>OECD (1993); NERA (1995)</td>
</tr>
<tr>
<td>Voordeelbanenplan (Belgium)</td>
<td>53%</td>
<td>36%</td>
<td>-</td>
<td>&gt; 89%</td>
<td>Van der Linden (1995)</td>
</tr>
<tr>
<td>VLW (Netherlands)</td>
<td>27-60%</td>
<td>37-63%</td>
<td>-</td>
<td>57-87%</td>
<td>NEI (1999)</td>
</tr>
<tr>
<td>SPAK (Netherlands)</td>
<td>93%</td>
<td>-</td>
<td>-</td>
<td>93%</td>
<td>NEI (1999)</td>
</tr>
</tbody>
</table>

### Substitution cost

Another often-voiced criticism is that subsidised jobs come at the expense of non-subsidised jobs. Targeted groups need to be clearly demarcated and this inevitably leads to distortions at the margins. As a consequence, non-subsidised employees may be excluded or not recruited for
the benefit of cheaper, subsidised workers. In some instances this may actually be desirable. Therefore, the question of who benefits at whose expense is quite relevant. It may, for example, be a policy objective to have older workers replaced by young unemployed persons. Or it may be deemed desirable that a subsidy makes the labour market more accessible to low-skilled workers rather than high-skilled employees whose long-term employment prospects are at any rate more favourable. But it is generally not the intention to create an advantage for specific segments of the labour market (e.g., unemployed young people) at the detriment of other vulnerable groups (e.g., the long-term unemployed). It is, for that matter, prohibited under the terms of most schemes to dismiss workers with the purpose of replacing them with subsidised employees.

The few available studies which have looked at substitution effects invariably provide general estimations. They rarely indicate which specific groups are prized out of the market by subsidised workers. Estimates range fairly widely, from around 20-25 per cent for the Irish Employment Incentive and the British Workstart schemes to around 50 per cent for the Dutch rap and vlw schemes. Van der Linden (1997) estimates the substitution costs of a series of Belgian measures (cf. above) at 36 per cent. Such estimates suggest that substitution effects can be quite substantial but, again, the limitations of getting at reliable estimates of substitution effects on the basis of employers’ surveys are quite apparent.

A time-series analysis of the so-called Jongerenbanenplan, a Belgian scheme the aim of which was to increase employment among longer-term unemployed youngsters also brought to light important substitution effects. Introduced in 1993, the measure involved a regressive reduction in employers’ social security contributions for up to three years (100 per cent in the first year, 75 per cent in the second and 50 per cent in third) for each recruitment of someone under the age of 26 who had been unemployed for at least 6 months. The measure was implemented at the beginning of a period of economic recovery so that the overall response exceeded the initial expectations by quite a margin. Unemployment dropped significantly among long and short-term unemployed youngsters alike. However, Koevoets (2000) found that this measure still had a negative impact on the relative employment chances of short-term unemployed youngsters who saw their relative chances of employment reduced quite considerably after the implementation of the scheme.
Displacement cost

The least amount of empirical data is available regarding the displacement effects of job subsidies. These are, after all, the hardest to measure. It concerns job losses through the distortion of competition, i.e., job losses caused by the fact that enterprises that do not receive subsidies lose market share. This negative impact on employment is not easy to estimate, as it is difficult to attribute an increase or decrease in market share to one single factor. Determining the relation between loss of market share and employment at a company is usually not easy. It is almost impossible to arrive at reliable estimates by means of evaluation studies on the basis of interviews with employers. Nevertheless, it is likely that displacement effects do come into play, as all empirical evaluation studies suggest that many subsidised workers would have found employment regardless of the subsidy (cf. above). This means that the measures constitute a de facto subsidy to the companies in question, and it is quite conceivable that this is beneficial to the competitive position of the enterprise. Some 28 per cent of companies receiving a subsidy under the Dutch Vermeend-Vermoor Act indicated that the subsidy had enabled them to improve their competitive position. A similar advantage was realised by 36 per cent of companies obtaining subsidies under the Dutch rap scheme (De Konings et al. 1995) and 33 per cent of enterprises claiming subsidies under the Workstart programme in the uk. It seems likely that, to some extent, this gain was realised at the expense, to some extent at least, of (employment at) competing enterprises. But as already indicated, it is hard to assess how substantial these negative employment effects at companies that make no or less use of subsidised labour actually are.

Net employment effects: estimates on the basis of time series

A number of studies have tried to assess the overall employment impact through time series analysis. The approach taken in these studies is to ascertain whether the introduction of a particular measure coincided with additional job growth (or slower job destruction) that could not be attributed to any other measurable factor. The significance of these estimations therefore depends on the thoroughness with which one tests for other potential explanatory factors, such as cyclical movements of the economy. This type of evaluation was carried out for a number of us

---

Interestingly, measures aimed at stimulating job growth are often implemented at a time when the economy is already recovering. This has been the case
programmes, such as the Targeted Job Tax Credit (TJTC), which was in force between 1979 and 1994. It encompassed substantial tax deductions (amounting to 50 per cent of wages in the first year and 25 per cent in the second) for companies recruiting additional staff from disadvantaged categories, including youngsters from deprived areas, welfare recipients, etc. By the mid-1980s, the number of beneficiaries of the programme had reached 650,000. A time-series analysis specifically examined the impact of the scheme on the employment of youngsters (18- to 24-year-olds). Katz (1998) estimates the net employment effect of TJTC at around 7 per cent among youngsters occupying a vulnerable position in the labour market, a figure which he finds to be consistent with a demand elasticity of -0.5.

For France, Kramarz and Philippon (2001) have looked at the employment effects of cuts in employers’ social security contributions on minimum wages. The French government introduced its policy of reduced contributions on minimum wages and wages just above the statutory minimum in 1993. Employers’ contributions were cut from roughly 40 per cent at the beginning of the 90s to around 22 per cent in 1996. The gross minimum wage, on the other hand, increased over that same period. Kramarz and Philippon (2001) look at the net employment effect of the changes in labour costs between 1990 and 1997. They compare the transition from work to non-work and vice versa of people earning approximately the minimum wage who did not enjoy selective cuts in employers’ social security contributions. They find that an increase in labour costs at the minimum-wage level clearly had a negative impact on employment. (They estimated the elasticity at -1.5.) At the same time, however, they observe that reductions in the cost of minimum-wage labour did not really coincide with any net job growth, a finding which they link with anecdotal evidence that employers were not convinced that the reductions were permanent. In other words, they find an asymmetrical effect: A rise in the cost of minimum-wage labour resulted in job losses, while a reduction in the cost resulted in a substitution of low-paid workers for slightly better-paid workers.

In the US (Katz, 1998), as well as other countries. This underlines how vitally important it is to correct for other policies and circumstantial factors when evaluating a measure (Van Trier, 1998).
There is also research available that pertains to the impact of a permanent reduction in employers’ social security contributions on low wages. Previous evaluation research (Polanen Petel et al. 1999) estimated that the net employment effect of the Dutch spak scheme was 7 per cent at the most. Muhlau and Salverda (2000), on the basis of time-series analysis, assert that the introduction of spak did not cause any measurable additional employment growth, including in such sectors as the hotel and catering industry or retailing. They carried out a time-series analysis of job growth per sector, controlling for a series of factors that may influence variations in employment. Interestingly, the authors find that already expanding companies were more inclined to make use of the subsidy than companies with a relatively stable staff level in years prior to the introduction of the subsidy. It is therefore unlikely that the employment-stimulating effects are underestimated as a result of self-selection of enterprises that are not performing well.

Evidence from experimental research
There is also some evidence available from experiment-based research. Experimental studies are few but quite revealing. A particularly interesting study was conducted in the US in the 1980s (Burtless 1985). In a controlled experiment, a group of welfare recipients were given a voucher

Table 6.3 Employment effects: Findings from time-series/DDD analysis

<table>
<thead>
<tr>
<th>Type of measure</th>
<th>Findings</th>
<th>Source</th>
</tr>
</thead>
</table>
| Targeted Jobs Tax Credit (US) | – target group: youths, public assistance and SSI recipients, veterans, certain ex-convicts  
– tax credit for employer amounting to 50% of first and 25% of second year earnings | – Net employment effect of 7.7% or 3 percentage points | Katz (1996) |
| SPAK (Netherlands)      | – permanent reduction in employers’ social security contributions for low-paid workers (up to 115% minimum wage) | – Zero net employment effect | Muhlau and Salverda (2000) |
| France                  | – permanent reduction in employers’ social security contributions (from 36.5% in 1993 to 21.8 per cent in 1996) for minimum wage workers | – Small but statistically insignificant effect | Kramarz and Philippon (2000) |
entitling an employer to a substantial tax credit on recruitment of the person in question. A second group was given a voucher that entitled the employed to a direct cash subsidy. The individuals making up a third, control group were not given a voucher, even though they qualified in principle. The individuals were assigned to one or the other group randomly, so that the groups were comparable in terms of composition. All three groups got two weeks of job search training. Efforts were made to ensure that the three groups were not treated differently by administrators or trainers.

Astonishingly, the non-subsidised group was actually significantly more successful in finding work than the subsidised groups. Also, only in one-quarter of the cases did the employer who hired the vouchered worker request payment. Indeed, there was evidence that a substantial number of voucher holders declined to use the voucher because there were afraid of being labelled problem cases. This fear was apparently not entirely ungrounded. Anecdotal evidence did suggest that employers used the voucher to screen out applicants known to be public assistance recipients. However, it is important to keep account of the fact that the experiment concerned a rather specific segment of job seekers: social assistance recipients who suffered from a rather unfavourable image among employers. A second, comparable, study came to a similar conclusion (Hollenbeck and Wilke 1991, cited by Katz 1998).

Transition to the regular labour market

We move now to the second question: What is known about the degree of mobility from subsidised to regular employment?

An Australian study examined the effects of Jobstart, a subsidy to employers for the recruitment of the unemployed. Participants were screened

| Table 6.4 Findings from experimental research: Dayton voucher experiment |
| --- | --- | --- | --- |
| Group | Sample size | Number placed in jobs | Percentage placed in jobs |
| Tax credit voucher | 247 | 32 | 13.0 |
| Direct rebate voucher | 299 | 38 | 12.7 |
| Control | 262 | 54 | 20.6 |
| Total | 808 | 124 | 15.3 |

six months after termination of their subsidised employment. The findings revealed that their prospects of employment had improved considerably (Byrne 1994). It should be noted, however, that the study failed to correct for selection distortions. This is a serious shortcoming since beneficiaries tend to have a considerably more favourable profile than those entitled, at least in terms of their observable characteristics. This might explain why people who have completed a period of subsidised employment perform better than those who are merely entitled to the subsidy.

A different study examined the effect of another Australian subsidising scheme, known as the Special Youth Employment Training Programme. After controls for selection distortion on observable variables, this study too found a positive effect on the job prospects of participants two years after the period of subsidised employment had ended (Richardson 1998). This positive result could be due to the fact that the scheme linked the subsidy to training requirements.

In a study for Belgium, Bollens et al. (1996) studied the employment prospects of people 24, 30 and 36 months after leaving a job that entitled the employer to reduced social security contributions. They found that the employment prospects were comparable to those of previously non-subsidised unemployed people. However, this is another study which did not involve a correction for possible selection bias. In a methodologically more advanced study, Cockx et al. (1998) examined the effects of employment subsidies on individuals’ job tenure. This study did correct for selection distortion and found that pure employment subsidies had a positive yet statistically insignificant effect on beneficiaries’ ability to keep a job. In contrast, a significantly positive effect, however, was measured for subsidised training programmes.

Eichler and Lechner (2002) evaluate the effect of subsidised jobs (one-year time limit) for the longer-term unemployed (over 6 months), with priority being given to unskilled youngsters, older workers, disabled workers and the extremely long-term unemployed. They find that participants have a higher probability of being employed than non-participants with the same observable characteristics. By contrast, Bardaji (2001), in an evaluation of a similar programme in France (albeit limited to the non-market sector), finds that very few people find work after their spell of subsidised employment has ended. It would appear that the experience gained in a subsidised job is not very highly valued. This is another study which did not correct for selection bias.
Gauging from the available evidence, subsidised jobs do not seem to have a significant positive effect on the employment chances of beneficiaries in the regular labour market.

One possible explanation is that beneficiaries get locked into their subsidised jobs. Van Ours (2002) reports on an analysis of data from what he calls a ‘natural experiment’ in Slovakia’s labour market in the mid-1990s. He observes the transitions to the regular labour market by participants in a subsidised job scheme the duration of which was expanded first from 6 to 9 months, then to 12 months.

Table 6.5 Summary of findings on mobility from subsidised to regular work

<table>
<thead>
<tr>
<th>Type of measure</th>
<th>Findings</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jobstart (Australia)</td>
<td>– improvement of employment chances 6 months after subsidised job</td>
<td>Byrne (1994)</td>
</tr>
<tr>
<td>– employer subsidy for recruitment of unemployed persons</td>
<td>– no correction for selection bias</td>
<td></td>
</tr>
<tr>
<td>Special Youth Employment Training Scheme (Australia)</td>
<td>– positive effect on employment chances two years after</td>
<td>Richardson (1998)</td>
</tr>
<tr>
<td>– employment subsidy coupled with training</td>
<td>– correction for selection bias</td>
<td></td>
</tr>
<tr>
<td>Voordeelbanenplan (Belgium)</td>
<td>– employment prospects 24, 30 and 36 months after leaving subsidised employment comparable to non-subsidised unemployed</td>
<td>Bollens et al. (1996)</td>
</tr>
<tr>
<td>– targeted, temporary reduction in social security contributions</td>
<td>– no correction for selection bias</td>
<td></td>
</tr>
<tr>
<td>Voordeelbanenplan (Belgium)</td>
<td>– positive yet statistically insignificant effect on employment chances</td>
<td>Cockx et al. (1998)</td>
</tr>
<tr>
<td>– targeted, temporary reduction in social security contributions</td>
<td>– correction for selection bias</td>
<td></td>
</tr>
<tr>
<td>PEP (Germany)</td>
<td>– participants have higher probability of being in work than non-participants with similar observable characteristics</td>
<td>Eichler and Lechner (2002)</td>
</tr>
<tr>
<td>– subsidised jobs (1 yr. max.) for long-term unemployed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>– few participants move to regular work after their spell of subsidised employment has ended</td>
<td>Bardaji (2001) (from OECD, 2003)</td>
</tr>
<tr>
<td>– subsidised jobs for long-term unemployed in non-market sectors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slovakia</td>
<td>– short term subsidised jobs have positive effect on job finding rate, opposite effect as maximum duration got expanded (‘lock-in’)</td>
<td>Van Ours (2002)</td>
</tr>
</tbody>
</table>
6 to 9 months and then from 9 to 12 months. His finding is that short-term subsidised jobs have a positive effect on the regular job finding rate, but that the effect became exactly the opposite as the maximum duration got expanded.

A second explanatory factor that has been mentioned in the literature is stigmatisation. It is argued that subsidised work has a stigmatising effect on the beneficiary, thus compromising their prospects of finding regular employment. The reasoning behind this argument is that individuals in subsidised jobs are easily perceived as lacking in ability and being unable to find a regular job. At least an unemployed person applying for a job can claim that his or her unemployment was, to a certain extent, ‘voluntary’, in the sense that they might have been looking for a ‘suitable job’. By contrast, a person with a history of subsidised work indicates that he or she is willing to work, but implicitly concedes to be unable to find a regular job.

A third explanation for the apparently poor transition rate from subsidised to regular labour is that the type of job experience acquired in subsidised employment does not suffice to escape from the so-called ‘productivity trap’. This suggests that the weak position in the labour market of certain groups, such as the long-term unemployed, is not merely a matter of a lack of job experience and contact with the labour market. Katz (1998) concludes that, on the basis of an evaluation of a number of US projects, employment subsidies only work in combination with training and counselling. This conclusion is corroborated by results obtained by Richardson (1998) and Cockx et al. (1998). Martin and Grubb (2001) argue that such schemes also produce better outcomes when programme participants are allowed to do more regular work. In other words, they claim that private sector subsidies are more effective than public sector subsidies or public sector employment. The idea here is that the type of work experience gained in the private sector is more relevant and transferable to a regular work situation than public sector jobs.

The tentative verdict on demand-oriented subsidies

General conclusions are difficult to draw because of the rather significant differences between the measures discussed here across a very wide range of dimensions: the economic and institutional context in which they are embedded, the design features of the measures (is it a direct cash subsidy or a social security charge reduction, the size and length of the measure, the definition and delineation of the target group), the administrative procedures. Also, there are significant differences in evaluation methodol-
ogy. It is also important to note that many results come from studies that employ methodologies (employer interviews) that must be questioned as to their validity.

But, on the whole, two striking findings emerge from the evaluation literature. First, the measured net employment effects tend to be consistently lower than what theoretical models and simulations predict, even under relatively conservative assumptions. Deadweight losses in particular tend to be consistently higher than is generally assumed. Estimates for targeted programmes range in the order of 50 to 70 per cent. Studies pertaining to more general measures arrive at estimates as high as 85 to 90 per cent. Furthermore, there is evidence that enhanced recruitment among the target groups tends to be to the detriment of employment among categories that are (narrowly) ineligible (e.g., the relatively short-term unemployed). Evaluation studies for targeted measures report substitution effects in the order of 20 to 35 per cent. Little is known about job losses resulting from competition distortion, mainly because these job losses are difficult to measure. It is also suggested in some studies that this effect may be considerable. But the cumulative effect of deadweight loss and substitution alone is large enough to conclude that the net employment impact of selective wage subsidies to the unemployed and comparable groups in the labour market tends to be rather small, often at approximately 10 per cent. The net employment effect of more general measures, such as cuts in employers’ social security contributions on low wages is probably even smaller. The cost-effectiveness of labour cost reductions and job subsidies therefore appears to be relatively small: a substantial drop in revenue for the treasury or the social security system on the one hand, and relatively few new jobs on the other.

The biggest problem is that most subsidised workers who are actually recruited would also have found a job without the subsidy. Even within fairly strictly defined target groups there is evidence of selective recruitment – the most promising workers are ‘skimmed off’. This is probably the main reason why the measured dead weight losses are consistently higher than what tends to be assumed in theoretical analyses such as those by Snower (1994). This could perhaps be resolved by defining the target groups even more sharply, so that subsidies remain restricted to the very long-term, unskilled unemployed. However, the question then arises whether a subsidy, especially a temporary one, will provide a sufficiently strong incentive for employers to recruit apparently unsuitable job applicants. Moreover, there is a danger that extremely selective subsidies will have an even stronger stigmatising effect.
The second striking conclusion that emerges from our survey is that there is little evidence that targeted subsidies have a beneficial effect on the later careers of beneficiaries. There are indications that very selective, targeted schemes can have a reverse effect if they stigmatise beneficiaries, that is to say, if they label individuals coming from subsidised jobs as 'problem cases'. However, there are also indications that subsidies that are coupled with training and job counselling can have a significant positive impact on the longer-term employment prospects for vulnerable groups.

Policymakers apparently face the following dilemma. A rather general measure, such as a subsidy for all the long-term unemployed, is probably the least stigmatising, but its net employment effect is likely to be rather modest. Limited additional employment among the target group would be realised at the cost of a substantial income transfer to companies. The budgetary cost for each additional job, moreover, would be rather high.

This could be resolved by defining the target groups even more sharply, so that subsidies are restricted to the very long-term, unskilled unemployed. However, the question then arises whether a subsidy, especially a temporary one, will provide a sufficiently strong incentive for employers to recruit apparently unsuitable job applicants. Moreover, there is a danger that extremely selective subsidies will have an even stronger stigmatising effect, i.e., that individuals in subsidised jobs will, more than ever before, be labelled 'problem cases' once they try to (re-)enter the regular labour market.

3 Subsidising the Low-Paid

Why subsidise low-paid workers?

Let us turn to subsidies which seek to influence labour supply. Subsidies to low-paid workers or families on a low earned income aim a) to make work more attractive than passive benefit dependency and b) to improve the living standard of individuals or households on low earned income.

Subsidies to low-paid workers have become especially important in the Anglo-Saxon world. In the US, the Earned Income Tax Credit (EITC) – a negative income tax for families on a low earned income – has effectively become the main pillar of social security for working age people. In many Continental European countries this form of subsidising has gained ground in the shape of targeted reductions in employees’ social security contributions and personal taxes.
Is the subsidising of individuals or households on a low earned income a good idea? Those in favour argue that it allows one to achieve two goals at once, i.e., integration into the labour market and reduction of poverty. After all, the main critique of ‘passive’ benefits is that they represent a disincentive for labour market participation and are thus conducive to exclusion. On the other hand, sceptics point out that there is the risk that the poverty trap will shift from subsidised passivity (i.e., unemployment) to subsidised low-paid work. Some critics question whether there is really a need for combating poverty among the employed. Finally, it is suggested that the subsidising of low wages will actually stimulate wage erosion. The reasoning behind this particular argument is that employers will tend to offer even lower wages if low-paid workers are subsidised by the government. Workers, for their part, may be inclined to accept lower wages, or slower wage development at least, realising that the government will compensate the difference in income to a certain extent.

List-wise, these are the principal questions and issues:

a. To what extent do supplementary income benefits actually increase effective labour supply and do the additional employment and resulting benefits outweigh the budgetary cost?
b. What is the potential redistributive impact of subsidies on employees and to what extent do they help combat poverty?
c. Is there any empirical evidence that wage supplements merely cause a shift in the dependency trap, i.e., what is the degree of upward mobility from subsidised low-paid labour and is it greater than that from passive benefit dependency?

Is there empirical evidence that the subsidising of low-paid work actually aggravates the problem it seeks to alleviate, i.e., that it causes erosion of wages at the bottom end of the labour market?

The empirical evidence available today remains fairly limited and pertains mostly to the United States, Canada and the UK. Particularly interesting, quantity as well as quality-wise, are the studies relating to the American EITC. Hence, most of our focus will be on the recent US experience. The US is still looked upon by many in Europe as the country where economic objectives override social concerns to such an extent that we can safely disqualify the US ‘model’ as a reference point for the European debate. And yet, the United States seems to be one of the few countries where employment growth has effectively been accompanied with some drop in poverty, at least among certain population segments. It also seems to me
that the United States is also one of the few OECD countries that has genuinely experienced a paradigmatic shift in its approach to social policy. The introduction of time limits on ‘passive’ social assistance represents a radical departure from past policy. And the shift towards in-work benefits has nowhere been as large or radical as in the United States. This shift has not been successful in every respect, but it has delivered at least some striking results.

The Earned Income Tax Credit (EITC)

History and context
Stimulating economic self-reliance has always been a pivotal objective in American social policy. For a long time, the centrality of self-reliance in American social policy was evident in the virtual absence of income protection provisions for wide sections of the population. Before the expansion of the EITC, a negative income tax that provides substantial income supplements to the low-paid, it was basically the case that if you were of working-age, childless and healthy, you were expected to be able to get by on your own. Direct income support in the form of cash transfers was generally restricted to non-employed households, most often single parents, with dependent children. The main social assistance programme was called Aid to Families with Dependent Children (AFDC). Americans referred to this programme as ‘welfare’. Despite its limited size and its almost negligible budgetary importance by European standards, this program was for many years the subject of virulent criticism.

One of the principal critiques was that AFDC undermined self-reliance. This critique was widely shared in American society, which places an enormous value on virtues such as individual effort, hard work and personal responsibility, and AFDC was, especially during the 1980s, when welfare caseloads were rising, a favourite target of commentators and politicians from the right. But this was not only because AFDC was perceived as corrupting the work ethic. There was also a widespread belief that the welfare system encouraged dependency, the break-up of families and the proliferation of single-parent households. The majority of AFDC recipients were black single mothers. The racist undertones in many of the critiques of the time were often far from subtle.

During the American presidential campaign of 1992, then candidate Clinton offered a new vision of social policy. Two key objectives were ‘to make work pay’ and ‘work-oriented welfare reform’. Clinton wanted to enforce work and personal responsibility. He insisted that people who were
able to work ought to work. He, quite uncharacteristically for a Democrat politician at that time, called for time limits on welfare. At the same time, he advocated a role for government in rewarding work, providing training and even community service jobs. To achieve the objective ‘to make work pay’ he proposed, among other things, an expansion of the eITC, a programme that had existed since 1975. Clinton did not call for a scaling back of government support for the needy, but for a redirection of government effort and expenditure. He sought to move away from long-term cash payments to the non-active toward greater support for workers, especially low-paid workers.

At the start of his first term in office, Clinton proposed and was able to pass a dramatic expansion of the eITC. According to Blank and Ellwood (2001), levels were chosen to ensure that the combination of minimum wages, eITC and food stamps available to a family of four would be sufficient to move that family out of poverty, as measured by the official American poverty line.

The Earned Income Tax Credit (eITC)
The eITC was first introduced in the US in 1975 as an exemption from employees’ social security payments for poor working households with children. The system was subsequently expanded in 1986, 1990 and 1993. The 1993 reform in particular turned the scheme into the country’s pre-eminent anti-poverty programme for families at active age. Eligibility for the eITC hinges on three conditions. First, the household must have an earned income. Other sources of income are deducted from the work income. Second, the earned income must not exceed a given amount. A household with two children, for example, may not earn more than US$30,000 annually. Third, there must be a dependent child in the family who is either under the age of 19 or under the age of 24 if a full-time student. Households with a disabled child are also eligible.

Benefits are tied to the level of earnings and the number of children. For each dollar earned up to a maximum, the parent gets a refundable tax credit. For a parent with two or more children, the credit is 40 per cent of earnings up to a maximum credit of roughly US$3,800. This is roughly triple the maximum for such families in 1992. For a minimum wage worker, this amounted to a 40 per cent pay raise. As a family’s earned income rises above US$13,000, the credit is gradually reduced at a rate of 21 cents per additional dollar earned, and the credit is fully phased out for families with incomes over US$30,000. The effect of the eITC on the living standard of low-earning households was reinforced by an increase in the
minimum wage in 1997 from US$4.25 per hour – the level at which it had stood since 1992 – to US$5.15.

The EITC is not only granted to households under the poverty line. In fact, only about half of EITC expenses go to poor families (Scholz 1996). This is due to the fact that the scheme is not intended to combat poverty, but to encourage people on a low earned income to work longer hours.

The EITC generally comes in the shape of a one-off payment at the end of the year. Few people choose to receive periodical advance payments. People do not receive EITC automatically; they need to claim the credit. It appears that a large proportion of those eligible for EITC make use of the scheme. Scholz (1996) estimates that the take up rate is between 75 and 90 per cent. This is considerably higher than registration rates for other provisions and benefits for the poor. One explanation for this observation is that there appears to be no stigma attached to claiming EITC. Nor is it perceived as a welfare provision. There are however indications that non-take up is higher among the unskilled. Moreover, the number of people applying is far greater than the number actually entitled. The self-employed in particular sometimes try to claim EITC inappropriately.

**Accompanying policy reforms**

The expansion of EITC went accompanied with a number of other reforms in the social policy domain. The State Children's Health Insurance Program, established under the Balanced Budget Act of 1997, provides federal matching funds for state-designed programmes to provide health insurance to low-income children. Children are generally eligible if their family's income is below 133 per cent of the poverty line, with many states adopting even higher limits. This reform aimed to ensure that people do not lose health insurance for their children when they move from welfare dependency to low-paid work. In addition, child care funding was expanded. The Taxpayer Relief Act of 1997 included a $500 per child non-refundable tax credit offering support to working families.

As Blank and Ellwood (2001) show, the combined effect of policy changes have dramatically affected work incentives. The payoff for working has increased quite substantially since 1988. They calculate that a full-year, full-time minimum-wage single parent who would otherwise be on welfare in 1988 would have a net gain of only $2,325, and she would likely lose her Medicaid benefits, which might easily be worth more than that gain. In 1999, that gain was over $7,000, the children would keep Medicaid health insurance and even the women would be eligible to keep it for a time. A higher minimum wage and slightly lower welfare benefits contrib-
uted to this gain, but it is mainly the result of a sizeable rise in the EITC and greater child support.

This calculation probably understates the real change in work incentives. The abolition of the 30-year-old AFDC programme, which was replaced in 1996 by the less generous Temporary Assistance to Needy Families (TANF) put far greater pressure on welfare applicants and recipients to look for work and to accept low-paying jobs. The option not to work and collect benefits is now much more unavailable than it was 10 years earlier. One of the main features of TANF is a lifetime limit of five years on TANF-funded aid.

The effects on passive benefit dependency

How have the dramatic policy changes that took place during the 1990s affected outcomes in the United States? Generally speaking, the outcomes have been almost equally dramatic. The number of Americans, especially lone parents, on welfare (AFDC later TANF) has plummeted and the proportion of less-skilled, previously non-employed people in work has increased, though not by the same magnitude as the drop in welfare dependency.

The principal purpose of the welfare reforms during the 1990s was to reduce passive benefit dependency. During the 1970s and 1980s, the number of households on welfare (AFDC) remained persistently high, at just under 4 million recipients, even during periods when the American economy was booming. The number of families receiving AFDC even rose sharply during the economic slowdown of 1990-1991, and continued to rise through the early 1990s, to a high of just under 5 million. After the mid-1990s, caseloads started to decline and welfare dependency plummeted during the late 1990s. By 2000, just over 2 million households were on welfare. The enormous decline during the late 1990s stood in marked contrast to the persistence of welfare dependency during the preceding decades.

The 1990s were, of course, a period of stellar economic performance in the US. A number of studies have attempted to separate the effects of the economy from the effects of policy. As one would expect, most studies find a significant effect of both policy and the economy. The prolonged economic expansion of the 1990s produced exceptionally low unemployment rates, especially towards the late 1990s. The late 1990s were also a period of rising real wages, even for low-skilled workers, who had generally experienced real wage decline in the preceding 25 years. Some studies (Ziliak 2002) have implausibly argued that policy effects were not significantly related to the welfare caseload decline. It is difficult to see how
economic growth alone can account for a more than 50 per cent drop in dependency levels in the late 1990s, given that the very strong economy of the late 1980s pushed down unemployment yet did not produce noticeable effects on welfare dependency levels. Most studies (Schoeni and Blank 2000; Blank 2001) conclude that the marked drop is the product of the combined effect of economic growth and policy reform. But it is generally acknowledged that the effects of welfare reform, the expansion of EITC, the expansion of child care and health coverage, and the economy are interactive and difficult to disentangle.

The effects on labour supply and employment

Quite a lot of research has been done in recent years on the labour supply and employment effects of the American EITC scheme. Since these effects seem to be quite large, there may be important lessons to be learnt for other countries that are introducing or expanding similar schemes. But I think it is crucial to re-emphasise the fact that the expansion of EITC in the US happened in a very specific context.

Firstly, the labour supply effects have occurred in exceptionally favourable economic circumstances characterised by, among other things, very strong job growth and low unemployment. Secondly, the expansion of the EITC went hand in hand with a noticeable toughening up of passive unemployment benefit policy, particularly the introduction of strict time limits on passive benefit dependency. Thirdly, the introduction of the EITC went hand in hand with concerted efforts to provide training, day care and access to healthcare (more in particular, an extension of healthcare to the working poor). Fourthly, the statutory minimum wage was substantially increased.

One of the main reasons for introducing the EITC was to encourage single mothers to participate in the labour market. This appears to have worked. The employment rate among single mothers has risen about 10 percentage points in less than 10 years (from 73 to 83 per cent). The rise was largely realised after 1993, when the EITC was gradually increased. The percentage of single mothers on welfare has dropped from 19 per cent in 1992 to 8 per cent in 1997. To an extent, this strong decline in welfare dependency and the simultaneous increase in labour market participation on the part of single mothers is due to the unprecedented economic expansion experienced in the US since the beginning of the 1990s. But the likely impact of policy factors is evident from the fact that employment rates for other vulnerable groups, such as lone women without children, rose significantly less strongly.
Econometric analyses conclude unanimously that the EITC in combination with other policy measures, particularly the consecutive increases of the minimum wage, must have contributed to the significant increase in labour market participation by lone mothers (Eissa and Liebman 1996; Meyer and Rosenbaum 1999; Blank, Card and Robins 1999). There are also indications that the impact on the labour supply would be even more apparent if expressed in terms of hours worked, as the EITC makes it more lucrative for mothers with a low-paying part-time job to work longer hours.

Other studies have focused on the impact of the EITC on the labour supply from other groups. Eissa and Hoynes (1998), for example, have looked into its effect on married couples. They found that there was a small positive effect on the labour supply of married men, but a significant negative impact on that of married women. Consequently, the net effect was deemed to be a decline in the supply of labour of married couples.

In other words, the empirical results draw quite a mixed picture. On the one hand, it is clear that the EITC makes work much more lucrative for those who are unemployed. They are encouraged to work a minimum number of hours, as the scheme explicitly set out to achieve. On the other hand, it is inherent in a scheme such as the EITC that those who already hold a job but whose income is below-average are encouraged to work less. The problem in the US is that quite a large proportion of families have work incomes that lie in the phase-out zone, i.e., the interval in which the subsidy received declines as earnings get more substantial. These people may therefore be inclined to reduce their working hours in order to receive higher supplements.

The labour supply effects of EITC and associated policy reforms have been rather impressive, especially as far as single parents are concerned. In a sense, it would have been really surprising if there had been no such an effect. After all, the reforms added up to a huge increase in the financial rewards to work, especially for lone parents. In a way, the really puzzling question is why a significant proportion of lone parents has remained unemployed. For as one may have noticed, the drop in the welfare case load during the 1990s was considerably bigger than the rise in employment among former welfare recipients. A study found that a substantial minority (around 30 per cent) of those who left the welfare roles remained unemployed for a substantial period of time (Loprest 1999).

Loprest (1999) looked at the reasons, as perceived and reported by the non-employed who left the welfare roles themselves. It should be stressed that this study reports on the period 1997-1998, when the mandatory 5-year time limit on welfare dependence introduced in 1996 was not yet
being fully felt. There is, however, some evidence to suggest that welfare leavers were already being treated less leniently and that many exited from the welfare system under duress. More than one in four of the non-employed leaving welfare reported health problems, a disability or an illness. Fifteen per cent reported that they could not find work and another 12 per cent reported lack of child care or transport facilities. A large number also reported involvement in non-work activities, such as child care or caring for other family members.

The effects on income and poverty
The most widely used poverty measure in the US is the official poverty line, which is an absolute, monetary resources based poverty line that has been essentially unchanged in real terms for 35 years. Poverty measures are sensitive to which income components are and are not included in the measure of household resources. The picture changes somewhat depending on the treatment of taxes and social security contributions, housing and in-kind benefits, food stamps, child care and transportation costs etc.

But by no measure has there been a really dramatic improvement in the area of poverty, i.e., an improvement that is in any way comparable to the phenomenal decline in welfare dependency or the almost equally impressive rise in employment among single mothers and some other categories. Poverty in the United States has remained high. Dickens and Ellwood (2001) show that absolute poverty (EITC, food stamps, and housing aid added) among non-elderly households declined from just under 15 per cent to around 11 per cent in the late 1990s. This decline is almost similar in magnitude to the decline that occurred during the late 1980s, also a period of strong economic growth but with less dramatic policy change. Dickens and Ellwood (2001) also show that relative poverty among the non-elderly in the United States has remained remarkably stable at around 30 per cent throughout the entire 1980s and 1990s.

Poverty rates for some disadvantaged groups declined by several percentage points during the (late) 1990s, particularly those for female-headed households. The EITC was specifically designed to lift full-time working families above the official poverty line. The combined effect of higher statutory minimum wages (+9 per cent) and the EITC (+38 per cent) between 1993 and 1997 was such that the ratio between the net earned income and the poverty line for full-time working single parents rose from 0.93 to 1.06 (CEA 1998). This is at least the case in theory. Most recipients choose for a single payment at the end of the fiscal year, even
though they could opt for advance payments in the course of the year. Critics argue that the EITC does not help poor families to make ends meet at times when they are most in need of the money. Research suggests that the money is often not spent on current expenses, but that it is invested in training, in buying or fixing a car, in durable consumer goods. About one-quarter of the recipients save the money for later use (Smeeding et al. 1998).

The Census Bureau estimates that, in 1997, the EITC helped 4.3 million Americans escape poverty, which is twice as many as in 1993, the year in which the scheme was expanded. There was a notable decline in poverty among children, especially children living in lone-parent households. This decline was due to a combination of greater labour market participation on the part of single mothers and an increase in their income. In addition, female-headed households with children at the bottom end of the income distribution, those most affected by the policy changes, gained in terms of their average income.

However, Blank and Ellwood (2001) cite evidence suggesting that the poorest single mother families (those roughly in the bottom quintile within this category) have lost ground in income terms and have slipped into severe poverty. Clearly, welfare recipients who have been sanctioned or time-limited off welfare and who have been unable to replace their welfare income with earned income have become much worse off. As I have noted, studies of those leaving welfare indicate that a substantial proportion (around 30 per cent in the mid-1990s) remained unemployed or non-employed for some time after leaving welfare (Brauner and Loprest 1999; Loprest 2001).

So it appears that the results on the poverty front are quite mixed. The policy reforms have made one segment of the previously poor substantially better off – those who found low-paid work and now enjoy EITC and other in-work benefits. But another segment has clearly become worse off – those who have lost their welfare entitlement and failed to find a job. The problem with the shift from passive income support to in-work support is that it is to the detriment of those who for one reason or another fail to find employment. Even in the US, where there are plenty of low-paying jobs (or ought to be plentiful, given that by various measures its labour market is among the most flexible in the world) and where the (relative) financial incentive to take up low-paid work is now bigger than anywhere else, low-skilled unemployment remains a real problem.
The Canadian Self-Sufficiency Project

The Canadian Self-Sufficiency Project (ssp) offered an experimental earnings supplement to single parents who had slipped into long-term benefit dependency. Although a limited scale programme that was deployed in only two Canadian provinces, the ssp deserves mention because of its experimental set-up, which ensured the existence of a perfectly comparable control group.

The project provided generous wage supplements, which in some cases exceeded the beneficiary’s earned income. The purpose of the scheme was to elevate the income of single parents with a full-time job to the average earned income of full-time working women in the two Canadian provinces where the experiment was being conducted. Crucially, one only qualified for the supplement if one held a full-time job (30 hours per week). The supplement was restricted to a period of 36 months. Non-earned income and income from any other household members did not affect the amount received. So in contrast to the eitc, entitlement depended on the recipient’s personal income, not the household income.

Under the project, two groups were created: a group that actually received the supplement and a control group. In order that the two groups would be perfectly comparable in terms of composition, assignment to one group or the other happened on an entirely random basis. Initial results after 18 months showed that 30 per cent of those who were offered the supplement were working, compared to 16 per cent of those in the control group. It also appeared that the newly fully employed made a transition from non-participation rather than from part-time work (Card and Robbins; Lin et al. 1998).

An evaluation was also made of the employment effects of a variant of the ssp, known as ssp-plus. This variant not only offered a bonus as an incentive to work, but also involved active assistance to long-term unemployed welfare recipients. This assistance consisted mainly in job-interview training. Of the experimental group receiving a wage supplement and assistance, some 33 per cent were working after a period of 18 months, which is 17 percentage points more than in the control group and 3 more than in the group receiving an earnings supplement only (Card and Robbins 1996).

The difference in the poverty rates between the test group and the control group was reported to be on the order of 11 per cent (21 versus 32 per cent), while the difference in terms of the poverty gap was in the order of
It appears that ssp-households used predominantly the additional funds to pay off debts, purchase durable consumer goods or save (Lin et al. 1998).

**The UK’s Family Credit / Working Families Tax Credit / Employment Tax Credit**

Introduced in 1988, the UK’s Family Credit (FC) was a social security allowance for working families with dependent children. In order to qualify, at least one adult in the family had to work a minimum of 16 hours per week. In 1995, the basic allowance stood at £45.10 per week per adult. For each child, an additional amount was granted of between £11.40 and £32.80 depending on the age of the child. The amount a family actually received depended on the differential between the earned income and a reference income. If the reference income was exceeded, the amount received was cut at a rate of 70 per cent.

The number of families receiving FC rose from around 300,000 in 1988-1989 to some 500,000 in 1994-1995. The take-up rate was estimated to be around 70 per cent (Evans 1996). In 1994, some 44 per cent of families receiving FC were single-parent households, 39 per cent were couples with a male breadwinner, and 17 per cent consisted of families with a female breadwinner.

The Working Families Tax Credit (WFTC) was an extension of the FC and offered a tax credit to families with children where at least one adult works a minimum of 16 hours per week. If household income after tax and National Insurance contributions exceeded GBP 90 per week, the tax credit was reduced by 55 pence for each pound above this mark. Recently, the WFTC was generalised for all working families and individuals, including those with no children.

Labour supply effects were estimated using sophisticated supply models. Simulations of the Working Families Tax Credit (WFTC) suggested a positive effect on the labour supply from lone mothers and women with a non-working partner. At the same time, a negative effect was predicted on the labour supply from married women. Moreover, a negative effect was predicted on the number of hours worked by this particular group, mostly among women with a low-paid partner. Still according to these simulations, the overall effect on the labour supply was modestly positive (Duncan and Giles 1998; Duncan and MacCrae 1999). In other words, the simulations suggested an impact is similar to that of the American EITC scheme: an unequivocal positive impact on employment among those...
who were not in the labour market and a slight negative impact on the labour supply from working partners in double-income households with a low-paid breadwinner.

It is worth pointing out that households in the phase-out zone of the British WFTC were de facto confronted with a marginal tax rate of 55 per cent, as for each additionally earned pound above the income that entitled them to maximum benefit the family received 55 pence less. The phase-out zone of the American EITC is considerably flatter: depending on the number of children, it varies between roughly 21 and 8 per cent. Consequently, the phase-out zone of EITC stretches out to families on an about-average earned income.

The empirical evaluation research suggests that the WFTC credit increased the proportion of lone parents who work but seems to have had little overall effect on the proportion of adults in couples with children who work. Overall, the WFTC seems to have increased the employment rate, because the number of previously work-less families who found employment probably outweighed the number of previously double-earner households who decided to reduce their labour participation or hours (Brewer and Browne 2006).

The tentative verdict on supply-oriented measures

The available empirical evidence suggests that offering financial rewards to people preferring low-paid jobs to benefits can have a considerable positive effect on employment among groups that are traditionally hard to activate, such as long-term benefit recipients. It would appear, however, that the subsidy that is made available must make low-paid labour significantly more remunerative than benefits.

Consequently, such subsidies can contribute towards improving the level of welfare of households with a low earned income. Obviously, the condition is that one subsidises households rather than low-paid individuals. After all, the overwhelming majority of low-paid individuals belong to dual-income households and therefore enjoy a relatively high standard of living. Reductions in employers’ social security contributions for low-paid workers and the like therefore contribute minimally to improving the level of welfare of poor households.

However, subsidising households with a low-earned income seems to have at least one important drawback. The selective nature of such subsidies implies that households with an earned income in the phase-out zone, i.e., the zone where the subsidy becomes smaller with each addition-
ally earned income unit, are confronted with high marginal tax rates. The high marginal tax rates that seem inevitable in the phase-out zone may be a serious impediment to upward mobility. Selective subsidising of low-paid work may actually dissuade individuals with a below-average earning capacity to realise their earning capacity fully. If selective wage supplements stand in the way of upward mobility, this not only represents a problem from an economic and social perspective, but it also undermines one of the most important reasons for implementing welfare-to-work programmes in the first place. The goal, after all, is to reduce long-term benefit dependency and encourage economic independence. If former benefit recipients get stuck in low-paying subsidised work despite having the potential to move on to more remunerative employment, there may be repercussions in terms of the political legitimacy of such schemes.

In the case of the British WFTC, for example, low-earning households in the phase-out zone faced a marginal tax rate of 55 per cent, implying that they effectively faced the highest marginal tax rates in the UK. In principle, this could have been remedied by broadening the phase-out zone, for example by extending it to households with an average earned income. The phase-out zone of the American EITC, for example, is far flatter: depending on the number of children, it varies between roughly 21 and 8 per cent. It effectively stretches out to families on an about-average earned income. But the flatter the phase-out zone, the more expensive the scheme, especially, one would think, in European countries where wage structures are more compressed. Moreover, there is a risk of a negative effect on the supply of labour from households who already have a below-average or average earned income. Analyses of the system of EITC in the US have shown this is a realistic concern. But even if the overall effect on the labour supply, expressed in terms of working hours, is negative, policymakers would still find it desirable to put more people to work, even if this entails that some will work fewer hours.

Little is known about the mobility of EITC recipients, but, as we have seen, there are empirical indications that the EITC has a slightly negative effect on the labour supply from families in the phase-out zone, and especially on the labour supply from partners. No empirical data is available for either the old or the new British schemes, but simulations also suggest that there is a substantial negative impact on the labour supply from working families on an earned income in the phase-out zone. These findings indicate that there may indeed be a negative impact on the income mobility of families with a low earning potential. EITC-type schemes may also hamper mobility through the way they affect skill formation. A recent
study by Heckman et al. (2002) suggests that EITC recipients may have cut down on their training efforts.

Finally, there is the matter that subsidising of low wages could lead to opportunistic behaviour on the part of employers. After all, if they realise that their low-paid workers are receiving a government subsidy, they may be inclined to pay even lower wages, hoping that workers will accept lower pay or slow wage developments knowing that the government will fully or partially make up for the financial loss anyway. Little is known empirically about the impact on wages. The introduction of the EITC in the US, the most adequately assessed wage subsidy scheme yet, went hand in hand with a gradual increase in the minimum wage. For that matter, the expansion of the EITC played a part in the decision to raise the minimum wage. The minimum wage represents a lower limit for any downward pressure that may develop on wages of EITC-recipients. But many people qualifying for EITC actually earn more per hour than the minimum wage, so that downward pressure could still manifest itself. However, no or very little research results into this aspect is currently available. Some argue that the effect on wage developments is probably limited, as employers are often not aware that their employees receive EITC or are entitled to it. The workers themselves are often unaware of how much EITC they will receive at the end of the year, as the amount is calculated on the basis of the earned income over an entire fiscal year. Still, a substantial minimum wage may well be a prerequisite for in-work benefit programmes to be efficient and sustainable in the longer run.

EITC a model for Europe?

The evaluation literature on the EITC is encouraging as far as the potential of such schemes is concerned. However, it is crucial to point out that findings for the United States cannot be generalised in a simple way. The socio-demographic composition of the US work force is different from most European countries. There are more single-adult (parent) households, but also more multi-earner households. The US also has an earnings structure that is totally different from virtually every European country – earnings are far more compressed in Europe. Significant low-pay subsidies are likely to be more expensive for that reason. Also, one would think that ceteris paribus more European households have earned incomes that fall within the phase-out zone where work incentive effects – particularly on secondary earners – tend to be negative. And there are likely to be important and complex interactions with the other parts of the tax/benefit system. All
this makes it impossible to make general statements about the likely net effects of a policy of in-work benefits. As an assessment of the new tax credits introduced in the UK makes clear, apparent details in the specific design of the tax credit and in the institutional environment in which they are embedded can be important (Brewer, Clark and Myck 2001).

The impact of in-work benefits is probably highly contingent on the generosity of the benefits and on their ability to raise earned income above certain threshold. But many of the benefits/tax credits that have recently been introduced in Europe provide only small financial gains (for an overview see OECD 2001). In Belgium, for example, low-paid individuals have become entitled to a small tax credit. The amount is so small that it is difficult to imagine there being a significant work incentive effect. The dominant effect appears to be that it raises net income of people already in (full-time) work. Analysis suggests, moreover, that middle- to high-income households benefit the most from this measure (Cantillon, Kerstens and Verbist 2000). An ex ante analysis of the French scheme, which is similar to the Belgian one (i.e., low and aimed at individuals), comes to an equally pessimistic conclusion as far as the likely employment effects are concerned (Cahuc 2002).

4 Conclusion

One general conclusion clearly emerges from the empirical evaluation literature: financial incentives, if substantial and well designed, trigger favourable behavioural responses. Employers react to subsidies to hire certain types of workers and benefit recipients react to financial incentives to find employment. At the risk of over-simplifying, measures that seek to influence supply-side behaviour seem to have more of a net impact than measures that seek to influence labour demand. Much depends of course on the magnitude, length and design of the subsidy for either the employer or the potential employee, but on balance the evidence seems more encouraging as far as supply-aimed subsidies are concerned. There is rather more evidence that long-term benefit recipients have been drawn into the labour market through employee rather than employer subsidies. Moreover, such subsidies have (almost by definition) more of a direct effect on the income position of poor households. But little remains know about the longer-term effects of targeted subsidies, be it whether these are employer or employee aimed. There are good reasons to suspect that these might well be substantially less positive from the short term benefits, especially
in the case of employee subsidies, which seem to trigger the strongest
behavioural response. After all, if the behavioural effects are strong in the
desired direction, then these are also likely to be strong in more undesir-
able ways. In other words, the impact on such aspects as mobility, wage
bargaining behaviour, skill formation etc., on which less is empirically
known at present, may in fact turn out to be rather significant too.

It would appear that, as always, the problem remains of striking a bal-
ance right between universalism and selectivity. In dealing with poverty,
the eternal dilemma remains that well-targeted measures are in theory
the most-cost effective but that these tend to come with serious disincentive
effects which in turn tend to undercut their longer-term effectiveness
and political sustainability. Particularly when one takes the potential
implications of the dynamic perspective seriously, it is likely that to be
effective, targeted policies need to fit within a broad-based anti-poverty
strategy that builds to a large extent on universalistic programmes, such
as universal child benefits, that can have an immediate impact on poverty
without adversely affecting work incentives one way or the other.
Overall Conclusion

It has become a central tenet of the current welfare state literature that we now live in an economic environment that is fundamentally different from the one which prevailed when the core institutions of modern income protection came to maturity. French sociologist Pierre Rosanvallon has suggested that advanced welfare states are confronted with as much as a ‘New Social Question’. Many others have made or have come close to making similar claims. The following quote from Esping-Andersen et al. (2002, p. 2) is reflective of much of current thinking:

We are in the midst of economic upheaval, the emergence of a very different kind of integrated global economic order from that which reigned in our grandfathers’ time. Technological transformation and the dominance of service employment provoke major changes in the social risk structure, creating a wholly new set of societal winners and losers. The standard production worker and the low-skilled could by and large count on a decently paid and secure job in the welfare capitalism era. This is unlikely to be the case in the twenty-first century. The basic requisites needed for a good and secure life are growing and changing at the same time. Those with insufficient skills or cultural and social resources may easily slide into a life course marked by low pay, unemployment, and precarious jobs. Our contemporary preoccupation with social exclusion appears very much as an echo of the ‘social question’ that permeated debates in the 1930s.

The core claim here is that people who lack adequate schooling or the intellectual, creative or social talents that new technologies and work practices seem to require will find it increasingly hard to acquire an adequate income in the labour market, even if they do everything they reasonably can to achieve their full earnings potential.

If this is true, the consequences for social policy are bound to be profound, especially for minimum income protection policy. Income protec-
tion systems in advanced welfare states are after all to a greater or lesser degree grounded on the institutional and doctrinal premise that people of working age have no need for social income and that they cannot legitimately claim social income, unless they are incapacitated or otherwise involuntarily unemployed. The assumption, by and large, is that redistribution is only required and, indeed, appropriate, to alleviate risk-induced and, as a general rule, temporary need. It seems that it is exactly this crucial assumption that is becoming increasingly untenable.

This can be said to be the generic problem. In addition to that, and more specifically, the demand shift against the less-skilled appears to be generating specific problems and pathologies across the various welfare state regimes.

Poverty in work, though obviously not a new phenomenon, is widely thought to have become a more salient problem in the Anglo-Saxon welfare states. The challenge facing the Anglo-Saxon cluster is said to be deteriorating (relative) wages for the less-skilled, increasing poverty in work, which is coupled to ever-more unequal access to social insurance and deficient skill-formation because of inadequate public investment in education, especially for the disadvantaged.

In the Bismarckian Continental European welfare states, where regulatory practices, wage structures and social protection provisions have supposedly not adapted sufficiently to post-industrial realities, the problem is said to be inadequate employment growth, mass chronic benefit dependency and entrapment at working age.

The position of the Nordic countries in this context is said to be of a rather different nature. The Scandinavian regime has traditionally been less reliant on the assumption that working age people can and should be economically self-reliant. The state there has long taken active responsibility in ensuring full employment (for men and women alike), catering specifically to the needs of the less-skilled. The main difficulty confronting the Scandinavian model, it is argued, is their continued ability to finance the set of public policies that sustain high employment in the context of egalitarian wages. In an increasingly competitive and non-egalitarian internal context, the Nordic countries are said to face a hard choice between liberalising private services, which would presumably entail more wage inequality, or a continued adherence to wage equality which, under conditions of tightening budgetary constraints, might imply more unemployment.

The challenges that the demand shift against the less-skilled is said to be posing for advanced welfare states, in the context of present-day eco-
conomic and political constraints, has been captured in what Iversen and Wren dubbed the ‘Service Economy Trilemma’. This trilemma suggests that welfare states today increasingly confront a choice between full employment, wage equality and fiscal sustainability.

Coming back to the specific focus of this volume – minimum income protection – the claim is not just that the traditional systems are dealing inadequately with the new social risks that economic change has given rise to, but that there is no hope in gradual reform, particularly of the kind that remains true to the paradigmatic principles of the conventional models of social protection. We have seen the rise of social policy doctrines such as ‘The Third Way’ or ‘The Activating Welfare State’ that entail a radical shift from ‘passive’ use of resources (adequate replacement benefits for the non-employed) to a more ‘active’ use, in the form of employment subsidies for the long-term unemployed or wage supplements for the low-paid. Others have called for an even more profound paradigmatic shift, for example in the direction of an unconditional basic income.

This book began by tackling the notion that certain sections of the active age population are finding it increasingly difficult to be economically self-sufficient in the advanced economies.

The proportion of working-aged people dependent on benefits to stay out of poverty has increased substantially. Patterns and magnitudes differ across countries, but the oecd-wide pattern clearly is one of rising dependency on direct income redistribution to stay out of poverty. Socio-demographic change, particularly the increase in single-parent and single-adult households, is one major factor but cannot provide the whole explanation. It is also evident that economic self-reliance dropped most strongly among the least skilled.

While such evidence is consistent with claims that people with fewer educational qualifications are finding it increasingly hard to acquire an adequate income in advanced economies, the interpretation of dependency trends is beset by difficulties. Observed trends are the result of complex causal mechanisms including feedback mechanisms (both of an economic as of a political nature) that prove very difficult to disentangle from ‘exogenous’ labour market shifts.

In the subsequent chapter, we turned to the extensive empirical labour economics literature to gain more insights into the magnitude and nature of the labour demand shifts that are often thought to be behind the increases in dependency. The evidence leaves little doubt about the reality of the demand shift against the less-skilled. Deindustrialisation and technological change seem to be major driving factors. But a more striking
finding is the labour market position of the less-skilled – as measured by their employment rate and their relative earnings – has not deteriorated everywhere to the same extent. The degree of cross-country variation in this respect is in fact quite striking.

In some countries, most conspicuously the US, the less-skilled have experienced a very marked, even dramatic deterioration of their labour market position. In most European countries the picture is less dramatic and rather more mixed. Earnings differentials have generally remained stable. Stability on the earnings inequality side has in some countries come at the cost of (relative) drops in employment and rises in unemployment but this has not happened everywhere, certainly not to the same extent.

Why is this? Some studies suggest that the falling demand for less-skilled workers has not been accompanied with increases in economic inequality or economic redundancy in countries where the rate of up-skilling has kept pace with these demand shifts. Other studies have linked the mostly episodic changes in inequality, where these have occurred, to country-specific institutional and policy changes.

What the evidence in effect suggests is that it appears unduly fatalistic to predicate social policy reform on the assumption that the economic marginalisation of the less-educated is an inescapable feature of post-industrial society. By the same token, the idea that countries are increasingly and inevitably faced with a choice between more wage inequality or more structural labour market exclusion does not seem to be borne out by the weight of the empirical evidence as it presents itself today either. Countries can demonstrably still achieve high levels of labour market integration within the context of relatively egalitarian wage settings even in absence of large-scale direct or indirect government employment.

The problem here is perhaps not so much that certain trade-offs are intrinsically impossible to overcome today, but that there remain considerable practical barriers to actually doing so. Providing people with the right initial skills as well as with continuing upskilling is one such crucial challenge. This, clearly, is easier said than done. Changing the skills profile of the work force is never done overnight. Some countries are demonstrably more successful in providing the less-talented segments of their populations with skills, knowledge and credentials that are worth something in the labour market. But much less remains known as to why this is the case. And even if one were able to quickly identify all the factors that distinguish a good educational system from a less adequate system, it is unlikely that the required organisational and cultural changes could be made quickly.
All this implies an important continued role for remedial redistribution and this brings us to the notion that the traditional pillars of minimum income protection are not doing an adequate job in this respect and are, moreover, inherently incapable of doing so.

I have argued in this book that at least some social security systems have proved more adaptive in the face of economic and social change than is often recognised. I have looked in some detail at the Belgian case because it is a fascinating case of a social security system that did not remain ‘frozen’ in the face of changing circumstances. Belgium’s system evolved from a social insurance system fairly much in the classic Bismarckian mould into what effectively amounts to a minimum income protection system. Improving the poverty alleviation effectiveness of the system was a prime and explicit policy objective in that process of gradual transformation. The reforms did have a substantial impact on the poverty alleviation effectiveness of the system. What the Belgian case shows is that the scope for gradual adaptation may be considerably larger than often assumed. At the same time, however, the Belgian case also hints at both the economic as well as political limits to gradual reform. Specifically, gradual reform clearly failed at the objectives of re-integrating benefit recipients in the labour market and improving their prospects of upward income mobility and economic self-sufficiency.

And yet a satisfactory policy response to the problem of low-skilled labour market exclusion should clearly entail more than adequate minimum income protection. Over the past decade or so we have witnessed the rise of social policy doctrines that seek to achieve a synthesis between the objectives of providing adequate minimum income protection and promoting self-sufficiency. These doctrines all put labour market re-integration and job creation at the very centre of policy effort.

I have argued in this book that rather than a natural complementarity there appears to be more of a tension between the objectives of boosting labour market participation and reducing poverty (relative income poverty that is). I have documented instances where strong rises in labour participation went accompanied with rises rather than drops in relative poverty. This happened not so much because more employment growth came at the cost of more low-paid (service) employment and more ‘poverty in work’. (The link between low-paid work and poverty is weak at any rate.) Instead, strong job growth, where it occurred, did not benefit first and foremost those most in need of a job: the unemployed and the non-employed living in poverty. Instead, it reinforced rather than reduced the gap between work-rich and work-poor/work-less households. The Dutch case provides a telling illustration in this respect.
A further point made in this book is that even special measures aimed at drawing into the labour market those who have slipped into passive, long-term benefit dependence have not always managed to generate the impact that was hoped for. Many countries have put very significant resources into measures like employment subsidies and reductions in employers’ social security contributions to give an added boost to the employment prospects of segments with a high risk of chronic labour market exclusion.

My reading of the empirical evaluation literature as presented in this volume is that the measured net employment effects are consistently much lower than what theoretical models and simulations tend to predict, even under relatively pessimistic assumptions. The available evidence certainly raises many doubts as to the effectiveness, particularly the cost-effectiveness, of demand-side-oriented measures if it comes to reintegrating those with the weakest chances on the labour market. At the same time, the empirical evaluation literature is rather more encouraging when it comes to the effects of measures that address the supply side. It appears that well-designed financial rewards for accepting low-paid work can have a considerable positive effect on the labour market participation and living standards of long-term benefit recipients. However, concerns about chronic entrapment in low-paid work also appear to be legitimate. In addition, little remains known about how such subsidies enter into wage setting processes and how they affect wage structures and skills in the longer run, especially at the lower end of the spectrum.

I would, in conclusion, argue that the focus today is perhaps rather too much on new policy paradigms and instruments, many of which remain after all of unproven effectiveness, and that there is an undue disregard for the continued role of the traditional pillars of income protection. If we are to take the objective of reducing poverty seriously, the traditional pillars of social protection arguably need to be brought back into the picture again. I strongly suspect that these are bound to remain an important, if not crucial component of any truly effective poverty reduction strategy. Adequate ‘passive’ benefits have after all a direct and immediate impact on the living standards of vast sections of the poor population since their effectiveness does not depend on the extent to which assumed behavioural effects occur, or at least much less so. Moreover, the experience in a number of countries shows that passive benefit adequacy can go together with a well-functioning labour market and high levels of labour market integration, including of the least skilled. What is required, it seems, is that benefit adequacy is accompanied by strictly enforced training, job
search and work requirements as well as stimuli to accept a job if it is actually offered.

Similarly, I believe that new policy instruments such as in-work benefits for the low-paid need to be seen as complements rather than substitutes for traditional institutions. After all, in-work benefits may well induce further wage erosion in the absence of externally enforced wage floors, i.e., minimum wages and collective bargaining. Moreover, in order to be effective as an anti-poverty device, low-pay supplements need to be strongly targeted, which almost inevitably implies a high cost in terms of disincentive effects. This again places the focus on the continuing importance of traditional instruments such as (universal) child benefits that can have an immediate impact on poverty – both among those depending on earnings and those on replacement benefits – without adversely affecting work incentives. A strong case can be made that in order to be effective, policies aimed at the working poor will have to fit within a broad-based anti-poverty strategy in which the classic instruments of income support play a crucial role. This is particularly true when one takes the implications of possible longer term behavioural effects seriously. These questions of complementarity between traditional and new instruments deserve to be at the centre of the current debate.
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