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Abstract

The competing—destinations formulation of the gravity model ensues from the fact that
unlike the classical version, this approach explicitly acknowledges the interdependence of the
flows between a set of alternative locations, i.e. countries-recipients are competing for FDI.
This paper examines empirically a range of theoretical hypotheses about the determinants of
FDI location in a panel data regression framework. The results of the estimation of a gravity
model lend support to the proximity-concentration and internalization hypotheses. Also,
the fact that FDI has been found to be decreasing in the competition posed by alternative
locations is suggestive of the superiority of the competing—destinations version of the gravity
equation over its classical formulation.
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1 Introduction

The gravity equation has been widely used to understand spatial interaction patterns, mainly the
international trade and Foreign Direct Investment (FDI) flows between different geographical
entities. However, under the gravity equation, a Multinational Enterprize (MNE) is supposed to
choose a country to invest in from an one-shot decision-making process, since it implies that FDI
flows between two countries depend solely on factors pertaining to those countries. However, the
decision of location of FDI is usually considered to be a result of a two-stage decision-making
process. The first stage consisting of choosing a possible set of countries to invest in and the
second stage consisting of the firm choosing a specific country from that set of countries, e.g. a
vertical FDI decision by an MNE involves picking the “best” low—cost host at the expense of other
potential host locations (Blonigen, 2005). Hence, as contended by Fotheringham (1983a,b, 1984),
if this two—stage decision—making process prevails, the classical gravity models are mis—specified.
The superiority of the competing—destinations formulation of the gravity model ensues from the
fact that unlike the classical version, this approach explicitly acknowledges the interdependence
of the flows between a set of alternative locations (Fotheringham, 1983a, Hua and Porell, 1979,
Roy, 2004, Thorsen and Gitlesen, 1998).

The particular version of the competing—destinations gravity model that we employ is the
share gravity model proposed in de Mello-Sampayo (2006) and summarily described in §2. In
short, the share version of the gravity model adds to the classical version a competition factor
that captures the gravity of “rival” countries candidate to the U.S. FDI. The competition factor
allows to treat the U.S. FDI directed to one specific location as interdependent with the FDI
decisions concerning alternative locations. In the sense that the validity of the share version of
the gravity model implies that the classical version (that has been extensively used in empirical
applications in international economics) is misspecified, testing the empirical validity of the
share version constitutes a central goal of this paper.

As globalization reaches the remotest economies in the world, an increasing number of firms
engage in FDI for an increasing number of reasons, in a widening array of locations, in order to
take advantage of the spawning business opportunities and also to better accommodate the blis-
tering pace of technological change. MNEs have undergone considerable organizational changes
and important contributions have been made to model different forms and degrees of involve-
ment of business firms in foreign activities (Carr, Markusen and Markus, 2001, Ekholm, Forslid
and Markusen, 2006, Helpman, 2006, Markusen, 2002). However, the traditional trade theory
continues to explain a considerable part of the trade and FDI flows (see Helpman, 2006). From
the traditional trade theory, we test the “proximity-concentration” hypothesis, the “factor pro-
portions” and the “internalization” hypothesis, acknowledging the fact that countries-recipients
are competing for FDI.

The mode of foreign penetration (e.g. FDI versus exporting) is not under scrutiny, nor are
the factors that lead a firm to engage in FDI nor is spatial and organizational configuration of
MNE s activities. What is relevant in this paper is what leads a MNE to choose one location
to the detriment of others.

Previous work has shown that FDI flows respond to a wide myriad of variables, which implies
that an empirical application based on a specific theoretical framework will necessarily provide
a partial account of the locational determinants of FDI that may, inclusively, lead to erroneous
conclusions (omitted variable bias). The gravity equation constitutes a very useful empirical
framework for the study of FDI location, since it allows combining several explanatory variables
without being hostage to any particular theoretical framework.

This paper pursues an eclectic approach that accommodates several variables in order to
provide an overall view of the determinants that lead MNEs to choose a particular foreign pro-

Editorial Office, Dept of Economics, Warwick University, Coventry CV4 7AL, UK

Page 2 of 24



Page 3 of 24

Submitted Manuscript

duction location over others and at the same time test the most prominent traditional theories
of FDI location. Looking at the related literature, our paper comes closest to Brainard (1997).
As in there, we use data on U.S. MNEs to test the proximity-concentration, factor-proportions
and internalization hypotheses and arrive at similar qualitative conclusions. However, unlike
Brainard (1997) who takes a cross-section approach, we carry out our estimation within a panel
data framework, which arguably allows us to get more reliable estimates and inference. More-
over, unlike Brainard (1997) who uses the classical version of the gravity model, we use the share
gravity formulation, which includes a competition factor that according to de Mello-Sampayo
(2006) enhances the specification of the gravity model for the analysis of the location of multi-
national activity.

The structure of the paper is as follows. First, the share gravity model is introduced and the
related literature reviewed. The data and the estimation method are described and the results
of the share gravity model analyzed and discussed.

2 The Share Gravity Model

The formulation adopted in most applications of the gravity models to the analysis of trade
and FDI goes back to the contribution of Hua and Porell (1979) and can be summarized by the
generalized version of the classical gravity model, as follows:

Fijy = Q- AGY - AT]‘?;Q : SFZ‘;;Z’ (1)
where Fjj; is the expected interaction flow between locations ¢ and j per unit of time, 2 is a
predetermined quantity, AG;; measures the features of country i that generate the outflows,
AT); measures the attractiveness of country j and SFjj; is a spatial measure between the two
countries. Hua and Porell (1979) denominate AGj;, AT}, SFjj, as generation, attraction (the
mass terms) and the spatial term, respectively. So, the inverse of the facility, SFi;tl, measures
the separation factor, which in the present context certainly includes transport costs between
country ¢ and j, at time ¢, but also any trade and foreign investment barriers in the target
destination, j. a1, as and a3 are parameters to be estimated.

The classical gravity model applied to the international trade theory uses the “distance-
decay” concept (Fotheringham, 1983a, 1984), which may be described as the rate at which the
volume of trade between locations decreases as the distance between them increases. Conversely,
the FDI theory uses the “distance-incentive” concept, or the rate at which the volume of FDI
flow increases as the transport costs between economic centers increases, since it will become
preferable to produce locally than to export (Horstmann and Markusen, 1992, Brainard, 19935,
1997, Markusen and Venables, 1996). Therefore, when modeling international trade flows we
expect that a; > 0, as > 0 and a3 < 0 whereas for FDI flows we should obtain a1 > 0, as > 0
and ag > 0.

In spite of its widespread use in international economics, the classical version of the gravity
model arguably contains a fundamental flaw when applied to the empirical analysis of FDI:
it implies that FDI flows between two countries depend solely on factors pertaining to those
countries. Most crucially it ignores the attractiveness of alternative locations. To overcome this
limitation de Mello-Sampayo (2006) proposes the use of the share version of the gravity model
introduced in the human geography literature by Hua and Porell (1979), but virtually ignored
in economic applications. Its main difference from the classical version stems from the fact that
a competition factor encompassing the ability of third countries to attract FDI is included as a
dampening factor to FDI flowing to any potential location. Such an alternative specification of
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the gravity model applied to the behavior of FDI may be given by the following equation:

1 1
Foow — Q- (AG)% . (AT )P . . 2
ijt ( Gﬂ) ( Zt) (S-Fijt)BQ (CF”t)ﬁs ( )
N 1
OFyje =) ATh - g ?

ki

where By, (1, B2 and (33 are parameters, ¢ stands for country, j for industry, ¢ for time, US for
United States. The variable ths denotes United States FDI into industry j of country ¢ at time
t.

Equation (3) gives the sum, weighted by the separation term relative to industry j, of all
other countries’ characteristics (except country i) in attracting FDI from the United States.
Equation (3) attempts to capture the gravity of the competing destinations. Otherwise, it can
be seen as a composite index that yields the competition faced by industry j in country ¢ in
attracting United States FDI.

Since the aim of the present study is not to explain the amount in levels of FDI, but rather
the way United States MNEs distribute their foreign activities across different countries, we need
a model of shares rather than levels. That may be accomplished by substituting the parameter
 in equation (2) by the total FDI outflow from United States in industry j into all countries
in the panel, Fyj;, to yield the share distribution gravity model:

Fiji 1 1

7 — AE /81 . . 4
F*jt ( t) (SFZ'jt)ﬂQ (CFijt)& ( )

Notice that we have not included the generation variable in equation (4) since this is an
origin-specific model and so variations in the United States’ aggressiveness become redundant in
explaining changes in the FDI shares of destination countries’. What is crucial about equation
(4) is the fact that since a country’s advantage as a location for FDI is dependent on the weighted
sum of all other countries’ attractiveness, the traditional gravity model, according to which a
change in the characteristics of one country would not shift flows into other countries, misses
the interdependence among FDI flows. However, in a world of scarce capital resources, the
interdependence of the flows seems to be a much more plausible theory of investment.

3 Related Literature

The proximity-concentration hypothesis explains the firm’s choice between the two alternatives
modes of foreign penetration, exporting and overseas expansion, as depending on the trade-off
between the advantages related to proximity to the foreign market and the economies of scale that
might result from the concentration of production (Krugman, 1983, Horstmann and Markusen,
1992, Brainard, 1993b, 1997). The models that underlie this hypothesis assume that each firm
operate within a differentiated goods sectors. This sector is characterized by increasing returns
at the firm level due to some input that can be easily spread among different production facilities,
scale economies at the plant level, such that unit costs are decreasing with the plant size, and
a variable transport cost. In this setup, and ignoring factor-proportions discrepancies, the
proximity-concentration hypothesis predicts that FDI will tend to prevail relative to exporting
the more difficult is the access to the foreign market, i.e. the higher are transport costs and

LIf the level of flows instead of shares was to be analyzed, the home country’s aggressiveness would prove
instrumental in accounting for variations in the interaction flows.
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trade barriers, and the lower are the economies of scale at the plant level relative to those at
the firm level. Since the market-size hypothesis holds that if there are economies of scale firms
will tend to invest in the larger foreign markets and export to the smaller ones in order to reap
scale advantages and minimize transport costs, it can be said that the proximity-concentration
hypothesis nests the market-size hypothesis of FDI location.

The factor-proportions hypothesis (Helpman, 1984, Markusen, 1984, Helpman and Krugman,
1985, Ethier and Horn, 1990) explains FDI location in terms of the combination of relative
factor endowments with the characteristics of the production technology. In this context, if the
production technology is such that different production stages have different factor-intensities,
FDI may emerge as a viable way of exploiting lower factor costs. In the simplest case, where
headquarters activities are capital-intensive and plant activities are labor-intensive, a single-
plant MNE might emerge in order to exploit different factor costs. In particular, the firm
will place its headquarters in the capital-abundant market and concentrate production in the
labor-abundant location, exporting back to the headquarters market. In spite of assigning some
opposite roles to some variables (e.g. regarding transport costs), these two hypotheses are not
necessarily mutually exclusive (Brainard, 1997), since the proximity-concentration hypothesis is
essentially tailored to explain horizontal FDI whereas the factor-proportions hypothesis is more
suitable to account for the emergence of vertical FDI. In empirical terms, we would expect the
proximity-concentration hypothesis to hold better for aggregate FDI flows, since horizontal FDI
(especially among developed economies) accounts for the bulk of global FDI.

The “internalization” hypothesis (Ethier, 1986, Horstmann and Markusen, 1987, Dunning,
1988, 1993, Ethier and Markusen, 1996) assumes that MNEs have firm-specific advantages that
are better explored internally, rather than licensed or sold to a local firm because of the risk of
assets dissipation, which gives rise to overseas expansion. It accrues that, if the firm’s products
require a local presence in order to maintain quality control, brand reputation or even to adapt
to local tastes, then FDI will prevail as the mode of foreign market penetration.

The theory has identified other factors capable of conditioning the geographical distribution
of FDI. The location of FDI should be sensible to cost-related variables, such as corporate taxes
and labor costs. In what concerns corporate taxes, there is an extensive literature evaluating
the effects of tax rates on FDI. Naturally, firms should prefer producing in locations where the
tax rate is relatively lower (Grubbert and Mutti, 1991, Brainard, 1997, Haufler and Wooton,
1997). The economies of agglomeration have also been put forward as a relevant determinant
of FDI location in the sense that existing foreign ventures in a given foreign location somehow
pave the way for further overseas expansion by other MNEs (see e.g. Wheeler and Mody, 1992,
Head, Ries and Swenson, 1995, Cheng and Kwan, 2000).

Processes of economic integration also seem to influence the patterns of FDI dispersion
(for a discussion on this issue see Blomstrom and Kokko, 1997). Regional integration has
typically been thought as of producing two type of effects: static and dynamic. As for the
static effects, regional integration has two conflicting effects on inter-regional FDI. On the one
hand tariff-hopping FDI is likely to be reduced as trade barriers are lifted. On the other hand,
the elimination of investment barriers and greater openness, which supposedly stimulates cross-
border investment, would bring about larger intra-regional FDI flows. In what concerns inter-
regional FDI, the creation of a trade area may increase the level of protectionism relative to
the rest of the world thereby generating tariff-hopping FDI. Regional integration is also likely
to generate dynamic effects that will affect positively FDI inflows. That is because regional
integration is bound to promote greater efficiency and economic growth, and also because a
larger integrated market normally leads to firm mergers and increases the scope for economies
of scale. Given the conflicting nature of the different effects of economic integration on FDI, the
particular direction of the overall impact of regional integration is an empirical matter.
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One central goal of the present analysis is to test empirically the above described theoretical
determinants of FDI location. We will be concerned with testing those determinants jointly
as to avoid as much as possible any omitted variable bias (Anderson and Wincoop, 2003) that
is arguably pervasive in the empirical contributions that are concentrated in testing locational
theories of FDI in isolation. Our econometric exercise is carried out using data on FDI outflows of
United States (U.S.) MNEs disaggregated at industry level to a sample of several host countries.
The empirical framework that we chose to test the locational determinants of U.S. FDI belongs to
the family of the gravity models, which have been the workhorse of empirical applications in the
international economics domain. In fact, since Linnemann (1961), gravity models have been used
frequently in empirical work to assess trade flows and most recently to assess FDI (Anderson and
Wincoop, 2003, Brainard, 1997, Lipsey, 1999). The theoretical underpinnings of trade under the
classical gravity model suggest that transport costs and trade barriers should discourage trade
since they raise imports prices. These two variables are thought to have the opposite effect on
FDI, implying that FDI and trade can be seen as alternative modes of foreign market penetration
(see e.g. Horst, 1972b,a, Caves, 1974, Brainard, 1997). In this context, several empirical studies
on the determinants of FDI have been criticized because, first, the exporting alternative is not
endogeneised, and second, it can only relate the stock of foreign investment at a given time to
tariffs rates at that time? (Caves, 1996, Brainard, 1997). Recognizing the interdependence of
FDI and exporting, the present study includes variables that proxy for transport costs and trade
and FDI barriers in our gravity model.

4 Data

The data set in the present application consists of outward FDI flows, broken-down by sector,
emanated from the U.S. and targeted at a panel of countries. There are at least two good reasons
for choosing U.S. MNEs when analyzing the issues related to FDI location. First, a large share
of worldwide MNEs’ headquarters are located in the U.S.. Since MNEs around the world seem
to be driven by broadly the same goals, the behavior of American multinationals should give a
fairly good idea of the location decisions of other countries” MNEs. Second, and most crucially,
disaggregated data on FDI and on operations of foreign affiliates are extremely difficult to gather.
Yet, the Bureau of Economic Analysis (BEA) of the U.S. Department of Commerce conducts
compulsory outward investment surveys® in which the concepts and definitions are consistent,
thus providing reliable data across countries and industries.

The host countries were selected as to embrace countries of the world’s main economic
regions, and to highlight the duality between developed and developing countries. Our sample
incorporates countries with different cultures, income, organization and infrastructures as well
as with differing geographical proximity to the U.S.. The list of countries is: United Kingdom,
Germany, France, Italy, Netherlands, Spain, Malaysia, Indonesia, Philippines, Thailand, Mexico
and Canada. As of 1996, these countries accounted for around 60 percent of the total U.S.
outward FDI. In what concerns the sectorial breakdown, the FDI data pertaining to each host
country is disaggregated into 14 different industries?.

In the specific form of the gravity model employed here, we use the share of U.S. MNEs’
activities allocated to each country in the panel as the dependent variable. Since we use shares

2When FDI is subject to sunk costs it can appear unrelated to trade related determinants even if that causal
relation was in force when the original investments were made. Studies that analyzed flows of foreign investments
have been more successful in finding a relation between FDI and trade policy (Caves, 1996).

3The survey is available on-line at http://www.bea.doc.gov/.

4The classification is based on the Standard Industrial Classification (SIC) Revision 2 Classification (Standard
Industrial Classification Manual, 1987). See appendix A
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of FDI located to each country in the panel, we are controlling for the determinants of trade
flows that are common to all alternative FDI locations, leaving only unaccounted the changes of
the trade-off between FDI and exporting that are specific to each country. The use of panel data
and of a dynamic specification of the share gravity model enables, to some extent, to control for
the discrepancy between the trade policy at a time and FDI at that time.

4.1 The FDI Series (Dependent Variable)

FDI is commonly measured by the stock or flow of capital as defined by the International Mon-
etary Fund (IMF) due to its ready availability and consistency across time and countries. This
commonly used measure of MNEs’ activity is a financial concept made for balance of payments
purposes and does not necessarily have a one-to-one correspondence with real activities®. In or-
der to overcome this limitation, four other measures of FDI are added to capital stock, namely,
total assets, total sales, number of employees and employment compensation. In spite of FDI
being a flow variable, some of its crucial dimensions are best conveyed by stock variables, such
as the total assets or the number of employees pertaining to a foreign affiliate of a MNE. That
is why the selected set of FDI measures includes both stocks and flows. In addition, the use
of five different measures of MNESs’ activities allows testing the robustness of the econometric
results to several different measures of the same phenomenon.

4.2 Transport Costs

The gravity model emphasizes the significance of transport costs in determining the pattern of
the interactions flows, Masahisa Fujita and Venables (1999). Formal treatments of the grav-
ity model, such as in Bergstrand (1989, 1990), have assumed an exogenous transport cost
(c.i.f./f.0.b.) factor in shipping goods between countries. Hence, only a portion of a ship-
ment arrives at its destination with the part lost in transit representing the resources exhausted
to ship the output® (Krugman, 1980, Helpman and Krugman, 1985).

Very often in empirical applications, the physical distance between economic centers is used
to proxy the separation factors in the gravity model (Linnemann, 1961, Bergstrand, 1985, 1989,
1990). Notwithstanding, Kau and Sirmans (1979) suggest that studies using physical distance
as a proxy for the time cost of travel will overstate the impact of transport cost on spatial
interaction. At the industry level, Brainard (1997) argues that any reasonably accurate measure
of the cost of interaction between two places should reflect not only the physical distance, but also
specific product characteristics. For that purpose, Brainard (1997) uses the ratio of freight and
insurance charges to import values, whilst Harrigan (1993) employs the ratio of import values
on a c.i.f. basis to the corresponding trading partner’s export value on a f.0.b. basis. Another
point has to do with the fact that, since we are trying to explain FDI decisions, our measure
of transport costs should account for the trade-off faced by the multinational firm between the
two alternative modes of foreign penetration: exports and FDI. That is because the higher the
costs related to exports incurred by the firm the greater its incentive to expand its production
capacity at the target location. Taking this issues on board and following both Brainard (1997)
and Harrigan (1993), we created the following series to proxy for transport costs at the industry
level, for the period 1988-1996:

(US Other Transport Receipts)ZUS
(US Export Value)Vs

TCgS _ x (US Exports Shipped to Afﬁliates)lyjs (5)

5A good example of this mismatch is the foreign investment into “tax-havens”.
This is known as the “iceberg” transport technology: for every unit shipped, only 1/7 units arrive, for 7 > 1.
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The variable T 055 captures the transport cost of exports between the U.S. parent in industry
j and its foreign affiliate in country 1.

The cost of transport per U.S. dollar exported to country i (the ratio in (5)) is multiplied
by U.S. exports shipped to affiliates, country of affiliate by industry of affiliate. The choice of
computing transport costs for exports rather than for total trade is explained by the fact that,
as far as transport costs are concerned, exports are the main alternative to FDI.

4.3 Competition Factor

The competition factor is a composite variable that attempts to capture the gravity of the
competing destinations (see de Mello-Sampayo, 2006). The competition factor (CFj;;) is the
sum, weighted by transport costs relative to industry j, of all other countries’ characteristics
(except country 7) in attracting FDI from the U.S..

To proxy the country’s overall characteristics in attracting U.S. FDI, GDP per capita at

purchasing power parity (GDPTPT) is used. The competition factor is given by:
N
CFif => GDPE"? -TC{} (6)
ki

where CthS is an index that measures the competition faced by industry j of country ¢, and
TCgf stands for transport costs. GDPFPPP is a prime indicator of the demand per capita as it
measures the local consumers’ real purchasing power, and the higher the consumers’ purchasing
power the more a firm will want to produce locally in order to fully exploit the market poten-
tial. Further, GDPPPP is highly correlated with the variables used in this study to analyze the
determinants of U.S. FDI location (e.g. labor productivity, FDI openness) and so is arguably
able to capture the overall characteristics of the local market. However, in order to avoid mul-
ticollinearity problems, the GDP per capita PPP will be only used to compute the competition

factor.

4.4 Other Data

As is well known, data on tariffs and non-tariffs barriers (NTBs) are very difficult to gather
and not easily comparable across countries. Yet, we use a trade barrier index (TRP), which
aggregates information on tariffs and NTBs and is decreasing in the degree of openness to trade.
Hence, the trade barrier index is expected to have an overall positive impact on the share of U.S.
FDI (Horst, 1972b, Caves, 1974, Grubbert and Mutti, 1991, Brainard, 1997). On the other hand
the FDI openness index (FDIO) is increasing in the degree of openness to FDI and is expected
to have an overall positive impact on the share of U.S. FDI.

The intellectual property rights (IPR) is included as a proxy for the host market’s legal
and regulatory framework compatibility with the operations of foreign-owned firms. As well
known, firm-specific assets that confer MNEs proprietary advantages, i.e. technology, brand
name, product design, managerial technique and so forth, are a necessary condition for the
emergence of MNEs. Hence, MNEs will more likely invest in a country where their assets are
well protected. In the sense that better intellectual property rights protection reduces the risk
of the firm-specific assets dissipation, the variable IPR can be used to test the importance of
the internalization hypothesis.

Cushman (1987) finds that low labor costs in itself are an insignificant advantage unless low
labor costs can be matched with high productivity. Therefore, it is expected a positive relation

"Cushman argues that non-U.S. productivity is the most important of the various labor-related cost variables
in determining FDI over the period 1963-1981.
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between labor productivity and inflows of FDI. Also, to the extent that labor productivity
(LP) constitutes a good measure of the factor proportions, LP can be used to test the factor-
proportions hypothesis of FDI. Another cost-related factor included in our study is the level of
taxation (CT) in the host country.

The theory distinguishes between scale economies at the corporate and plant level. Scale
economies at the corporate level are typically induced by firm-specific assets that are easily
spread across different plants and at a low cost. Examples of firm-specific assets are technology,
management, marketing services as well as patents and trademarks. R&D, advertising and
technical and scientific workers are frequently used as proxies for firm-specific assets (Markunsen,
1995). Since such data are not available for our panel, we use the number of non-production
employees (NPW). Similarly, scale economies at the plant level or economies of scale based
on physical capital intensity are proxied by the number of production workers (PW). These
economies of scales variables along with transport costs, barrier variables and market size will
be pivotal in testing the validity of the proximity-concentration hypothesis.

GDP and population (POP) have been widely used in the gravity models analyzing trade
flows®. GDP? has been used to proxy for market income-size and population to proxy for market
demographic-size. When analysing FDI, larger countries provide substantial potential markets
and so a local presence may be required in order to fully exploit the market’s opportunities.
Moreover, since the majority of foreign affiliates’ activities should be in the differentiated prod-
ucts industry, one might also expect the ’home market effect’ familiar to the international trade
theory. Hence, we expect a positive relation between POP and FDI (Grubbert and Mutti, 1991,
Brainard, 1993a, 1997, Lipsey, 1999, 2000). A description of all data and data sources is provided
in appendix B.

4.5 Unit Root Tests

Since the appropriateness of the methodology to be applied to the econometric estimation de-
pends on the time series properties of the data, such properties must be ascertained before any
estimation is carried out. There are several statistics that may be used to test for a unit root
in panel data, but since we have a short-panel data set, we employ the Im, Pesaran and Shin
(2003) t-bar statistic, which is based on the mean augmented Dickey-Fuller (ADF) test statistics
calculated independently for each cross-section of the panel.

The unavailability of diagnosis tests for the presence of deterministic components in the
ADF regressions implies that the unit root tests are carried out using several combinations
of deterministic components. In the cases where the results regarding the existence of unit
root differ for different models, we pick the model whose deterministic components seem more
appropriate when analyzing the plot for each series. Finally, as far as the specification of the
test equations is concerned, time dummies are always included to control for common effects
across cross-sections.

(Insert table 1 here)

The results of the panel unit root tests for each variable used in this paper are shown
in table 1. Since we have annual data with a limited time span, we use one lag to account
for autocorrelation. As we may observe in table 1, in every case the null that every variable

8Under trade theory there is an inverse relation between volume of trade and population, as larger countries
tend to be more self-sufficient. On the other hand, there is a direct relation between volume of trade and GDP
as it reflects the size of demand and supply of the market.

9GDP could not be included in the present application as it was found to contain a unit root.
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contains a unit root for the series in logs is rejected with the exception of GDP and population'®.

However, since several empirical studies have shown that population contains a deterministic
trend, the unit root test was carried on de—trended population and the null was then rejected.

Having ascertained the time series properties of the data, we now select the variables that are
stationary and align the time span pertaining to each variable in order to obtain a balanced panel
for all stationary variables. The result is a panel comprising the share of U.S. FDI portrayed in
the five measures, transport cost, competition factor, trade barriers index, FDI openness index,
labor productivity, corporate taxes, population, intellectual property rights index and production
and non-production workers, for the period 1990-1996. With this panel we estimated a share
gravity model in order to analyze the determinants of U.S. FDI location.

5 Estimation of the Share Gravity Model

The following dynamic log-linear model, which we call the benchmark model, explains the share
of U.S. FDI allocated to each industry in each country of the panel as a function of a set of
regressors:

LFSHLY = BoLFSHYY | + (1 LTCijt + B2 LOFj; + B3 LTRPy 4 B4 LEDIO;; +

iJt 1Jt—
Bs LLP;; + 86 LCTy + 7 LPOP;; 4wt (7)
i=1,2,...,12, denotes countries;
where ¢ j=1,2,...,14, denotes industries;

t=2,...,7, denotes periods (years).

The dependent variable, LEF'SH;j;, is the log of the U.S. FDI into industry j of country i
over the total FDI outflow from the U.S. into industry j of all countries in the panel at time t.
LTCjj is the log of the transport costs for industry j between the U.S. parent and its foreign
affiliate in country ¢ at time t. LCFjj; is the log of the index that yields the competition factor
faced by industry j in country ¢ at time t. LTRPy; and LFDIOy are the logs of the survey
measures of protection to trade and openness to FDI in country ¢ at time ¢, respectively. LLP;;
is the log of labor productivity in country ¢ at time t. LCT}; is the log of corporate taxes, and

LPOP; is the log of population in country ¢, at time t.
12 14

The number of observations for each measure of FDI is given by: > > (7;; — 1) = 1008,
i=1j=1
where T;; = T = 7, since we have a balanced panel data. The two-way error component term of
equation (7) is given by:
wijt = At + 1 + @5 + €t (8)

where 7); accounts for unobservable country-specific effects, ¢; accounts for unobservable industry-
specific effects and \; accounts for time-specific effects. The term ¢;j; is the random disturbance
in the regression, varying across time, country and industry cells. As regards the model of equa-
tion (7), we assume sequential exogeneity of the regressors, which amounts to postulating that
the dynamics of the model are entirely captured by the one-period lagged dependent variable.
Thus, the ;j; can be assumed to be independently distributed across individuals with zero mean.
But arbitrary forms of heteroskedasticity across units and time are allowed.

The benchmark model, given by equation (7), will be used primarily to test the validity
of the share gravity model as a relevant empirical framework for FDI. Equation (7) provides

10T, test for the possibility that the variables which were found to be non-stationary are integrated of second
order, I(2), unit root tests on the first differences of the variables were run. Although not shown here, these tests
suggest that all variables are stationary in first differences.

10
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a suitable testing ground for the share gravity model because it groups the variables in (7)
so as to match the terms of equation (4). In fact, we can think of transport costs, trade
barriers and FDI openness in (7) accounts for the separation term between the source and
the target locations, population, labor productivity and corporate taxes can be seen as factors
determining the attractiveness of the target location. The remaining two variables in equation
(7), competition factor and the lagged dependent variable account for the competition exerted
by alternative destinations and the dynamics of the model, respectively. Further ahead, we will
add to equation (7) the intellectual property rights index to test the internalization hypothesis
and after the number of production and non-production workers to fully test the proximity-
concentration hypothesis.

In picking the econometric technique to estimate equation (7) we have to carefully consider
the characteristics of this specific panel data. As regards the choice of the estimation procedure,
our econometric problem exhibits two defining features. First, we have a typical short-panel,
since the number of time periods is limited and the number of units large. This implies that
the fixed effects least squares model suggested by Matyds (1998) for the estimation of the
gravity model, which explicitly estimates the time and individual effects in (8), would result
in a large loss of degrees of freedom and quite possibly in multicollinearity problems, since
we are estimating extra parameters for the individual and time effects. Second, the presence
of the lagged dependent variable in the right-hand side of the regression equation means that
the lagged dependent variable is correlated with the unobservable country and industry-specific
effects. That is because both LF SHgf and LF SHg-f_l depend on 7;, ¢;, which are imbedded
in the error term. This fact rules out the pooled OLS and the random effects estimators as both
estimators would come out inconsistent.

The problem of the correlation between LF SHz-(J]-g‘i1 and 7; and ¢; could be overcome by
applying a transformation to the model in equation (7) that would eliminate the unobservable
fixed country and industry effects. There two natural such transformations: the within transfor-

mation and first-differencing. For the within transformation the |LF'SH, 5155_1 _LFSHY®

15.—1
be correlated with [6ijt — Eij.] even if the random disturbances ¢;;; are not serially correlated,
because LF'SH;j;;—1 is correlated with &;; by construction. For the first-differences transforma-

tion the [LFSH-US — LFSHY? } will be correlated with [e;j: — €;5:—1] even if the random

will

ijt—1 ijt—2
disturbances €;;; are not serially correlated, because LFSH;j; is correlated with &;;41 by con-
struction. In these two cases, the assumption of strict exogeneity is violated, causing both the
within and first-differences estimators to be inconsistent.

Under these conditions, especially when estimating dynamic models under short-panel data,
Arellano and Bond (1991) suggest exploiting the orthogonality conditions between the explana-
tory variables (the lagged dependent variable and the exogenous variables) and the random
term that exists in equation (7) in order to instrument the regressors that are correlated with
the two-way error component term. Following Arellano and Bond (1991), a GMM estimation
procedure is applied to our dynamic panel data model. The standard GMM estimator proposed
by Arellano and Bond (1991), which eliminates unobserved specific effects by applying first dif-
ferences or orthogonal deviations and taking lagged levels of the regressors as instruments is
not suitable for our panel data because the five measures of FDI are found to be highly persis-
tent!!. Thus, lagged levels are only weakly correlated with subsequent first-differences and as
shown in Blundell and Bond (1998, 1999) in this particular setting, weak instruments can result
in large finite-sample biases and imprecision!?. If the instruments used in the first-differences

" The results of fitting a AR(1) to all variables considered is available from the authors upon request.
12Blundell and Bond (1998, 1999) demonstrate that the instruments used in the first-difference GMM estimator
become less informative in two important cases: as the value of the autoregressive parameter tends towards unity
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estimator are weak, then the first-differences GMM results are expected to be biased down-
wards, as with the within groups (see Arellano and Bond, 1991, Blundell and Bond, 1998, 1999).
Blundell and Bond (1998, 1999) also showed that biases resulting from using weak instruments
could be considerably reduced by incorporating more informative moment conditions. These
moments conditions result from using changes in the lags of the regressors as instruments for
the equations in levels (Arellano and Bover, 1995). Blundell and Bond (1998) suggest stacking
the moments conditions relative to the equations in first-differences and in levels to form what
they call the GMM-system estimator. These authors employ Monte Carlo simulations to show
that the GMM-system estimator brings about a dramatic improvement in the small-sample bias
and precision relative to the standard (Arellano and Bond, 1991) estimator, particularly when
the dependent variable is highly persistent (though stationary), which seems to be an essential
feature of our data. In view of its superiority in terms of unbiasedness and efficiency, we use the
GMM-system estimator in all estimations of the share gravity model.

In the context of our share gravity model, the precise set of instruments that give rise to
the moment conditions depends on the degree of exogeneity we are prepared to assume for the
regressors other than the lagged dependent variable. As we do not expect all regressors to be
strictly exogenous, we assume sequential exogeneity as we did for the lagged dependent variable.
This leads to moments conditions that imply that the residuals of the estimated equations are
uncorrelated with contemporaneous and past observations of all the regressors. Therefore, the
matrix of instruments is composed of lagged levels of the dependent variable dated ¢ — 2 and
earlier and lagged levels of the remaining regressors dated ¢t — 1 and earlier in the first difference
equations and of lagged first-differences of the dependent variable dated t — 2 with lagged first-
differences of the remaining regressors dated ¢ — 1 as instruments in the levels equations.

5.1 Estimation Results

The results pertaining to the estimation of the benchmark share gravity model in (7) as well
as some extensions to it are reported in tables 2, 3 and 4. In table 2 we report the results
found for each of the five measures of FDI. Moreover, since the various measures of FDI are
likely to be highly correlated, we used the principal component analysis (PCA) to analyze the
underlying dimensionality of the five measures. The five eigenvalues were 4.636, 0.306, 0.034,
0.019 and 0.006. Since the largest eigenvalue accounts for 92.7 per cent of the total variation and
the corresponding eigenvector suggests that all variables have nearly the same weight, we may
conclude that any of the five measures of FDI may be used to picture the FDI phenomenon,
or that the effective dimensionality of the FDI data is one. In other words, the estimation
results should be almost identical for each of the five measures. A new series, PCV, was created
using the first principal component. As patent in table 2, the econometric results seem to be
consistent with the PCA predictions. Thus, in tables 3 and 4 we report only the results for the
PCV variable.

In all tables 2, 3 and 4 we report the results for both the one-step and two-step GMM-system
estimators. The one-step estimator uses a weighting matrix that is independent of estimated
parameters, while the (asymptotically) more efficient two-step estimator uses a weighting matrix
that corresponds to the variance matrix of the estimated residuals of the one-step estimator. In
spite of its asymptotic higher efficiency relative to the one-step estimator, the two-step estimator
produces downward biased variance estimates in small samples due to the extra variation intro-
duced by the presence of estimated parameters rather than the true ones, resulting in oversized
individual and joint significance tests. In this context, it has been advocated the use of the one-
step estimator for inference, since this estimator reports a dispersion around the point estimate

and as the variance of the fixed effects increases relative to the variance of the random shocks.
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that is closer to the asymptotic one in finite samples. In any case, the trade-off between the
higher asymptotic efficiency and the downward biasedness of the variance estimates pertaining
to the two-step GMM-system estimator hinges, in a rather complex way, on the specific model in
hand, the number of cross-section and time periods, the specific instruments used, and the num-
ber of moments. Therefore, the choice between the one-step and the two-step GMM estimators
for the analysis of the results is not straightforward.

Along with the estimated coefficients of the share gravity model and the respective p-values,
we report several specification tests. The Wald test evaluates the overall significance of the
model under the null hypothesis that all coefficients are jointly zero. We also report a first-order
and second-order autocorrelation tests for the residuals of the equations in first-differences. The
rationale for this is that the presence of serial correlation in the residuals of the original model
(in levels) constitutes evidence that sequential exogeneity of the regressors cannot hold, which in
turn implies the invalidity of moment conditions that rely on the levels (or changes) of lags of the
dependent variable as instruments, as it is the case with the GMM-system estimator we are using.
Since we are testing for autocorrelation of the residuals in the differenced equations, we should
expect to find first-order serial correlation but no evidence of second-order autocorrelation if the
model is well specified, i.e. if our specification fully captures the dynamics of the underlying
true model'3. Finally, we report a Sargan test for the overidentifying restrictions under the null
of the validity of the moment conditions.

In table 2, for both one-step and two-step GMM-system estimators we reject the null of the
Wald test and so accept the overall significance of the regressors. We fail to reject first-order
but not second-order autocorrelation of the residuals in the equations in first-differences, which
constitutes evidence in favor of the validity of the assumption of sequential exogeneity. Even
though there is a strong tendency for the Sargan test to over-reject the null hypothesis under
the presence of heteroskedastic errors, the validity of the over-identifying restrictions are not
rejected for TA, KS and PCV. A model with an intercept was estimated and, as expected, the
intercept turned out to be statistically insignificant, since the dependent variable is expressed
in shares, not levels. It turns out that the model in equation (7) seems to be well specified and
to explain the share of FDI reasonably well. Moreover, the estimated individual coefficients for
the various measures of FDI were generally found to have the correct sign and to be statistically
significant (at least for the two-step GMM estimator). Adding to all this the fact that the
competition factor, which is absent from the classical version, has been estimated to have a
detrimental effect on the share of FDI, not only vindicates the share gravity model as a suitable
framework for the analysis of the locational determinants of FDI, but is also suggestive of its
superiority over the classical version.

The results of the estimation of equation (7) suggest that the share of FDI exhibits a high
persistence as the coefficient on the lagged dependent variable was found to be relatively close to
one and quite significant. As often contended in the literature, this can be regarded as evidence
in favor of the presence of agglomeration effects in FDI.

(Insert table 2 here)

The inclusion of an adjacency dummy and of intellectual property rights (IPR) variable
is assessed in the share gravity model by using the PCV measure of FDI (see table 3). The
adjacency dummy takes the value of one for Mexico and Canada and zero otherwise. The effects
of adjacency are generally analyzed in light of the impact of the geographical proximity on FDI
decisions. However, in the particular case of the U.S., the two adjacent countries form with the

131f a series u; are i4d it can be easily shown that corr(Aug, Aur—1) = —0.5 and corr(Aus, Aug—2) = 0.
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U.S. a trade zone (NAFTA), which leads us also to consider the effects of regional integration
on FDI when looking at the estimated effects of adjacency.

According to the “distance-incentive” concept, which assumes higher relevance for horizontal
FDI, the adjacency parameter estimate should be negative as low transport costs should render
exporting more advantageous than FDI. However, adjacency also exerts some positive effects
on the potential to attract FDI, as it may encourage local production destined to be exported
back to the parent firm’s home market or MNEs’ vertical integration across borders (Brainard,
1993a) and also reduce the cost of supervision of foreign affiliates (Ethier and Horn, 1990, Lipsey,
1999, 2000). The results are presented in table 3. It appears that, if anything, adjacency plays
an overall negative role in the location of FDI (see columns PCV(2) for both the one-step and
two-step estimators in table 3). The lack of statistical significance of the estimated coefficient
on adjacency might be reflecting the fact that we would expect the FDI flowing to Mexico
to be predominantly of the vertical type and that flowing to Canada to be predominantly
of the horizontal type. Therefore, since these two types of FDI are affected by distance in
opposite ways, the positive effect of adjacency pertaining to Mexico might be canceling out the
negative effect pertaining to Canada. These conflicting effects will further interact with the also
potentially contradictory effects of NAFTA on American FDI (see section 1). Overall, the lack
of a discernible impact of adjacency on U.S. FDI is perfectly compatible with the predictions of
the FDI theory.

The columns PCV (3) for both the one-step and two-step estimators in table 3 show the results
of the share gravity model with the inclusion of the I PR variable. The estimated coefficient of
I PR measures how keen MNEs are in protecting their proprietary advantages. The coefficient
on IPR appears positive as expected, though not significant under the one-step estimator.
This implies that MNEs will, ceteris paribus, invest in the locations that better guarantee that
their know-how cannot be improperly exploited by local competitors, which conforms with the
“internalization” hypothesis.

(Insert table 3 here)

Finally, we test the “proximity-concentration” hypothesis using the share gravity model.
Since we use shares of FDI allocated to each country in the panel, we are controlling for the
determinants of trade flows that are common to all alternative locations in the panel thereby
mitigating the potential problems associated with the joint determinacy of exports and FDI. The
results of including the scale-economies variables in the original share gravity model (equation
7) are reported in the columns PCV(1) for both the one-step and two-step estimators in table
4. All the coefficients have the predicted sign. Specifically, in regard to the scale variables,
the coefficient on production workers (PW) is negative and significant at 10 percent under
the two-step estimator but not significant under the one-step estimator. The non-production
workers’ (N PW) coefficient is positive and significant. Hence, scale economies at the plant level,
by which the concentration of production lowers unit costs, affect negatively the share of FDI
allocated to each country in the panel. On the other hand, scale economies at the corporate level,
which imply that the firm has an input that can be spread among any number of factories with
undiminished value, affects positively the share of FDI. This combined with the positive effect
of transport costs, trade barriers and of market size, indicates that the share of FDI allocated
to each country in the panel is an increasing function of proximity advantages but decreasing in
the advantages from concentrating production in one location.

Comparing these results with the ones of the column PCV(1) of the two-step estimator dis-
played in table 3, the elasticities given by the coefficients of CF and FDIO are significantly higher
under the “proximity-concentration” hypothesis. Thus, the weight of competition of potential
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competing countries and the host market investment climate comes stronger in equations where
the firm is assumed to be confronted with the trade-off between proximity to consumers and
concentration of production. In sum, the “proximity-concentration” hypothesis is not rejected
when explaining the share of FDI allocated to each country in the panel. All relevant variables
appear with the correct sign, namely corporate scale economies and production scale economies
are positive and negatively, respectively, related to the share allocated to a specific location.
Again adjacency and I PR have the predicted signs.

(Insert table 4 here)

6 Conclusion

The effect of several factors on the location of FDI is tested under the share gravity model using
panel data on U.S. MNEs disaggregated at the industry level. The share of U.S. FDI, portrayed
by five different measures, is increasing in lagged FDI shares, transport costs, trade barriers,
FDI openness, labor productivity and population, and decreasing in competition posed by other
countries and corporate taxes. This evidence suggests that country-specific locational factors
are very important determinants of the U.S. FDI. These results combined with the fact that the
factor capturing the gravity of the competing destinations emerges very significant and with the
correct sign across the different measures of FDI vindicates the use of the share formulation of
the gravity model to the analysis of the location of MNEs’ activities.

The share of U.S. FDI is also increasing in the level of protection of intellectual property
rights (IPR) in the host country. Thus, when there are intellectual property advantages, as as-
sumed by the imperfect competition models of multinationals, which are easily transferred across
borders, MNEs will choose the countries that better protect those advantages. The “proximity-
concentration” hypothesis is not rejected when explaining the share of FDI allocated to each
country in the panel. All relevant variables appear with the correct sign, namely corporate scale
economies and production scale economies are respectively, positive and negatively related to
the share allocated to a specific location.
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Appendix

A List of Industries

I1 - AIl industries

I2 - Petroleum
Oil and gas extraction
Crude petroleum extraction (no refining) and natural gas
Oil and gas field services
Petroleum and coal products
Integrated petroleum refining and extraction
Petroleum refining without extraction
Petroleum and coal products, nec
Petroleum wholesale trade
Other

I3 - Manufacturing

I4 - Food and kindred products
Grain mill and bakery products
Beverages

Other

I5 - Chemicals and allied products
Industrial chemicals and synthetics
Drugs

Soap, cleaners, and toilet goods
Agricultural chemicals

Chemical products, nec

I6 - Primary and fabricated metals
Primary metal industries

Ferrous

Nonferrous

Fabricated metal products

I7 - Machinery, except electrical

Farm and garden machinery

Construction, mining, and materials handling machinery
Office and computing machines

Other

I8 - Electric and electronic equipment
Household appliances

Radio, television, and communication equipment
Electronic components and accessories

Electrical machinery, nec

I9 - Transport equipment
Motor vehicles and equipment
Other

110 - Other manufacturing

Tobacco products

Textile products and apparel
Lumber, wood, furniture, and fixtures
Paper and allied products

Printing and publishing

Rubber products

Miscellaneous plastics products

Glass products

Stone, clay, and other nonmetallic mineral products
Instruments and related products
Other

I11 - Wholesale trade
Durable goods
Nondurable goods

I12 - Finance (except banking) ,
insurance, and real estate
Finance, except banking
Insurance
Real estate
Holding companies

I13 - Services
Hotels and other lodging places
Business services
Advertising
Equipment rental (ex automotive and computers)
Computer and data processing services
Business services, nec
Automotive rental and leasing
Motion pictures, including television tape and film
Health services
Engineering, architectural, and surveying services
Management and public relations services
Other

I14 - Other industries
Agriculture, forestry, and fishing
Mining
Metal mining
Nonmetallic minerals
Construction
Transport
Communication and public utilities
Retail trade
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B Data Sources

FDI DATA

The source of FDI data is the Bureau of Economic Analysis (BEA) of the United States’ Commerce Department.
The FDI data are presented for U.S. nonbank foreign affiliates of nonbank U.S. parents, for the period 1988-98:

KS: Capital stock is equal to U.S. parents’ equity in, and net outstanding loans to, their foreign affiliates.

TA: Foreign affiliates’ total assets are equal to the sum of total owners’ equity in affiliates held by both U.S.
parents and all other persons and total liabilities owed by affiliates to both U.S. parents and all other persons.

SL: Total sales include sales of goods and services and are defined as gross sales minus returns, allowances,
and discounts or as gross operating revenues, both exclusive of sales and consumption taxes levied directly on
consumers, net value-added taxes, and excise taxes levied on manufacturers, wholesalers, and retailers.

EM: The number of employees is defined as the full-time and part-time employees on the payroll at the end
of the fiscal year.

EC: The employment compensation (wages and salaries per employee) data cover the full year. Reported
employee compensation data often covered only the portion of the year that the business was in the direct
investment universe.

TRANSPORT COST (TC) DATA

US Other Transport Receipts: Other transport receipts primarily covers transactions for freight and port
services for the transport of goods by ocean, air, and lorry from the U.S.. Source: BEA’s U.S. Balance-of-
Payments data.

US Ezport Value: “export value” covers the free alongside ship (f.a.s) value of merchandize at the U.S. port
of export, based on the transaction price including inland freight, insurance and other charges incurred in placing
the merchandize alongside the carrier at the U.S. port of export. Source: BEA’s U.S. Balance-of-Payments data.
The U.S. exports to Spain, Indonesia, Malaysia, Philippines and Thailand were drawn from the World Trade
Tables

US Ezports Shipped to Affiliates: U.S. exports (value) shipped to affiliates, country of affiliate by industry of
affiliate, from the BEA. The merchandize trade data from BEA are reported on a “shipped” basis, i.e., on the
basis of when and to (or by) whom the goods were physically shipped. Exports of U.S. parents shipped to foreign
affiliates are disaggregated into the 14 product categories (industries), for the period 1988-96.

OTHER DATA

From the IMF International Financial Statistics, it was obtained:

POP: Total Population for the period 1982-1997.
GDP: GDP at current prices for the period 1982-1997.

The World Competitiveness Yearbook (WCY) is published annually by the IMD International, Geneva, Switzer-
land. From the WCY the following series were obtained:

GDPFTPF. GDP per capita at purchasing power parity for the period 1988-96.

TRP: Trade Barrier index aggregates information on tariffs and NTBs and is decreasing in the degree of
openness to trade, for the period 1990-97. The trade barrier index for country ¢ in the sample was constructed
by subtracting from the overall maximum value for the WCY’s trade openness index series the value of the trade
openness index recorded for country . In this way we turn the trade openness index, which is increasing in the
degree of openness to trade, into a measure that is decreasing in the degree of openness to trade.

FDIO: The FDI Openness index is increasing in the degree of openness to FDI. The WCY measured
openness to FDI using survey data which is compiled from the executive opinion survey, which is an in-depth
87-item (criteria) questionnaire sent to executives in each country analyzed, for the period 1990-97.

IPR: Intellectual Property Rights index. The higher the index, the more the intellectual property is ade-
quately protected, for the period 1990-97.

LP: Labor Productivity is proxied by GDP per employee per hour in U.S. dollars, for the period 1990-97.

CT: Corporate taxes on profits, income and capital gains as a percentage of GDP, for the period 1989-96.

The Statistical Abstract of the U.S. Census Bureau is the source of the following series:

PW: Number of production workers per industry, for the period 1988-97.
NPW: Number of non-production employees per industry, for the period 1988-97.
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Tables
Table 1: Panel Unit Root Tests

Variables in Log-Levels Period N Adjustment Factors Average Group Test

Mean Variance ADF Statistic
Share Total assets 1988-98 168 -1.491 1.206 -1.79 -3.52"
Share Capital Stocks 1988-98 168 -1.491 1.206 -1.74 22,91
Share Total Sales 1988-98 168 -1.491 1.206 -1.84 -4.07"
Share Number of Employees 1988-98 168 -1.491 1.206 -1.88 -4.54"
Share Employment Compensation 1988-98 168 -1.491 1.206 -1.96 -5.58""
Transport Costs 1988-96 168 -1.485 1.304 -2.36 -9.95""
Competition Factor 1988-96 168 -1.485 1.304 -1.68 -2.26™""
Trade Protection 1990-97 12 -1.482 1.353 -2.62 -3.39"
FDI Openness 1990-97 12 -1.482 1.353 -2.89 -4.19"
Labour Productivity 1990-97 12 -1.482 1.353 -2.22 -2.20"
Corporate Taxes 1989-96 12 -1.482 1.353 -2.41 -2.78""
Intellectual Property Rights 1990-97 12 -1.482 1.353 -2.35 -2.59™
Population 1982-97 12 -2.170 0.935 -0.82 2.37
De-trended Population 1982-97 12 -1.506 0.999 -2.55 -3.60""
Production Workers 1988-97 14  -1.488 1.255 -2.50 -3.38"""
Non-production Workers 1988-97 14  -2.170 1.056 -3.96 -5.54""
GDPf 1982-97 12 -2.170 0.935 -2.59 -1.49

a) The tests statistics are distributed as N(0,1) under the null of non-stationary. The statistics are constructed using small
sample adjustment factors from Im et al. (2003).

 Includes a trend.

* Rejects the null at the 10% level.

** Rejects the null at the 5% level.

*** Rejects the null at the 1% level.
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Table 2: Benchmark Share Gravity Model

1-Step System-GMM Estimator
TA KS SL EC EM PCV
Dependent Variable Lag 1 | 0.703  0.673  0.773  0.773  0.779  0.819
(0.000)  (0.000)  (0.000) (0.000) (0.000)  (0.000)
Transport Costs (TC) 0.123  0.291  0.093 0.102  0.095  0.156
(0.071)  (0.020) (0.089) (0.082) (0.066) (0.088)
Competition Factor (CF) | -0.237 -0.558 -0.185 -0.214 -0.187 -0.293
(0.088) (0.021) (0.089) (0.084) (0.081) (0.098)

Trade Barriers (TRP) 0.509 1.140  0.144  0.355  0.219  0.601
(0.263)  (0.025) (0.608) (0.217) (0.654) (0.306)
FDI Openness (FDIO) 0.732 1.251 0515  0.597  0.213  0.861

(0.352)  (0.320) (0.367) (0.309) (0.758) (0.492)
Labour Productivity (LP) | 0.016  0.028 -0.017 0.017  -0.029  0.057
(0.877)  (0.916) (0.882) (0.862) (0.718) (0.708)

Corporate taxes (CT) -0.061  0.127  -0.056  -0.076  -0.025 -0.008

(0.858)  (0.777) (0.848) (0.693) (0.859) (0.988)
Population (POP) 3.816 1.775 1.267 1.990 1.003 2.103

(0.064) (0.612) (0.528) (0.256) (0.614) (0.516)
Wald Test 0.000  0.000  0.000 0.000 0.000 0.000
FOSC Test 0.029 0.036 0.054 0.057 0.042 0.076
SOSC Test 0.827 0394 0351 0309 0339 0.424

2-Step System-GMM Estimator
TA KS SL EC EM PCV
Dependent Variable Lag 1 | 0.699 0.773 0.769 0.770 0.783 0.827
(0.000)  (0.000) (0.000) (0.000) (0.000) (0.000)
Transport Costs (TC) 0.127  0.142  0.100  0.105  0.093  0.146
(0.000)  (0.000)  (0.000) (0.000) (0.000)  (0.000)
Competition Factor (CF) | -0.203 -0.221 -0.193 -0.196 -0.156 -0.247
(0.000)  (0.000)  (0.000) (0.000) (0.000)  (0.000)

Trade Barriers (TRP) 0.103 0301 0.131  0.191  0.128  0.225
(0.138)  (0.011) (0.001) (0.000) (0.000) (0.002)
FDI Openness (FDIO) 0.303 0.315 0.269 0.270 0.254 0.317

(0.030)  (0.413) (0.008) (0.026) (0.006)  (0.085)
Labour Productivity (LP) | 0.032  0.012  0.023  0.049 -0.057 0.064
(0.232) (0.838) (0.193) (0.020) (0.004) (0.066)

Corporate taxes (CT) -0.043  -0.013 -0.028 -0.091 -0.064 -0.074

(0.448)  (0.895) (0.464) (0.023) (0.155) (0.339)
Population (POP) 2.653 2.842 1543 0.941 0.629  3.065

(0.000)  (0.012) (0.001) (0.099) (0.218)  (0.000)
Wald Test 0.000  0.000  0.000 0.000 0.000 0.000
FOSC Test 0.063 0.015 0.079 0.077  0.066  0.062
SOSC Test 0.868 0.360 0.381 0.340 0.357 0.401
Sargan Test (ST) 0.084 0.817 0.024 0.000 0.000 0.060

The benchmark model is estimated for all six measures of FDI: Total assets (TA), capital stocks (KS), total sales
(SL), employment compensation (EC), number of employees (EM), first principal component (PCV). P-values
corresponding to asymptotic standard errors robust to general heteroskedasticity are reported in parentheses.
The Wald, the Sargan, the First Order Serial Correlation (FOSC) and Second Order Serial Correlation (SOSC)
tests are asymptotically robust to general heteroskedasticity (p-values reported). The number of observations

for all the estimated equations under the benchmark model is 1008.
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Table 3: Benchmark Model with Adjacency & IPR

1-Step System-GMM 2-Step System-GMM
PCV(1) PCV(2) PCV(3) | PCV(1) PCV(2) PCV(3)

Dependent Variable Lag 1 0.819 0.838 0.831 0.827 0.842 0.835
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Transport Costs (TC) 0.156 0.119 0.122 0.146 0.112 0.113
(0.088) (0.030) (0.015) (0.000) (0.000) (0.000)
Competition Factor (CF) -0.293 -0.176 -0.271 -0.247 -0.153 -0.200
(0.098) (0.052) (0.008) (0.000) (0.000) (0.000)
Trade Barriers (TRP) 0.601 0.031 0.205 0.225 0.028 0.092
(0.306) (0.894) (0.557) (0.002) (0.424) (0.039)
FDI Openness (FDIO) 0.861 0.313 0.296 0.317 0.402 0.513
(0.492) (0.484) (0.783) (0.085) (0.000) (0.000)
Labour Productivity (LP) 0.057 0.043 -0.072 0.064 0.072 0.028
(0.708) (0.838) (0.714) (0.066) (0.008) (0.354)
Corporate taxes (CT) -0.008 -0.179 -0.070 -0.074 -0.023 -0.027
(0.988) (0.474) (0.793) (0.339) (0.647) (0.640)
Population (POP) 2.103 0.426 2.522 3.065 2.792 3.801
(0.516) (0.870) (0.360) (0.000) (0.001) (0.000)

Adjacency-dummy (ADJ) - -0.277 - - -0.070 -

- (0.324) ) - (0.477)

Int. Property Rights (IPR) - - 1.011 - - 0.244
- - (0.420) - - (0.082)
Wald Test 0.000 0.000 0.000 0.000 0.000 0.000
FOSC Test 0.076 0.072 0.063 0.062 0.068 0.066
SOSC Test 0.424 0.412 0.399 0.401 0.404 0.401
Sargan Test - - - 0.060 0.069 0.038

The results reported for this extended model refer to the estimation with the first principal component (PCV) measure of FDI.
P-values corresponding to asymptotic standard errors robust to general heteroskedasticity are reported in parentheses. The Wald,
the Sargan, the First Order Serial Correlation (FOSC) and Second Order Serial Correlation (SOSC) tests are asymptotically robust
to general heteroskedasticity (p-values reported). The number of observations for all the estimated equations this extended version

of the benchmark model is 1008.
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Table 4: Share Gravity Model Under the Proximity-Concentration Hypothesis

Dependent Variable Lag 1
Transport Costs (TC)
Competition Factor (CF)
Trade Barriers (TRP)

FDI Openness (FDIO)
Labour Productivity (LP)
Corporate taxes (CT)
Population (POP)
Production Worker (PW)
Non-Production Worker (NPW)
Adjacency-dummy (ADJ)
Int. Property Rights (IPR)
Wald Test

FOSC Test

SOSC Test
Sargan Test

1-Step System-GMM
PCV(1) PCV(2) PCV(3)

0.797 0.812 0.808
(0.000) (0.000) (0.000)
0.165 0.149 0.155
(0.067) (0.002) (0.066)
-0.385 -0.348 -0.369
(0.067) (0.003) (0.047)
0.192 0.127 0.053
(0.711) (0.506) (0.880)
0.845 0.645 0.296
(0.363) (0.255) (0.811)
0.095 0.002 0.010
(0.546) (0.993) (0.956)
-0.081 -0.208 -0.236
(0.775) (0.519) (0.259)
1.003 3.962 -1.542
(0.771) (0.343) (0.676)
-0.125 -0.093 -0.146
(0.408) (0.448) (0.274)
0.379 0.316 0.411
(0.212) (0.110) (0.135)

- -0.139 4

- (0.904) -

- - 0.372

- - (0.797)
0.000 0.000 0.000
0.047 0.062 0.050
0.406 0.416 0.400

2-Step System-GMM

PCV(1) PCV(2) PCV(3)

0.800 0.813 0.811
(0.000) (0.000) (0.000)
0.159 0.149 0.150
(0.000) (0.000) (0.000)
-0.349 -0.321 -0.320
(0.000) (0.000) (0.000)
0.121 0.119 0.078
(0.001) (0.001) (0.016)
0.756 0.744 0.516
(0.000) (0.000) (0.000)
0.088 0.018 0.037
(0.000) (0.458) (0.208)
-0.068 -0.087 -0.120
(0.147) (0.111) (0.014)
2.275 4.950 1.489
(0.000) (0.000) (0.111)
-0.106 -0.071 -0.094
(0.089) (0.257) (0.153)
0.332 0.273 0.306
(0.000) (0.001) (0.000)

- -0.122 -

- (0.331) -

- - 0.131

- - (0.357)
0.000 0.000 0.000
0.066 0.068 0.068
0.419 0.417 0.416
0.004 0.001 0.020

The results reported for this extended model refer to the estimation with the first principal component (PCV) measure of FDI. P-values

corresponding to asymptotic standard errors robust to general heteroskedasticity are reported in parentheses. The Wald, the Sargan, the First

Order Serial Correlation (FOSC) and Second Order Serial Correlation (SOSC) tests are asymptotically robust to general heteroskedasticity

(p-values reported). The number of observations for all the estimated equations under this extended version of the benchmark model is 1008.
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