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Abstract
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I. Introduction

During the last decade, there has been an increasing international interest in active labor market programs (i.e., measures to raise employment that are directly targeted at the unemployed) among policy makers. This has resulted in a growing literature that estimates and quantifies the potential effects of those measures (see Kluve and Schmidt, 2002). This journal contains a number of contributions, using mainly micro data from European countries. For example, Bryant and Wilhite (1990) estimated the military experience and training effects on civilian wages by accounting for the length of time spent in the military and differentiating between that time and military training. Main (1991) estimated the effects of the youth training scheme (YTS) on employment probability using data from the Scottish Young People’s Survey, and found that YTS may be operating as a successful manpower programme. Beenstock (1996) estimated the effect of training and the time to find a job in Israel and found that trainees exit unemployment at a much faster rate than comparable unemployed who did not receive training. Makepeace (1996) estimated a model in which the type of training undertaken is determined by the predicted lifetime earnings for each type of training, personal factors and educational attainment. Lifetime earnings have a positive effect on the allocation of individuals across training types, and there is a market for training in which the type of training undertaken responds to earnings incentives. Kraft (1998) investigated the effectiveness of labor market policy using data from Austria, France, Germany, Great Britain, Sweden and the United States and found that passive labor market policy had a negative, and active labor market measures a positive, effect on the number of persons employed. Groot and Van Den Brink (2000) found that formal work-related training increases employability in Netherlands.
Having access to Swedish data for the 1993-1997 recession period, this study aims to estimate the treatment effect of participating in a vocational training program 1993-1994 on the individuals’ employment probabilities in the following year, 1995. Using a one-factor control function estimator allows us to study the heterogeneous treatment effect on discrete outcomes as a measure for the change in employment probability as a result of the treatment. Using the same set of control variables, the parameters estimated by the control function estimator are compared with the parameters estimated by the propensity-score matching estimator, as a mean to investigate the impact of controlling for unobserved factors.

In recent years, matching estimators have received substantial attention in evaluating social programs (see Heckman et al., 1997b, 1998a, and Heckman et al., 1998b). Matching estimator’s uses observed variables to adjust for differences between groups that give rise to selection bias. However, when the analyst does not have access to the minimum relevant information, matching estimates are biased. Furthermore, having more information, but not all of the minimal relevant information in terms of variables, increases the bias compared to having less information (Heckman and Navarro-Lozano, 2003). Therefore, it is necessary to have access to a rich data set so that most of the usually unobserved factors that determine the selection process are observed. This is important since it is expected that unobserved factors such as aptitude and ambition are relevant components when an individual is being selected into a social program such as vocational training. If access to such data is unavailable, other estimators should be used. This paper advocates the one-factor control function estimator formulated by Aakvik et al. (2000). The one-factor model incorporates the selection process and allows unobserved factors to explain the outcome in each state as
well as in the selection-process, using the factor-loading technique. Because the method of control function explicitly models omitted relevant variables rather than assumes that there are none, it is more robust to omitted conditioning variables than the matching estimator is. Furthermore, matching has the strong implicit assumption that the marginal participant in a given program gets the same return as the average participant in the same program, which makes the economic content more restrictive compared to the control function estimator. The structure of the one-factor model also makes it possible to derive both the mean and the distributional treatment parameters, where the latter parameter shows how the treatment effect is distributed. The distribution and functional form assumptions of the control function estimator are often exposed to critique (see Vella, 1998). However, the distributional assumption of the unobserved factor is easily relaxed by approximating it with a discrete point distribution (non-parametric). This allows for a comparison between the parametric and non-parametric assumptions of the non-observed factor.

The analysis of this study is done separately for the Swedish-born and the foreign-born, given that these two groups have different arrangements of characteristics, which determines the selection and treatment process. The foreign-born group is also much more heterogeneous compared to the Swedish-born group, which further emphasizes the importance of analyzing the groups separately.

The rest of the paper is organized in the following way: Section II presents the institutional settings and the main characteristics of the active labor market programs in Sweden for the analyzed period. Section III presents the econometric specifications. The data and main descriptive statistics for both treatment and control groups are presented
in Section IV, and the results in Section V. Section VI summarizes the findings of the paper.

II. Institutional settings

Swedish labor market policy has two components: a (passive) benefit system that supports individuals while they are unemployed, and a range of (active) labor market programs (vocational and non-vocational) offered to improve the employment opportunities of the unemployed. The benefit system has two components: unemployment insurance (UI), and the cash labor market assistance (CA).\(^1\) UI is the most important form; it is income-related and is available for 60 calendar weeks. The daily compensation is 75% of the previous wages (was 90% before July 1993). A part-time unemployed person registered at a public employment office and actively searching for a job is also eligible for unemployment benefits. CA was designed mainly for new entrants who are not members of any UI fund. Its compensation is lower than that of UI, and is paid (in principle) for a maximum of 30 calendar weeks.

The public employment offices have a central role in assigning job seekers to training courses. The employment office is responsible for providing information on different courses, eligibility rules, training stipends, etc.\(^2\) Those eligible for training are mainly unemployed persons who are job seekers and persons at risk of becoming unemployed. One can also be eligible for other reasons. For example, the status of political refugee makes a foreigner eligible for training courses during the first three years in Sweden. Although there is no formal rule for the offer of labor market training being given to a person who has been unemployed for a long period, there are reasons to believe that this is often the case.\(^3\) Since 1986, the time-period a trainee participates in a labor market program is considered equal to time spent on a regular job. Therefore,
participation in a labor market program for five months counts as an *employment* spell, and thus qualifies for a renewed spell of unemployment compensation.

Originally, labor market training mainly consisted of vocational training programs. However, over time, schemes comprised of programs of a more general nature have grown more prevalent. During the 1990s, other education programs such as Swedish for immigrants and computer training were added to labor market training. This study focuses only on vocational training, which represented around 20% of all programs within active labor market policy in 1993-1994.

### III. Econometric specifications

The fundamental issue of the evaluation problem is that a person is unable to be in two different labor market states at the same time. In the training context, for each trainee there is a hypothetical state of how he or she would have done without training. For each non-trainee, there is the hypothetical state of being a trainee. Our point of departure is the index sufficient latent variable model (Heckman, 1979) that postulates a standard framework of potential outcomes and a selection mechanism for the choice of state:

\[
Y_1^* = X\beta_1 + U_1, \quad Y_1 = 1 \text{ if } Y_1^* \geq 0, Y_1 = 0 \text{ elsewhere},
\]

\[
Y_0^* = X\beta_0 + U_0, \quad Y_0 = 1 \text{ if } Y_0^* \geq 0, Y_0 = 0 \text{ elsewhere},
\]

\[
D^* = Z\beta_D + U_D, \quad D = 1 \text{ if } D^* \geq 0, D = 0 \text{ elsewhere}.
\]

For a given individual, \(Y_1^*\) represents a latent variable for the propensity to be employed in the training state, while \(Y_0^*\) represents a latent variable for the propensity to be employed in the non-training state. \(X\) is a matrix of observed characteristics explaining
the outcomes of the two potential states. Each state also has an unobserved stochastic component represented by $U_1$ and $U_0$. Equation (3) defines the selection decision, with $D^*$ being a latent variable for the propensity to participate in a vocational training program, $Z$ a matrix of observed characteristics and $U_D$ a vector of unobserved components that explain the selection decision between the two states. The remaining vectors $\beta_1$, $\beta_0$, and $\beta_D$ are unknown parameters that are to be estimated.

Within this framework, there are two separate problems to deal with: 1) how to recover the unobserved marginal densities, $f(Y_1 | X)$ and $f(Y_0 | X)$, using information from the observed conditional densities, $f(Y_1 | X, D = 1)$ and $f(Y_0 | X, D = 0)$; and 2) under what conditions it is possible recover the full bivariate density, $f(Y_1, Y_0 | X)$, using the recovered marginal densities. We follow Aakvik et al. (2000) and deal with both of these problems using the assumption of a one-factor structure on the unobservables. The assumed factor structure is unobserved and needs further assumptions regarding its distribution. We consider two frequently used distributions: the continuous normal distribution and the discrete mass-points distribution, which will be discussed in the following sections.

The one-factor assumption is based on the idea that for a particular individual there is some unobserved factor out there that is common to the two states, as well as to the selection mechanism. It could be ambition, motivation, or some other idiosyncratic quality that is important both when searching for a job and when being selected into a program. With this common factor, it is possible to connect the training state, the non-training state as well as the selection into the states, and thereby being able to recover the full unconditional distribution for the problem. This is of special interest since the full distribution may be used to answer several important policy-oriented questions.
A. The normal one-factor model

The one-factor model makes specific assumptions about the structure of the unobservables. The assumed error terms in equations (1)-(3) are defined and decomposed in the following way:

\[ U_1 = \rho_1 \xi + \varepsilon_1, \quad U_0 = \rho_0 \xi + \varepsilon_0, \quad U_D = \rho_D \xi + \varepsilon_D, \]  

(4)

where \( \xi \) constitutes the common unobserved “ability” factor and \( \rho_i, (i = 1, 0, D) \), the factor loadings, unique for each equation.

The factor structure assumption for discrete choice models was introduced in Heckman (1981) and produces a flexible yet parsimonious specification, while making it possible to estimate the model in a tractable fashion. The following normality assumption is imposed: \( (\xi, \varepsilon_1, \varepsilon_0, \varepsilon_D) \sim N(0, I) \), where \( I \) is the identity matrix. This implies that \( (U_1, U_0, U_D) \sim N(0, \Sigma) \), with all components in the covariance matrix, \( \Sigma \), recovered by the factor loadings, and normalizations made by the normality assumption.

Conditioning on \( \xi \), the likelihood function for the one-factor model has the form:

\[ L = \prod_{i=1}^{N} \int_{-\infty}^{\infty} \text{Pr}(D_i, Y_i \mid X_i, Z_i, \xi_i) dF(\xi_i) = \prod_{i=1}^{N} \int_{-\infty}^{\infty} \text{Pr}(D_i \mid Z_i, \xi_i) \text{Pr}(Y_i \mid D_i, X_i, \xi_i) dF(\xi_i). \]

Since \( \xi \) is unobserved, we need to integrate over its domain to account for its existence, assuming that \( \xi \perp (X, Z) \). Since the probabilities in the likelihood function are conditioned on \( \xi \), an unobserved factor essential for the selection to training, we have \( (Y_i, Y_0) \perp (X, Z, \xi) \), which implies that \( \text{Pr}(Y_i \mid D_i, X_i, \xi_i) = \text{Pr}(Y_i \mid X_i, \xi_i) \). This means that both the selection probability and the outcome probabilities are unconditional probabilities in the likelihood function, which reduces the computational burden. We estimate the parameters of the model using maximum likelihood technique, with a Gaussian quadrature to approximate the integrated likelihood.\textsuperscript{5}
Identification of the parameters of the model is insured by the exclusion restrictions and the joint normality assumption for the unobserved components of the model. The normalization and the joint normality imply that the joint distribution of \((U_1, U_0, U_D)\) is known and defined by the one-factor structure.

B. The discrete one-factor model

An alternative way of defining the factor structure is to assume that the unobserved factor component can be represented (or approximated) by a number of discrete mass-points. Since Heckman and Singer (1984) proposed this method, to allow for unobserved heterogeneity in duration models, it has been used extensively in the applied literature. Mroz (1999) provides a useful overview of the theoretical basis of the method. It is assumed that the distribution of the unobserved factor can be approximated by a step function given by \(\Pr(\xi = \eta_j) = p_j, j = 1, 2, ..., J\), with \(0 < p_j < 1\) and \(\sum_j p_j = 1\). With this distribution the likelihood function is given by

\[
L = \prod_{i=1}^{N} \sum_{j=1}^{J} \Pr(D_i, Y_i | X_i, Z_i, \xi) \Pr(\xi = \eta_j).
\]

To ensure that the sum-up criteria is fulfilled in the estimation of the mass-points, \(p_j\), we define the probabilities using the cumulative distribution function of the extreme value distribution, which also restricts the mass-points to positive numbers less than one.\(^6\) In order to identify the model, two problems have to be solved. First, the location of the support-points \(\eta_j\), is arbitrary. The easiest way to solve this is to set one of the support-points to a specific number. Second, the scale of the discrete factor is undetermined. Normalizing one of the factor loadings could solve this problem. In our analysis, we choose to restrict the range of the support-points. We use two points of
support in the empirical analysis: one is normalized to zero, i.e., \( \eta_1 = 0 \), and the other to one, i.e., \( \eta_2 = 1 \).

The non-parametric identification of the distribution of the unobserved factor depends on the correlation between the selection equation and the two state equations. However, if no such dependency exists, there would be no need to model the selection, and other methods could be used. It is also essential to have at least three points to peg the distribution with, which in our case is achieved by the use of three equations over which the unobserved factor works (see Heckman, 1981). For a formal proof of the identification for this kind of model, see Carneiro et al. (2003) and Heckman and Taber (1994), and for a discussion of the conditions under which the discrete factor model is identified, see Mroz (1999).

C. Treatment parameters
There are three parameters commonly estimated in the literature: 1) the average treatment effect (ATE), 2) the mean treatment on the treated (TT), and 3) the marginal treatment effect (MTE). The second two parameters are modified versions of the first parameter, and they all represent the mean values of the population under investigation. Estimating a structural model and thereby recovering the full density of the latent variables involved, allow one to determine the distributional effects corresponding to each of the mean effects. The distributional effects offer information about the distribution of the treatment effects, such as the share of the treated that benefits from the program, and the share that is actually worse off participating in the program, etc.

When the outcome variables are discrete and represent a measure for employment, the probability of the events has to be formed. The ATE parameter is therefore defined as the difference in mean probabilities between the two states and across the individuals.
In order to incorporate the unobserved factor, it has to be integrated out over the assumed distribution.\(^7\)

\[
\text{ATE}(X,Z) = \int_{-\infty}^{\infty} \left[ \Phi(X\beta_1 + \rho_1\xi) - \Phi(X\beta_0 + \rho_0\xi) \right] dF(\xi). \tag{5}
\]

The TT parameter answers the question of how much a person who participated in training gained compared to the case where no training took place. TT is a modified version of ATE in the sense that it considers the conditional distribution of \(\xi\), relevant for those who participated in a program. The parameter is defined as:\(^8\)

\[
\text{TT}(X,D=1) = \int_{-\infty}^{\infty} \left[ \Phi(X\beta_1 + \rho_1\xi) - \Phi(X\beta_0 + \rho_0\xi) \right] dF(\xi \mid D = 1, X, Z). \tag{6}
\]

The MTE parameter measures the treatment effect for individuals with a given value \((u)\) of \(U_D\), i.e. the unobserved component of the selection equation,\(^9\) and it is defined in the following way:

\[
\text{MTE}(X,U_D = u) = \int_{-\infty}^{\infty} \left[ \Phi(X\beta_1 + \rho_1\xi) - \Phi(X\beta_0 + \rho_0\xi) \right] dF(\xi \mid X, U_D = u). \tag{7}
\]

When \(U_D = 0\), MTE = ATE.

However, these are not the only useful parameters. Heckman (1992), Heckman et al. (1997a) and Heckman and Smith (1998) emphasized that many criteria for the evaluation of social programs require information on the distribution of the treatment effect. For example, questions such as “Among those treated, what percentage benefits from the program and what percentage is hurt by it?” can only be answered by the distributional parameter. In this study, we estimate the distributional parameters for TT, which is defined in the following way:
The distributional treatment parameter, \( TT_{\text{dist}} \), predicts the probability of the event that \( Y_1 - Y_0 = 1 \), which is interpreted as a successful treatment in the sense that with training the individual received employment, i.e. \( Y_1 = 1 \), while with no training, no employment would have been received, i.e. \( Y_0 = 0 \). This gives us the possibility to predict the probability of three different events: 1) the successful event, \( Y_1 - Y_0 = 1 \); 2) the unsuccessful event, \( Y_1 - Y_0 = -1 \); and 3) the indifferent event, \( Y_1 - Y_0 = 0 \). In order to determine the predicted probabilities for the remaining events, expression (8) must be elaborated accordingly.

\[
TT_{\text{dist}} = [Y_1 - Y_0 = 1 \mid X, Z, D = 1] = \int \Phi(X\beta_1 + \rho_1 \xi)(1 - \Phi(X\beta_0 + \rho_0 \xi))dF(\xi \mid D = 1, X, Z). \tag{8}
\]

IV. Data

The data analyzed in this paper come from two longitudinal databases, the Swedish Income Panel (SWIP) and Händel, which contain information on personal characteristics, earnings, incomes and unemployment history. SWIP has two components: a sample of people that represents 1% of the Swedish-born population, and another sample that represents 10% of the foreign-born. SWIP is a database of \textit{individual incomes}, built on a stratified random sample drawn (by Statistics Sweden) from the 1978 register of total population (RTB). People from \textit{this} initial sample were followed over time with repeated yearly cross-sections. Additionally, to each consecutive year, a supplementary sample of individuals were added to each cross-sectional unit to adjust for migration in such a way as to make each and every stratified cross-section representative of the Swedish population with respect to each stratum.
Income information is provided by the Swedish tax-register, which also includes information about those who do not pay income tax.

Händel is a register-based longitudinal event history database that contains information on all persons registered at the public unemployment offices. Its observation period starts in August 1991 and (in this paper) ends in December 1997. Händel has a multiple spell structure which provides exact information for the starting and ending dates of registered unemployment spells for each individual (with detailed information about the searching and program episodes that compose each spell). In addition to providing other information related to spells and episodes (e.g., the occupation unemployed people are looking for, the amount of desired labor supply, the location of a possible job, the reason for ending the registration spell, etc.), it provides information about personal characteristics of the job seekers (age, gender, citizenship, education, etc.). The main characteristics of this database are those components that allow us to identify the labor market trainees and counterfactuals. We construct treatment and comparison groups for both Swedish- and foreign-born. The selection steps are presented in Appendix A1 and A2, and Tables A1 and A2 in the Appendix present the descriptive statistics of the treatment and comparison groups, stratified by country of birth into Swedish-born and foreign-born. The variable specifications were chosen to be as parsimonious as possible, yet to include variables that are relevant and available. Nevertheless, the minimum relevant information for the selection to training was unavailable, which made it essential to control for unobservables. However, having access to a valid instrument is still an important requirement.

One of the key variables in our analysis is the discrete dependent indicators for employment. We construct these variables using information from both Händel and
SWIP databases. Händel provides information about both the date and employment status at the beginning and the end of each unemployment spell. Unfortunately, this information is not enough to compute the employment duration for a particular year. Therefore, we also use a variable on annual income from SWIP. Controlling for both unemployment dates and employment status, persons were considered to be employed if their annual earnings were at least 40,000 SEK. This level was decided after analyzing the percentage of the employed by various ceiling levels, and the figure corresponds to an average of around 3.5 months of full time work, which functions as a threshold level for being considered to be employed in the analysis.

Another important variable when dealing with control function estimators is the exclusion restriction, or the instrument, that drives the potential effect of a training program. We use the rate of unemployment measured at the municipal level. A change in the local (municipal) unemployment rate is expected to have a significant impact on the demand for social programs that are directed towards groups of unemployed, such as vocational training programs.

When the local unemployment rate increases, the overall propensity to participate in training increases and, with some delay, the policy induced supply of programs meets the demand in order to reduce the open unemployment rate. This causal relationship drives the covariance between unemployment rate and training status.

On the other hand, when the unemployment rate increases, the number of vacancies decreases, which means that the number of employment opportunities for those unemployed are reduced. This reduction decreases the likelihood of finding a new job. Hence, there is causal relationship between unemployment rate and employment opportunities as well, at a given point in time. However, when the training period covers
two years (1993-1994) and the employment probability is to be determined one year later (1995), the statistical relationship is reduced. Furthermore, if the local unemployment rate for 1991 is used as a proxy for the rate in 1993, then the relationship with the employment probability in 1995 is very close to zero, and no statistical relationship can be determined. Since the statistical relationship with the training status remains (i.e. is significant), it is expected that the local unemployment rate works satisfactory well as an exclusion restriction or instrument for the selection to vocational training.

V. Results

A. The One-Factor model

This Section reports the results of the one-factor model for 1995, i.e., one year after the training period. Table 1 presents the parameter estimates for the three equations and for three versions of the model: no unobserved factor (NoF), normal unobserved factor (NF), and discrete unobserved factor (DF) for the Swedish-born people. Although the goodness of fit for discrete choice models in general is fairly low, Pseudo $R^2$ indicates that the fit for both the NF and DF models is quite good, predicting probabilities that are 31-32% better than a model using only constants.\(^{11}\) The likelihood ratio test indicates that the unobserved factor has a significant effect on the performance of the model.

<Insert Table 1 here>

In the NF and DF models, the constants are replaced by the \textit{factor loadings}, which are designed to capture the effect from unobserved heterogeneity, such as aptitude or ambition or any other relevant factor that is left out of the model. For the DF model, the factor loadings are significant only for the employment equation for the treated and the selection equation, while for the NF model, the factor loading is
significant only for the selection equation.\textsuperscript{12} For the selection equation, the NF model estimated a factor loading effect that is two times stronger than the value estimated by the DF model.

Since the factor loadings are parts of the covariances of the model, the sign of the factor loadings is important when determining the stochastic relationship between $U_1$, $U_0$, and $U_D$. The factor loading of the employment equation for the treated multiplied by the factor loading of the selection equation represents the covariance between $U_1$ and $U_D$. Since this covariance is positive, the selection to training is positive, which indicates that the employment probability is greater for the selected group of trainees compared to what it would have been if the selection to training had been random.

The factor loading of the employment equation for the non-treated multiplied by the factor loading of the selection equation represents the covariance between $U_0$ and $U_D$. Since this covariance is negative (but not significant), the selection to non-treatment is positive.\textsuperscript{13} This implies that the employment probability of non-treated is higher compared to what it would have been if the selection had been random.

The other estimated parameters differ in sign and size both across models and across equations. For all three equations, having children younger than 18 is the only variable for which all models estimated a significant positive effect. The estimated effect is much larger for the treated (about 0.43) than for the untreated (about 0.22), and much smaller for the selection equation (the NoF and DF models estimated an effect of 0.11, while the NF model estimated an effect of 0.198).

Women are expected to have a lower probability to be employed than men. Except for the DF model for the employment equation of the untreated, all models
estimated a significant gender effect for all equations. The estimated effect is much weaker for the untreated (i.e. -0.05) than for the treated (-0.245 for the NoF model and -0.28 for the other two models). In other words, for the untreated, there is a relatively small difference in the probability of getting a job between women and men. Women have also a lower probability of being selected into a training program than men do: the effect estimated by the NF model is much stronger (-0.302) than the effect estimated by the other two models (-0.166 by the NoF model and -0.187 by the DF model).

The age effect estimated by the NoF model is not significant. The other two models estimated a significant positive effect for the untreated and a significant negative effect for the selection equation. In other words, the probability of being selected into training decreases with age, while for the untreated, the probability of getting a job after one year increases with age.

For both treated and untreated, all three models estimated that those who have high school education have a higher probability of getting a job than those with lower levels of education (the effect estimated by the NoF model for the untreated is not significant). For the selection equation, the estimated effect by all models is negative, suggesting that those with a high school education have a lower probability of being selected into the training than those with lower levels of education.

Having a college education is estimated to increase the probability of getting a job after one year for both treated and untreated (but for the treated, only the NoF model estimated a significant effect). Moreover, having a college education is estimated to decrease the probability of being selected into a training program. The NF model estimated a stronger effect (-1.038) than the other two models (-0.672 by the DF model and -0.588 by the NoF model). The fact that the positive effect of a college education is
significant for the untreated but not for the treated, might suggest that the non-treated
searched for, or even accepted, jobs to a higher extent already when their treated peers
were still participating in the programs. Even though training is aimed at people with a
low education, about 15% of the trainees have some sort of college education, which
indicates that their education did not pay off in the way it was intended. It is reasonable
to believe that the unemployed with a college degree have a higher reservation wage
compared to those with lower levels of education, which therefore reduces their
employment opportunities. Another explanation is that being an unemployed college
graduate and participating in a training program might give negative signals to potential
employers, thereby reducing the employment probability.

Living in a city region is estimated, by all three models, to decrease both the
probability of getting a job for the untreated, and the probability of being selected into
training. Even though the estimated effects are not significant for the treated, all three
models suggest that living in a city region is estimated to increase their probability of
getting a job.

Local unemployment rate has a positive and significant effect on the probability
of being selected in the training. This is expected since it is the unemployment rate that
drives the program participation rate. That is, if the unemployment rate increases, more
people are sorted into vocational training. Having a college degree and living in a city
region turn out to have a positive relation with the selection to training. Furthermore, it
is statistically unrelated with the employment probability. For the Swedish-born, this
component therefore constitutes the second part of the exclusion restriction in the
specification. The concentration of those who are college educated is larger in city
regions, which implies that they to a larger extent enter into vocational training
programs in those regions. The NF model estimated a stronger effect for both of the exclusion restricting variables compared to the other two models.

Table 2 reports the parameter estimates of the one factor model for the foreign-born people. The level of the goodness of fit for the model is comparable to the level for the Swedish-born people, the results indicating that the NF and DF models perform 34-35% better than the model that contains only constants. The likelihood ratio test indicates that the unobserved factor has a significant effect on the performance of the model, indicating that unobservables are important for the foreign-born as well.

<Insert Table 2 here>

As discussed earlier, the sign of the factor loadings gives an important indication of the sorting structure of the unemployed into the two states. Since the factor loadings of the employment equation for the treated and the selection equation are positive in both the NF and DF models, the covariance between the unobservables of the two equations is positive, which means that the selection to training is positive. That is, the employment probability is greater for the selected group of trainees compared to what it would have been if the selection to training had been random. However, the overall effect is a function of both the observed and the unobserved components.

The age effect is significant only in the selection equation estimated by the NoF and DF models, and suggests that the probability of being selected into a training program decreases with age.

The estimated effect of gender is significant only in the selection equation (without the NF model), which shows that women have a lower probability of being selected into a training program than men do. For the employment equations, the gender effect estimated by all three models is not significant. However, the estimates show that
treated women have a lower probability of getting a job after one year compared to men, while untreated women have a higher probability.

The estimated effect of educational level for the untreated is significant for all three models, and shows that those who have high school or college education have a higher probability of getting a job than those with lower levels of education. The effects of both high school and college education are not significant for the treated. For the selection equation, all models suggest that those with a high school education have a higher probability of being selected into a training program than those with lower levels of education. The estimates are not significant for the NF model.

Living in a city region is estimated by all three models to decrease both the probability of being selected into a training program, and the probability of getting a job for the untreated. The estimated effects are not significant for the treated.

All three models suggest that having children increases the probability of getting a job for both treated and untreated, but decreases the probability of being selected into a training program. However, the parameter estimated by the NF model is not significant.

Important variables when analyzing foreigners are the country of origin, and duration in the host country since immigration. The parameter estimates for the country of origin suggest that people born in a country outside Europe are a subgroup with particular problems. The groups with the bigger negative effect were those from Arab and African countries. For all three equations, being born in one of these countries are the only variables for which all models estimated a significant negative effect. Being born in one of these countries decreases the probability of being selected into a training
program, and also the probability of getting a job regardless of participating in training or not.

For the trainees, with the exception of these two variables and the variable “has children”, the rest of the observed characteristics have no significant effect on the employment probability. Hence, for those who participated in training, country of origin was the major factor for the probability of receiving a job one year after the training period.

Number of years in the country has a significant effect for the untreated, suggesting that for this group the relatively new immigrants have a higher probability of getting a job than those who have lived in Sweden for more than ten years. Compared with those who have been residents for more then ten years, people who have been residents for less than ten years are more likely to get a job (the probability is even higher for those who have been residents for less than six years). Local unemployment rate has a positive effect on the probability of being selecting into the training, just as for the Swedish-born group.

B. Mean and distributional treatment effects

Table 3 reports the mean treatment effects based on the estimated parameters in the three models. There is a relatively big difference across the models and also between Swedish-born and foreign-born. For example, the ATE parameters estimated by the three models are almost the same for Swedish-born and foreign born, but the size of the parameters estimated by the NF model is much higher than the parameter estimated by the other two models.

<Insert Table 3 here>
In the first year after the training, the ATE parameter is negative for both Swedish- and foreign-born people, suggesting a negative effect of training for a randomly chosen individual from the population. This estimate is in accordance with the literature on Swedish data that primarily reports either negative or non-significant effects from training.\textsuperscript{15} This is not of special concern, ATE being a hypothetical parameter that is of less interest from a policy point of view since publicly funded training is seldom aimed at the total population but at a selected group with problems finding jobs.

The TT parameter is of more interest, since the employment probability of the two states is adjusted by the probability of being treated. For Swedish-born, the TT parameter is positive and significant for the NF model, while it is not significant but yet positive for the DF model. The NoF model estimated a negative (almost zero) parameter that is not significant. For the foreign-born, the TT parameter is very small but not significant for any of the three models. In conclusion, one could say that the effect of training is zero or slightly positive for the Swedish-born.

The last effect, $\tau_T - MTE(\mu = 0)$, gives a measure for the sorting gain generated from the selection process. The marginal treatment effect estimated here represents the treatment effect for those on the margin of being selected into the training, as predicted by the model. The sorting gains are positive and significant for both Swedish- and foreign-born when controlling for unobserved heterogeneity. When the factor is assumed normal, the effect is larger for both groups. The sorting gain is larger for Swedish-born, with an almost double size compared to the foreign-born.

For both Swedish- and foreign groups, when no factor loading is included in the model, the estimates are not significant for any of the parameters, and they are very
close to zero. That the NoF model generates the same result for all parameters comes as no surprise since it does not account for potential selection bias. When no selection bias is present, ATE and TT effects are the same, which implies that the sorting gain should be zero.

Table 4 presents the estimates for the distributional treatment effects with respect to the treatment on the treated. We have three measures: 1) the share that gained from training (or positive effect); 2) the share that lost from training (or negative effect); and 3) the share with no effect at all.

<Insert Table 4 here>

The distributional assumptions used here seem to be of less importance for the estimated effects since they are very close to each other for both Swedish- and foreign-born. For the Swedish-born trainees, 21-25% gained from the training, while 18-19% lost from it, and 57-59% had no effect from training (which means that they either would have received a job without the training, or they would not have received a job in any case). For the foreign-born trainees, we have a similar situation, but with somewhat larger numbers for those who gained from training (24-27%) and those who lost from it (24-25%), and a lower number (50-51%) for those who had no effect from training.

Table 5 presents correlation measures that illustrate to what degrees observed and unobserved factors are associated with each other. For the Swedish-born, most correlation coefficients are significant. There are only the relations between the unobserved components of the treated and the untreated states, and between the unobserved components of the untreated and training states that are not significant. The component of the training state, on the other hand, is related to the unobservables of the selection equation. This confirms the presence of a sorting structure, which shows that
those most likely to gain from training go to training, as driven by components that the
analyst has no access to. Another interesting correlation is the one between the selection
and the treatment effect. The linear relationship between the observables only, is
stronger than their relationship when the unobservables are included.

<Insert Table 5 here>

For the foreign-born, the picture is somewhat different. The level and
significance of the correlation measures differ, and when using discrete factor
approximation, none are significant, even though the signs of the measures in most
cases are the same for the two models.

C. Other estimators in the literature

The mean treatment effects presented in the previous sections will now be compared to
our own matching estimations, using the same variable specification as in the factor
model, and to results from the previous literature. Our own estimations are based on
three different propensity-score matching estimators: two cross-sectional matching
estimators and a difference in difference matching estimator (see Heckman et al. 1997b,
1998a, and Heckman et al., 1998b).

The matching estimator is of special interest here since the identifying
assumption imposed requires that the outcomes are independent of the treatment choice
given the observed variables, which is the conditional independence assumption
restriction. This assumption is relaxed in the factor model by instead allowing for
unobserved heterogeneity, which is essential in explaining the selection. The matching
model estimator can therefore be seen as a special case of the one-factor model, where it
is assumed that the conditional independence assumption holds if an unobserved
random variable is included in the conditioning set (Aakvik et al., 1999). Using the method of matching, we estimate the ATE and TT parameters. When testing for significance of the matching estimates we use the usual variance formula for the variance of differences in means. A potential problem with this is that it ignores the components of the variance due to the estimation of scores. Asymptotically, the part due to the estimation of the scores goes away due to the faster convergence of the parametric propensity score model. Additionally, Heckman, Ichimura and Todd (1997) present Monte Carlo estimates that show that this component of the variance matters even for samples of moderate size. However, Eichler and Lechner (2001), who compared the simple estimator with the bootstrap, suggest that it can be ignored with samples in the 1000s. We follow the last study’s suggestion on this point since we use a sample of around 1000 individuals.

Table 6 presents the estimates together with simple mean differences in probabilities between the two outcome equations.

---

For the Swedish-born, the simple mean differences have very low values and none are significant for the three consecutive years. Furthermore, the size of the estimates is decaying over time. The matching estimators show the same picture, and are similar in size (around 3%).

For the foreign-born, the situation is slightly different. The simple mean differences are much larger than the estimates from the matching estimates, and the effect is growing from the first year to the second year. None of the three matching estimates is significant. The point estimates are lower than for the Swedish born, which also is the case for the factor model.
The overall conclusion is that vocational training has no effect on the employment probability when unobserved factors are left out. This picture is also partly confirmed by the previous studies of treatment effects of labor market training in Sweden during the 1990s, whose results tend to give a picture of initial negative effects moving towards zero effects (see Calmfors et al., 2002).

Larsson (2003) evaluated Swedish youth programs in 1992-1993 for individuals aged 20-24 using propensity score matching, and found negative and significant effects on the employment probability when measured one year after completed training. Okeke (2001) analyzed register and survey data on a stratified sub-sample of participants in labor market training using propensity score matching, and found a positive and significant effect on the employment probability six months after the completion of training. Richardson and van den Berg (2001) analyzed a 1% random sub-sample of all who become openly unemployed during the 1993-2000 period, using a bivariate duration model investigating the unemployment duration. They found a negative and significant effect that vanished within two months after the training ended. Sianesi (2002) analyzed adult individuals entitled to unemployment benefits who registered at employment offices for the first time in 1994. Using matching estimators, she found negative and significant effects on the employment rates up to 30 months, but no significant effects afterwards.

VI. Summary and conclusions

We estimated a one-factor model that allows for unobserved heterogeneity using the factor loading technique within the framework of full information maximum likelihood. The model was estimated with different distributional assumptions for the unobserved factor, in order to detect possible differences in the training effect due to the
distributional assumption of the factor. The structural model allowed us to estimate both
mean treatment effects and distributional treatment effects, focusing on those who
participated in training.

We investigated how the effect is distributed across the participants and explored
the relationship between selection into training and the employment probability. This
has been done for Swedish-born and for foreign-born separately, focusing on people
participating in a labor market program in Sweden during 1993-1994. The effect on
employment probability has been evaluated for the following year.

The treatment effect on employment probability for the Swedish-born is driven by
being a man, having a high school education, having children younger than 18, and a
heavy load of the unobserved factor. The predominant component is the loading factor,
which has a larger effect on the outcome than the other components. The ATE
parameter is negative for the first year after training, suggesting a negative effect from
training for a random chosen individual. The TT parameter is positive and indicates that
the participation in training increased the employment probability by around 7%. The
fact that TT>ATE indicates that the selection into training is positive. The distributional
parameter suggests that around 22% gained from training, while 20% were harmed by
it. The estimated values of the NF and the DF models are very similar for the marginal
effects, even though the factor loadings are non-significant in the outcome equations in
the NF model. The treatment parameters are much larger in absolute terms for the NF
model. However, the TT parameter is only significant for the NF model. Comparing the
distributional parameters, only small differences could be found. The sorting effect due
to unobservables is significant for both models, yet much larger for the NF model.
The treatment effect on the employment probability for the foreign-born is driven by factors such as having children younger than 18, and being from an Arab or an African country. The unobserved factor has a positive effect on the employment probability, but is significant only for the treated. The mean treatment parameters show a negative effect for the average treatment effect and no effect for the treatment on the treated; yet the sorting gain is positive and significant. The distributional treatment parameter shows that after the first year, around 26% gained from training, while 24% were harmed by it. The NF model generated larger effects than the DF model.

When comparing the NF and DF models, a clear distinction appears when comparing the estimates for the mean treatment parameters. The NF model tends to generate larger and slightly positive effects, while the DF model is closer to the matching estimates, i.e. small and non-significant. One should keep in mind that the non-parametric distribution of the DF model is approximated by just two mass-points, which was a number that the present data could handle. This limitation should be kept in mind when analyzing the results from the DF model.

Since we estimated a positive and significant effect of the sorting gain for both models, it is clear that the conditional independence assumption does not hold, which means that the matching estimates of this study are biased. This suggests that another estimator that is more robust to unobserved heterogeneity should be used, and therefore it proves that the one-factor model estimates of this study are preferred to the matching estimates.
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APPENDIX

A1 The construction of the treatment group
Given the available information, we selected individuals who fulfill the following criteria:

1) they completed one vocational training program during 1993-1994;
2) they did not participate in any program during 1991-1992 and 1995;
3) they were 20-60 years old at the time the program started. The age selection was done considering the following two aspects: 1) in general people are allowed to participate in a vocational training program if they are at least 20 years old; 2) we would like all individuals to be under the mandatory retirement age (65 years) in the last year (1997) of the analyzed period.

Applying these selection filters to Händel and merging this sample with the SWIP database, the size decreases to 1,099 persons: 534 Swedish-born and 565 foreign-born.

A2 The construction of the comparison group
Given the available information and the selection criteria for the treatment group, we construct a comparison group using the following filters:

1) they were unemployed at least 30 days in 1993 or at least 30 days in 1994. This filter was designed in a such way that there is a minimum unemployment spell during the training period (1993-1994) when people could qualify for starting a labor market program;
2) they did not participate in any vocational program during 1991-1995;
3) they were 20-60 years old at the time the program started.

After merging the sample of non-participants from Händel with the SWIP database, a sample of 12,327 persons was obtained: 5,776 Swedish-born and 6,551 foreign-born. The first filter was imposed in order to harmonize the unemployment behavior between the treated and the untreated. The objective was to form two groups with comparable unemployment characteristics.
Table A1 Mean values of the demographic characteristics, 1993

<table>
<thead>
<tr>
<th></th>
<th>Swedish-born</th>
<th></th>
<th>Foreign-born</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Treatment</td>
<td>Comparison</td>
<td>Treatment</td>
<td>Comparison</td>
</tr>
<tr>
<td></td>
<td>group n = 534</td>
<td>group n = 5776</td>
<td>group n = 565</td>
<td>group n = 6551</td>
</tr>
<tr>
<td>Women</td>
<td>0.45</td>
<td>0.49</td>
<td>0.43</td>
<td>0.46</td>
</tr>
<tr>
<td>Age</td>
<td>34.46</td>
<td>31.30</td>
<td>36.44</td>
<td>35.42</td>
</tr>
<tr>
<td></td>
<td>(10.2)</td>
<td>(9.86)</td>
<td>(9.55)</td>
<td>(9.09)</td>
</tr>
<tr>
<td>Age groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-25 years</td>
<td>0.21</td>
<td>0.38</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>26-45 years</td>
<td>0.61</td>
<td>0.49</td>
<td>0.67</td>
<td>0.68</td>
</tr>
<tr>
<td>46-55 years</td>
<td>0.17</td>
<td>0.13</td>
<td>0.19</td>
<td>0.17</td>
</tr>
<tr>
<td>Married</td>
<td>0.38</td>
<td>0.27</td>
<td>0.49</td>
<td>0.47</td>
</tr>
<tr>
<td>Municipality groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stockholm</td>
<td>0.11</td>
<td>0.16</td>
<td>0.18</td>
<td>0.32</td>
</tr>
<tr>
<td>Göteborg</td>
<td>0.08</td>
<td>0.09</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td>Malmö</td>
<td>0.06</td>
<td>0.06</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Other</td>
<td>0.75</td>
<td>0.69</td>
<td>0.62</td>
<td>0.47</td>
</tr>
<tr>
<td>Country of origin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nordic (excl. Sweden)</td>
<td>0.40</td>
<td>0.32</td>
<td>0.40</td>
<td>0.32</td>
</tr>
<tr>
<td>Western countries</td>
<td>0.09</td>
<td>0.07</td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>East Europe</td>
<td>0.12</td>
<td>0.08</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td>South Europe</td>
<td>0.07</td>
<td>0.09</td>
<td>0.07</td>
<td>0.09</td>
</tr>
<tr>
<td>Arab countries</td>
<td>0.13</td>
<td>0.18</td>
<td>0.13</td>
<td>0.18</td>
</tr>
<tr>
<td>Africa</td>
<td>0.10</td>
<td>0.13</td>
<td>0.10</td>
<td>0.13</td>
</tr>
<tr>
<td>Other</td>
<td>0.09</td>
<td>0.13</td>
<td>0.09</td>
<td>0.13</td>
</tr>
<tr>
<td>Years in Sweden</td>
<td>11.04</td>
<td>9.95</td>
<td>(7.30)</td>
<td>(7.00)</td>
</tr>
<tr>
<td></td>
<td>(6-10 years</td>
<td>&gt; 11 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.29</td>
<td>0.34</td>
<td>0.14</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>0.56</td>
<td>0.48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Standard deviations are reported within parentheses only for quantitative variables. The rest of the variables are all dummies (taking a value of 1 for the mentioned category, and 0 otherwise). This holds true for the next table as well.
Table A2 Education and unemployment characteristics

<table>
<thead>
<tr>
<th></th>
<th>Swedish-born Treatment group n = 534</th>
<th>Swedish-born Comparison group n = 5776</th>
<th>Foreign-born Treatment group n = 565</th>
<th>Foreign-born Comparison group n = 6551</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Years from last degree</strong></td>
<td>9.41 (10.78)</td>
<td>7.27 (10.01)</td>
<td>13.10 (18.02)</td>
<td>10.75 (15.68)</td>
</tr>
<tr>
<td><strong>Education groups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.23</td>
<td>0.21</td>
<td>0.28</td>
<td>0.40</td>
</tr>
<tr>
<td>Medium</td>
<td>0.64</td>
<td>0.57</td>
<td>0.54</td>
<td>0.41</td>
</tr>
<tr>
<td>High</td>
<td>0.13</td>
<td>0.22</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td><strong>Days of unemployment by year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>1.22 (12.05)</td>
<td>2.16 (19.79)</td>
<td>2.07 (20.62)</td>
<td>4.34 (28.30)</td>
</tr>
<tr>
<td>1991</td>
<td>33.94 (70.38)</td>
<td>37.57 (73.27)</td>
<td>43.07 (81.41)</td>
<td>43.93 (81.49)</td>
</tr>
<tr>
<td></td>
<td>121.42 (134.99)</td>
<td>103.81 (127.81)</td>
<td>135.49 (140.36)</td>
<td>107.92 (134.58)</td>
</tr>
<tr>
<td>1993</td>
<td>244.73 (131.06)</td>
<td>226.53 (112.46)</td>
<td>263.65 (125.95)</td>
<td>210.55 (136.41)</td>
</tr>
<tr>
<td>1994</td>
<td>261.59 (129.92)</td>
<td>253.48 (149.67)</td>
<td>286.43 (116.10)</td>
<td>219.35 (140.98)</td>
</tr>
<tr>
<td><strong>Share with employment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1995</td>
<td>0.73</td>
<td>0.70</td>
<td>0.54</td>
<td>0.51</td>
</tr>
<tr>
<td>1996</td>
<td>0.71</td>
<td>0.68</td>
<td>0.57</td>
<td>0.48</td>
</tr>
<tr>
<td>1997</td>
<td>0.72</td>
<td>0.71</td>
<td>0.57</td>
<td>0.48</td>
</tr>
<tr>
<td><strong>Municipal unemployment rate (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1991</td>
<td>7.49 (2.01)</td>
<td>7.11 (2.07)</td>
<td>7.13 (2.06)</td>
<td>6.76 (2.07)</td>
</tr>
<tr>
<td>1993</td>
<td>14.47 (2.43)</td>
<td>13.97 (2.55)</td>
<td>14.05 (2.49)</td>
<td>13.61 (2.58)</td>
</tr>
<tr>
<td>1995</td>
<td>15.88 (2.85)</td>
<td>15.26 (2.91)</td>
<td>15.35 (2.79)</td>
<td>14.86 (2.91)</td>
</tr>
</tbody>
</table>
Table 1 Parameter estimates for Swedish-born

<table>
<thead>
<tr>
<th>Parameter estimates for Swedish-born</th>
<th>NoF model</th>
<th>NF model</th>
<th>DF model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P.E.</td>
<td>S.E</td>
<td>M.E.</td>
</tr>
<tr>
<td>Employment equation-treated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Age</td>
<td>0.058</td>
<td>0.079</td>
<td>0.019</td>
</tr>
<tr>
<td>Woman</td>
<td>-0.245*</td>
<td>0.128</td>
<td>-0.082</td>
</tr>
<tr>
<td>Education (CG: lower)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td>0.388**</td>
<td>0.172</td>
<td>0.131</td>
</tr>
<tr>
<td>College</td>
<td>0.363</td>
<td>0.212</td>
<td>0.122</td>
</tr>
<tr>
<td>Children</td>
<td>0.433***</td>
<td>0.131</td>
<td>0.145</td>
</tr>
<tr>
<td>City region</td>
<td>0.072</td>
<td>0.171</td>
<td>0.024</td>
</tr>
<tr>
<td>Employment equation-untreated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Age</td>
<td>0.109</td>
<td>0.019</td>
<td>0.036</td>
</tr>
<tr>
<td>Woman</td>
<td>-0.056***</td>
<td>0.035</td>
<td>-0.018</td>
</tr>
<tr>
<td>Education (CG: lower)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td>0.285</td>
<td>0.045</td>
<td>0.094</td>
</tr>
<tr>
<td>College</td>
<td>0.338***</td>
<td>0.052</td>
<td>0.112</td>
</tr>
<tr>
<td>Children</td>
<td>0.223***</td>
<td>0.039</td>
<td>0.073</td>
</tr>
<tr>
<td>City region</td>
<td>-0.163***</td>
<td>0.036</td>
<td>-0.054</td>
</tr>
<tr>
<td>Selection equation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Age</td>
<td>-0.055</td>
<td>0.022</td>
<td>-0.008</td>
</tr>
<tr>
<td>Woman</td>
<td>-0.166***</td>
<td>0.046</td>
<td>-0.025</td>
</tr>
<tr>
<td>Education (CG: lower)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td>-0.121***</td>
<td>0.053</td>
<td>-0.018</td>
</tr>
<tr>
<td>College</td>
<td>-0.588***</td>
<td>0.087</td>
<td>-0.089</td>
</tr>
<tr>
<td>Children</td>
<td>0.112***</td>
<td>0.049</td>
<td>0.017</td>
</tr>
<tr>
<td>City region</td>
<td>-0.399***</td>
<td>0.057</td>
<td>-0.061</td>
</tr>
<tr>
<td>City region &amp; College</td>
<td>0.317***</td>
<td>0.125</td>
<td>0.048</td>
</tr>
<tr>
<td>Local unemployment</td>
<td>0.063***</td>
<td>0.006</td>
<td>0.009</td>
</tr>
<tr>
<td>a of mass-point $P_1$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LL model</td>
<td>-5734</td>
<td>-5741</td>
<td>-5692</td>
</tr>
<tr>
<td>LL constants</td>
<td>-8479</td>
<td>-8376</td>
<td>-8376</td>
</tr>
<tr>
<td>LL no factors</td>
<td>-5750</td>
<td>-5734</td>
<td>-5734</td>
</tr>
<tr>
<td>LR test for no factor</td>
<td>18</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>Pseudo $R^2$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AIC</td>
<td>5764</td>
<td>5716</td>
<td>5716</td>
</tr>
</tbody>
</table>

Notes: CG means comparison group; P.E. means parameter estimate; S.E. means standard error; and M.E. means marginal effect. The marginal effects are means and are defined as the analytical derivatives averaged over the unconditional distribution over X. The estimate is significant at the 1% (***) or 5% (**), or the 10% (*) level. The estimated coefficient $a$ reported in this table is used to compute the mass-point $P_1 = \exp(a)/(1-\exp(a))$. LL stands for Log likelihood. LR represents the likelihood ratio test that tests the model specification against the specification with no factor. AIC = $-LL + k$, where $k$ represents the number of estimated parameters. These notes also apply to Table 2.
### Table 2 Parameter estimates for foreign-born

<table>
<thead>
<tr>
<th>Country of origin (CG: Nordic)</th>
<th>Education (CG: lower)</th>
<th>Selection equation</th>
<th>Factors</th>
<th>Years since immigration (CG: &gt;10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Employment equation-treated</strong></td>
<td><strong>Factor</strong></td>
<td><strong>Age</strong></td>
<td><strong>Woman</strong></td>
<td><strong>0-5 years</strong></td>
</tr>
<tr>
<td><strong>Education (CG: lower)</strong></td>
<td><strong>High School</strong></td>
<td><strong>College</strong></td>
<td><strong>Has children</strong></td>
<td><strong>0-5 years</strong></td>
</tr>
<tr>
<td><strong>Education (CG: &gt;10)</strong></td>
<td><strong>Years since immigration</strong></td>
<td><strong>City region</strong></td>
<td><strong>Country of origin</strong></td>
<td><strong>Country of origin</strong></td>
</tr>
<tr>
<td><strong>Employment equation-untreated</strong></td>
<td><strong>Factor</strong></td>
<td><strong>Age</strong></td>
<td><strong>Woman</strong></td>
<td><strong>Education</strong></td>
</tr>
<tr>
<td><strong>Selection equation</strong></td>
<td><strong>Factor</strong></td>
<td><strong>Age</strong></td>
<td><strong>Woman</strong></td>
<td><strong>Country of origin</strong></td>
</tr>
</tbody>
</table>

#### Parameter Estimates

<table>
<thead>
<tr>
<th>Country of origin</th>
<th>Point Estimate</th>
<th>Standard Error</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>South Europe</td>
<td>-0.256 ***</td>
<td>0.086</td>
<td>-3.63</td>
<td>0.0001</td>
</tr>
<tr>
<td>West Europe</td>
<td>-0.287 ***</td>
<td>0.062</td>
<td>-4.66</td>
<td>0.0000</td>
</tr>
<tr>
<td>Africa</td>
<td>-0.327 ***</td>
<td>0.078</td>
<td>-4.24</td>
<td>0.0000</td>
</tr>
<tr>
<td>Other nations</td>
<td>-0.350 ***</td>
<td>0.077</td>
<td>-4.54</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

#### Other Notes
- *** p < 0.001
- ** p < 0.01
- * p < 0.05
- P for Peer Review

---

**Note:** Table includes parameter estimates for foreign-born individuals, categorized by country of origin, education level, and years since immigration. The table also includes selection equation factors and years since immigration for specific categories.
Table 3 Mean treatment parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>NoF</th>
<th>NF</th>
<th>DF</th>
<th>NoF</th>
<th>NF</th>
<th>DF</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATE</td>
<td>-0.0180</td>
<td>-0.139</td>
<td>-0.051</td>
<td>-0.002</td>
<td>-0.124</td>
<td>-0.007</td>
</tr>
<tr>
<td>TT</td>
<td>-0.0003</td>
<td>0.066</td>
<td>0.024</td>
<td>0.023</td>
<td>-0.009</td>
<td>0.034</td>
</tr>
<tr>
<td>TT–MTE((u=0))</td>
<td>0.0177</td>
<td>0.205</td>
<td>0.075</td>
<td>0.025</td>
<td>0.115</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Note: * indicates significance at the 10% level, and the standard errors used for the test of significance were determined using the delta method.

Table 4 Distributional treatment parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>No Factor</th>
<th>Normal Factor</th>
<th>Discrete Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive effect</td>
<td>0.201</td>
<td>0.248</td>
<td>0.217</td>
</tr>
<tr>
<td>No effect</td>
<td>0.598</td>
<td>0.570</td>
<td>0.590</td>
</tr>
<tr>
<td>Negative effect</td>
<td>0.201</td>
<td>0.182</td>
<td>0.193</td>
</tr>
</tbody>
</table>

Table 5 Correlation indices

<table>
<thead>
<tr>
<th>Correlations</th>
<th>No Factor</th>
<th>Normal Factor</th>
<th>Discrete Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corr[(Z_\beta D, X(\beta_1 - \beta_0))]</td>
<td>0.316</td>
<td>0.261</td>
<td>-0.035</td>
</tr>
<tr>
<td>Corr[(U_1, U_0)]</td>
<td>0.198</td>
<td>0.231</td>
<td>0.093</td>
</tr>
<tr>
<td>Corr[(Z_\beta D + U_1, X(\beta_1 - \beta_0) + (U_1 - U_0))]</td>
<td>0.200</td>
<td>0.230</td>
<td>0.086</td>
</tr>
<tr>
<td>Corr[(U_1, U_0)]</td>
<td>-0.023</td>
<td>-0.065</td>
<td>0.030</td>
</tr>
<tr>
<td>Corr[(U_1, U_0)]</td>
<td>-0.077</td>
<td>-0.092</td>
<td>0.051</td>
</tr>
<tr>
<td>Corr[(U_2, U_1)]</td>
<td>0.203</td>
<td>0.239</td>
<td>0.175</td>
</tr>
</tbody>
</table>

Note: * indicates that the estimate is significant at the 10% level.

Table 6 Parameter estimates from the matching models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Swedish-born</th>
<th>Foreign-born</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean difference 1995</td>
<td>2.68</td>
<td>2.65</td>
</tr>
<tr>
<td>Mean difference 1996</td>
<td>1.95</td>
<td>8.90*</td>
</tr>
<tr>
<td>Mean difference 1997</td>
<td>-0.29</td>
<td>8.13*</td>
</tr>
<tr>
<td>Cross-sectional matching ATE</td>
<td>1.53</td>
<td>0.19</td>
</tr>
<tr>
<td>Cross-sectional matching TT</td>
<td>2.99</td>
<td>-0.18</td>
</tr>
<tr>
<td>Diff-in-Diff matching TT</td>
<td>3.18</td>
<td>-1.41</td>
</tr>
</tbody>
</table>

Note: * indicates that the estimate is significant at the 10% level.
Notes

1 We present the structure and rules of the system valid during 1993-1994, the period analyzed by this study.

2 Eriksson (1997) carried out an informal telephone interview with Swedish officials, and found that during the contact between the unemployed and the administrator, ambition and motivation of the unemployed were important for recruitment to a training program. Åtgärdsundersökning (1998) interviewed individuals who participated in a program in 1997. This survey showed that 60% of the participants took the initiative to participate in the training program (i.e., by getting informed about different courses and programs from ring binders, billboards, and/or computer terminals available at the unemployment office).

3 As many unemployment spells are short, a reasonable strategy for officials at labor market offices is to concentrate training offers to people with longer unemployment spells and others who can be assumed to have difficulties being employed without such efforts. Okeke (2001) reports an average waiting time before starting a training program of three months.

4 When selecting into vocational training, two main decision-makers are involved, i.e. the program administrator and the unemployed. The equation should be seen as a measure for the combined effort of the two with respect to the involved variables, since several decisions easily may be represented by only one index.

5 We use Gauss-Hermite quadrature to evaluate the integrals in the model, using five evaluation points. Points and nodes are taken from Judd (1998).

6 The first mass-point is defined as \( P_1 = \exp(a)/(1 - \exp(a)) \), where “a” is estimated. In order to receive the mass-point, one has to apply the formula.

7 Note that ATE(\( X, Z \)) does not depend on \( Z \), so that ATE(\( X, Z \)) = ATE(\( X \)). We choose to include \( Z \) to emphasize that the estimated values of \( \beta_1, \beta_0, \rho_1, \) and \( \rho_0 \) depend on \( Z \), because the selection equation is estimated jointly with the two outcome equations.

8 \[ dF(\xi \mid D = 1, X, Z) = dF(\xi \mid D = 1, Z). \] By Bayes’ rule, \[ dF(\xi \mid D = 1, X, Z) = \Phi(Z\beta_D + \rho_D\xi)/\Phi(Z\beta_D/\sigma_D) \] \( \), which is used in (6).

9 See Heckman (1997), Heckman and Smith (1998), and Heckman et al. (2000).
Assume that an individual has a wage rate of 50 SEK per hour. With an annual income of 40,000 SEK, he or she would be working 800 hours per year, which roughly corresponds to 5 months of full-time work. If instead the wage rate were 100 SEK per hour, the corresponding figure would be 2.5 months of full-time work. We believe that the true number of full-time equivalence lies somewhere in between these two numbers.

In May 2004, 100 SEK = 10.74 EUR.

Pseudo $R^2$ is a goodness of fit measure defined as $1 - 1/[1 + 2(\log L_1 - \log L_0)/N]$, with $N$ being the number of observations used in the estimation. The measure is based on a model estimated only with the factors of the models, because there are no ordinary constants included in the model.

The statistical significance refers to a significance level of 10% or better. This is applied throughout the paper, unless otherwise stated.

Non-trainees have lower values of $U_D$, which corresponds to a lower probability to participate in training. Since $\sigma_{0D}$ is negative, it follows that they have higher values of $U_0$, which corresponds to an increased employment probability compared to what the employment probability would have been if the selection were random.

Edin and Åslund (2001) describe the labor market situation in Sweden for foreign-born, and find that the immigrants as a group have a weak position in the labor market, especially since large groups came to Sweden as refugees during the 1990s.

See Calmfors et al. (2002) for a survey of the evaluation of active labor market programs in Sweden.

The matching estimator used in the study is the average nearest neighbor estimator, using one neighbor. When estimating the propensity score used in the matching procedure, we use a parametric probit. The choice of variables in the probit model is the same as in the factor model for comparability reasons. Both the balancing score and match of propensity distribution are fulfilled. More details with estimates and statistics about the matching procedure may be received from the authors on request.