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Abstract
It has long been suggested that investment may be time irreversible, and 
consideration of the option value of waiting to invest has aroused renewed interest 
in this issue. This paper tests for time irreversibility in UK investment according 
to disaggregation by type of investment expenditure and across manufacturing 
sector groupings. The test results reported indicate that the irreversibility of 
investment patterns varies not only from industry to industry but also according to 
the type of capital being purchased, with significant time irreversibility detected 
in gross fixed capital formation and aggregate vehicles expenditure, and industrial 
sector groupings comprising fuels & oil refining, engineering & vehicles, and 
textiles & leather. However, only in the first and last of these series is time 
irreversibility attributable to non-linearities in the underlying data generating 
process, and consistent with threshold effects which may be associated with (S,s) 
type models of investment dynamics.  
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I.  Introduction 

Interest in the possibility of economic time series displaying asymmetric behaviour over the 

course of the business cycle is long-standing (Mitchell 1927; Keynes 1936; Burns and 

Mitchell 1946), and this interest has been formalized statistically in more recent years with 

the development of a variety of procedures for the statistical testing of business cycle 

asymmetry (Neftci, 1984; DeLong and Summers, 1996; Sichel, 1993; McQueen and Thorley, 

1993; Ramsey and Rothman, 1996, Verbrugge, 1997; Hinich and Rothman, 1998; Psaradakis, 

2000).  Applications of these test procedures have been widespread and varied, and have 

included, for example, applications to international industrial production and other coincident 

business cycle indicator data (Speight, 1997; Adreano and Savio, 2002; Pieró, 2004), national 

macroeconomic data (Mills, 1995; Stanca, 1999; Cook, 2000; Bodman, 2001; Olekalns, 

2001), inflation data (Verbrugge, 2002) and consumers’ expenditure data in particular (Holly 

and Stannett, 1995; Speight and McMillan, 1997; Cook, 2000a. 2000b; 2000c).  In distinction 

from more general business cycle modelling, the latter applications are in part motivated by 

the well-recognized distinction in theoretical models between consumers’ expenditure and 

consumption as a service flow from a stock of goods and services, such that the purchase of 

durables may be more closely related to investment theory than consumption theory.  Indeed, 

theoretical models of investment asymmetry are well developed, based on the ‘option value 

of waiting to invest’ and the resulting ‘irreversible’ nature of investment under uncertainty 

(Pindyck, 1988; Dixit, 1992; Dixit and Pindyck, 1994; Abel and Eberly, 1996; 

Vandenbroucke, 1999).  As potentially the most volatile component of aggregate expenditure, 

and in view of the attendant consequences for simulation exercises and the policy 

implications of such asymmetries being incorporated into the sectoral relationships embodied 

in large scale macroeconometric models, it is therefore perhaps of some surprise that the 

Page 3 of 24

Editorial Office, Dept of Economics, Warwick University, Coventry CV4 7AL, UK

Submitted Manuscript

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer R
eview

2

potentially asymmetric, and specifically time-irreversible, properties of investment have not 

received closer scrutiny in the empirical literature.1

In view of the foregoing considerations, this paper provides an empirical examination 

of time irreversible asymmetry in UK investment data at the aggregate and disaggregated 

industry level through application of the time reversibility test introduced by Ramsey and 

Rothman (1996), which possesses appealing properties in the current context. In addition to 

characterizing the nature of asymmetric adjustment in investment, the test has the particular 

advantage of enabling discrimination between time reversibility which is driven by a non-

linear data generating process, in which case a non-linear model, possibly of threshold 

autoregressive form may be appropriate, and time reversibility which is instead driven by 

innovations drawn from a non-Gaussian probability distribution in the presence of a linear 

data generating process.  Further, the test has power in discriminating between certain classes 

of nonlinear model, in particular the bilinear extension of the linear ARIMA model and the 

threshold autoregressive model.   

The remainder of this paper is organised as follows. Section II provides an overview 

of the concept of the option value of waiting to invest and its implications for the lumpy and 

time irreversible nature of investment, and the associated potential for nonlinear dynamics of 

threshold form.  Section III describes the statistical concept of time reversibility and the 

associated test procedure for time irreversibility and its underlying form. The data to be 

examined are discussed in Section IV, while Section V reports the time irreversibility test 

 
1 Notable exceptions to this remark are provided by the work of Price (1995, 1996), who examines the 
consequences of aggregate uncertainty for capacity utilisation and investment, and demonstrates in particular the 
existence of asymmetric adjustment dynamics governing UK manufacturing sector investment in the context of 
a non-linear time series model exhibiting threshold effects. Relatedly, Sensier (2003) investigates the 
asymmetric properties and time-series behaviour of UK manufacturing inventories and production over the 
business cycle in the context of a model of asymmetric adjustment, as well as providing test statistics for the 
asymmetric properties of that data.  
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results in application to the aggregate and disaggregate UK investment series considered.  

Section VI summarizes the findings and conclusions of the paper.  

 

II.  Irreversible Investment  

Capital adjustment costs were first introduced into neoclassical investment theory by Eisner 

and Strotz (1963) in order to preclude the possibility of infinite rates of investment and, for 

simplicity, these adjustment costs were assumed to take a symmetric convex form.2 The 

incompatibility of such assumed adjustment costs with the patterns observed in investment 

data subsequently encouraged authors such as Rothschild (1971) to develop investment 

functions with linear piecewise or fixed adjustment cost components. The assumption of this 

type of adjustment cost results in firms only undertaking investments (disinvestments) when 

the desired capital stock is a certain level above (below) the actual capital stock. In extension 

of this approach, ‘(S,s)’ models such as those initially developed by Dixit (1991) and Abel 

and Eberly (1996, 1997) attempt to model the way firms operate in three regimes: invest, 

don’t invest, and divest.  

Why should capital adjustment costs include a fixed component?  One suggestion is 

that investment is at least partially irreversible. Thus, once made, a firm cannot immediately 

retrieve the whole cost of an investment. The explanations typically offered for this 

irreversibility of investment are that it is due either to investments being firm or industry 

specific, or firms facing a ‘lemon’s’ style problem when reselling capital (Akerlof 1970). 

Whilst the potential irreversibility of investment is not a new concept, with a number of 

authors having previously drawn attention to the difficulty firms face in reselling capital 

 
2 Lucas (1967), Gould (1968) and Mussa (1977) also provide important contributions to the subject of capital 
adjustment costs, particularly the separation of costs associated with capital good supply (external) and 
disruption costs to the firm (internal). It should also be noted that Eisner and Strotz recognized the potential 
inadequacy of symmetric costs, and appreciated that adjustment costs may indeed be asymmetric in practice. 
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equipment once acquired (see for example, Arrow 1968), the introduction of the ‘option 

value of waiting to invest’ from the finance literature has reinvigorated interest in this area of 

research (Bernanke, 1983; McDonald and Siegel, 1986; Dixit and Pindyck, 1994; Pindyck, 

1988). In particular, if investment is irreversible, there is a return to waiting. Hence, a firm 

will only invest if the value of an investment is at least equal to the value of waiting for 

further information or better investment opportunities to become available (the option value 

of waiting to invest at a later date).3

The empirical consequence of investment being irreversible should be that, rather than 

smoothing capital accumulation through time to move towards a new optimum level of 

capital (as would be the case under standard neo-classical theory), investment will instead be 

undertaken discretely in time, leading to spikes or ‘lumpiness’ in investment. More generally, 

the aggregate effect of firms making ‘lumpy’ investments under (S,s) rules at the 

microeconomic level will depend upon whether these investments are clustered in time or 

across industrial sectors.  If the factors that induce firms to invest are wholly idiosyncratic 

there is likely to be little affect upon the patterns of aggregate or industry investment (Bertola 

and Caballero, 1994; Caballero et al., 1995).4 However, if investment inducing shocks occur 

predominantly at the industry or aggregate level then the bunching of firms’ investment 
 
3 See, for example, Dixit and Pindyck (1994) for a review of this earlier literature, and Caballero and Pindyck 
(1996) for an examination of the effects of irreversible investment on total investment and firm entry in a 
competitive industry subject to both industry-wide and idiosyncratic uncertainty. Relatedly, Gale (1996) has 
demonstrated that where the profitability of investment is dependent on the level of economic activity, the 
resulting incentive to delay investment in a recession may deepen the recession and lengthen the period of 
economic recovery. Abel and Eberly (1997) have shown that irreversible investment in the presence of convex 
costs leads to regions of behaviour in which investment in a homogeneous good is not responsive to Tobin’s q,
and other regions where it is.  For extensions and empirical studies of the nonlinear relationship of investment 
to q, including regions of insensitivity, see for example Barnett and Sakellaris (1998) and Corrado et al. (2001). 
On the consequences of irreversible investment and idiosyncratic uncertainty for differences in firms’ capital 
stocks and the aggregate capital stock in a dynamic general equilibrium setting model, see Jamet (2004). For a 
recent application of the real options methodology in the context of the valuation of agricultural investment 
decisions, see Tzouramani and Mattas (2004). 
4 In particular, Bertola and Caballero (1994) and Caballero et al. (1995) show that under certain distributional 
assumptions, and in the presence of a large amount of idiosyncratic microeconomic uncertainty in particular, 
there is likely to be little synchronisation at the aggregate level but the history of accumulated past shocks can 
nevertheless greatly affect the elasticity of investment response to future shocks.   
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spikes is likely to produce much more pronounced peaks in the industry or aggregate 

investment pattern (Cooper et al., 1999).5 Alternatively, where firms face stochastic fixed 

adjustment costs, the typically sharp (S,s) rules are replaced a probability of adjustment 

(adjustment hazard) that responds smoothly to the firms’ capacity gap, but yields nonlinear 

aggregate investment dynamics (Caballero and Engel, 1999).6 These considerations suggest 

that one way to empirically assess microeconomic investment irreversibility and its aggregate 

consequences is to test for the presence of time irreversibility in investment patterns at 

various levels of industrial sector aggregation, and in the aggregation of particular types of 

investment good expenditures.7

Moreover, the lumpiness of firms’ investment patterns under the assumption of 

irreversible investment, as implied by (S,s) models, implies that some form of threshold 

model may be most appropriate for modelling investment. The most obvious class of time 

series model that would readily accommodate such behaviour in the modelling and 

forecasting of aggregate and industry level investment are of threshold autoregressive form, 

including threshold autoregressive (TAR), self-exciting threshold autoregressive (SETAR) 

and smooth transition autoregressive (STAR) models. However, the adoption of one or more 

of these non-linear models instead of some linear alternative may first depend on whether the 

 
5 For an interesting recent applied analysis of the within-industry coordination problem and strategic behaviour 
implications that may arise as the result of such lumpy investment patterns in the context of the British brick 
industry, see  Wood (2005). 
6 More specifically, and in some parallel with option value of waiting approach, Caballero and Engel (1999) 
explain investment delays as the strategic response of firms’ to heterogeneous adjustment hazards which have 
the capacity to either magnify or dampen the response of investment to an aggregate shock, depending on the 
shock size. The presence of such adjustment hazards implies asymmetry due to nonlinearity in aggregate 
investment, consistent with threshold effects, in that there are occasional sharp responses of investment to 
current or cumulative shocks.  
7 In the pursuit of evidence for such behaviour, Doms and Dunne (1998), for example, examine plant level 
investments in US manufacturing over the period 1973-1988 and find the distribution of investment rates to be 
symptomatic of irreversible investment, in that very few firms exhibit negative gross investment rates, whilst 
many firms group the majority of their investment in just three years of the sample period covered. The same 
study also found there to be a correlation between the number of investment spikes and the aggregate investment 
rate. In an interesting cliometric application of the Doms and Dunne methodology, Süssmuth (2003) similarly 
reports evidence of lumpiness and asymmetry as defining characteristics of German firm level capital 
adjustment patterns for the period 1880-1913. 
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investment time series in question are empirically time reversible or not, which remains an 

open empirical question.8

III. Time Irreversibility 

A dynamic stationary system is said to be time reversible if it is possible to substitute –t for t

into the equation describing motion and leave the solution invariant, while the converse is 

true for a time irreversible system.9, 10 More formally, Ramsey and Rothman (1996) define 

the zero mean stationary time series }{ tX as being time reversible if, the vectors 

( )
nttt XXX ,,,

21
K and ( )mtmtmt n

XXX +−+−+− ,,,
21

K have the same joint probability 

distributions for every positive integer n, every Rttt n ∈,...,, 21 , and all Nm∈ . In the 

presence of stationarity, the vectors ( )
nttt XXX ,,,

21
K and ( )

11
,,, ttt XXX

nn
K

−
will also have 

the same joint probability distributions, which are assumed to be uniquely characterized by 

the respective sequence of moments and cross moments, such that time reversibility holds 

only if [ ] [ ]i
kt

j
t

j
kt

i
t XXEXXE −− ⋅=⋅ for all Nkji ∈,, . The existence of a lag k for which these 

two moments are not equal provides a sufficient though not necessary condition for time 

 
8 For further discussion of threshold models see Tong (1990). 
9 Ramsey and Rothman (1996) offer the time path of a round projectile in (windless) flight as an intuitive 
example of a time reversible process, and the dispersal of ink in water as an intuitive example of a time 
irreversible process. Investment aside, the diffusion of technology provides an obvious further example of a 
time irreversible economic process. 
10 In relation to the extensive empirical literature concerned with testing for asymmetries in economic time 
series, time irreversibility therefore captures those measures of asymmetry that are ‘longitudinal’, whilst purely 
‘transversal’ asymmetries are time reversible; in particular, longitudinal ‘steepness’ asymmetry is time 
irreversible, while transversal ‘deepness’ asymmetry is time reversible. These alternative definitions refer to 
differing speeds of adjustment in expansions and contractions; for example, the business cycle has long been 
thought to be characterised by steeper recessions and longer more gentle expansions. A particular advantage 
following from the representation of asymmetries in terms of time irreversibility, as noted in Section I, is that 
the formulation in terms of time irreversibility lends itself to a discriminating test between circumstances where 
the process innovations are asymmetric but the impulse transmission mechanism is linear, and circumstances 
where innovations are symmetric and the impulse transmission mechanism is nonlinear. In contrast, the 
representation of asymmetries in terms of ‘steepness’ associated with the properties of the third moment of a 
series distribution does not permit such discrimination. See Mittnik and Niu (1994) and Psaradakis (2000) for 
further discussion of a number of commonly employed tests of asymmetry. 
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irreversibility, prompting Ramsey and Rothman to propose the a test procedure based on 

consideration of the difference between the symmetric bicovariances for a zero-mean 

stationary process: 

 

(1)  ( ) [ ] [ ]i
kt

j
t

j
kt

i
tji XXEXXEk −− ⋅−⋅=,γ

such that }{ tX is time reversible if ( ) 0, =kjiγ for all Nkji ∈,, . Given that the comparison 

of all bicovariances for a time series is impractical, a process is said to be time reversible to 

order m and degree K if ( ) 0, =kjiγ under the limits ( ) mji ≤+ and Kk ≤ .11 The test 

statistics introduced by Ramsey and Rothman (1996) to test for time irreversibility are based 

on a method of moments sample estimator of the symmetric-bicovariance function in (1):  

 

(2)  ( ) ( ) ( )kBkBk 2,11,21,2
ˆˆˆ −=γ

where  ( ) ( ) ∑
+=

−
− ⋅−=

T

Kt
ktt XXkTkB

1

21
1,2

ˆ , ( ) ( ) ∑
+=

−
−−=

T

Kt
ktt XXkTkB

1

21
2,1

ˆ and T denotes sample 

size.  Standardizing by the small sample variance of ( )k1,2γ̂ then yields the ( )kTR statistic for 

a given lag order, k, as: 

 

(3)  ( ) ( ) [ ])(ˆ/ˆ 2,12,1 kVarkkTR γγ=

11 Ramsey and Rothman (1996) suggest that the appropriate values for m and K that should be selected in 
practice are 3=m and 5=K . The choice of order 3, and similarly degree 5, arguably provides the best 
compromise value for identifying time reversibility given the degrees of freedom typically available for 
economic time series.  
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If }{ tX is a stationary sequence of zero mean independently and identically distributed (i.i.d.)

random variables then the exact small sample variance of ( )k1,2γ̂ is given by 

( )[ ] ( ) ( ) ( ) ( )23
2

2
3242,1 /22/2ˆVar kTkTkTk −−−−−= µµµµγ where [ ]2

2 tXE=µ , [ ]3
3 tXE=µ

and [ ]4
4 tXE=µ are replaced by their sample counterparts.12 However, this result does not 

hold where }{ tX is serially correlated, as is the case for the data under consideration here, 

and we therefore follow the recommendations of Ramsey and Rothman (1996) and Rothman 

(1997) in performing computation of the test statistic’s empirical variance by means of Monte 

Carlo simulation of the hypothetical linear model which generated the data.13 

Under the null hypothesis of time reversibility the expected value of ( )k1,2γ̂ is zero 

and, under certain mixing conditions ( )kTR is asymptotically distributed as )1,0(N ,

permitting straightforward calculation of probability values associated with rejection of the 

null.14 However, in order to account for possible interdependence among the test statistics for 

different values of k, we follow Ramsey and Rothman (1996) and Rothman (1997) in 

reporting a portmanteau version of the TR test statistic based on the largest absolute value 

among individual TR test statistics calculated for Kk ,...,2,1= , which we denote by TR(k*), 

 
12 For further details, see Theorem 2 of Ramsey and Rothman (1996), and for a frequency domain variant of 
the TR test statistic based upon the bispectrum, see Hinich and Rothman (1998).   
13 Under this latter approach an estimate of the variance of the variance of ( )k1,2γ̂ is calculated by fitting a 
linear autoregressive (AR) model to the data, obtaining an estimate of the innovations variance, and then 
simulating a series using the estimated AR coefficients and generating a Gaussian error process with zero mean 
and variance equal to that estimated in the preceding stage.  Values of ( )k1,2γ̂ are calculated for each such 
replication for N replications, where N=100, permitting straightforward computation of the estimated variance 
using the replicated values for ( )k1,2γ̂ . If the process is truly linear Gaussian, and time reversible, this is an 
exact simulation procedure. If the series is truly nonlinear (Type I time irreversible), the linear model constitutes 
a local approximation to the unknown nonlinear model, but the procedure should nonetheless provide 
asymptotically unbiased estimates of the variance of ( )k1,2γ̂ in the presence of uncorrelated innovations. 
14 Note that it is a requirement of the TR test statistic that the data possess a finite sixth moment. Chen et al. 
(2000) have proposed an alternative to the TR test statistic which does not have any moment restrictions. 
However, as Chen et al. note, their test is not directly applicable to model residuals because it is a test of 
unconditional symmetry, and cannot therefore be used in order to discriminate between Type I and Type II time 
irreversibility.    
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together with the associated probability of rejecting the null of time reversibility for that 

value of k, denoted by p(TR(k*)).   

Where statistically significant time irreversibility is identified by the portmanteau 

version of the TR test it may be due to one of two causes. The underlying data generating 

process may be non-linear even though it has symmetric innovations or, alternatively, a linear 

model may possess innovations which are drawn from a non-Gaussian probability 

distribution. The existence of time irreversibility due to the underlying conditional mean 

model being non-linear is referred to as Type I irreversibility, whilst time irreversibility due 

to the presence of non-Gaussian innovations in the context of a linear model is described as 

Type II irreversibility.  Both these forms of time irreversibility will lead to rejections of the 

null of time reversibility for the TR-test applied to the raw stationary data.  

The test procedure advocated by Ramsey and Rothman (1996) permits discrimination 

between the Type I and II alternatives based on a further application of the test to the 

residuals of a linear model fitted to the raw data.  If the rejection of the null in the raw data is 

due to Type I irreversibility (a non-linear model with symmetrically distributed innovations) 

then the approximation using the linear model should generate residuals which, when the TR-

test is applied to those residuals, will reject the null of time reversibility symmetry with 

probability greater than the power of the test. 15 If, on the other hand, the rejection of the null 

is due to Type II time irreversibility (a linear model with non-Gaussian innovations) the 

underlying innovations are i.i.d. and the approximation using the linear model will produce 

residuals that should be (approximately) time reversible. Thus, under Type I time 

irreversibility the TR-test applied to the linear model residuals should lead to rejections of the 

 
15 Note that whilst Type I time irreversibility implies nonlinearity, the converse is not necessarily true, since 
there exist stationary nonlinear processes that are time reversible (e.g. Lewis, McKenzie and Hugus, 1989). The 
TR  test cannot therefore be considered as equivalent to a test for nonlinearity of unknown form.  
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null of time reversibility, whilst Type II time irreversibility should not. 16 To clarify these 

differing uses of the TR-test, and to facilitate tabulation of our results, we denote the TR test 

resulting from application to the raw data as TR1, and we denote the TR test resulting from 

application to the approximated linear model residuals by TR2.

In relation to tests of asymmetric behaviour,  it is of particular interest that simulation 

results noted by Ramsey and Rothman indicate that where the values obtained for ( )k1,2γ̂ , for 

low values of k are positive, steepness asymmetry in the form of long slow expansions and 

short steep declines is evident, whilst where such initial values are negative the asymmetry 

takes the form of fast sharp expansions and longer gradual declines.  Further, Rothman (1990, 

1998) demonstrates by Monte Carlo simulation that where Type I irreversibility is identified, 

the appropriate class of non-linear model to represent the time series can be determined from 

the pattern of significant TR statistics generated by the TR2 test. Specifically, if the TR2 

statistics are found to decline exponentially with k this is indicative of non-linear models of 

the bilinear (BL) class.  However, where the underlying nonlinear model is of threshold form, 

as is our a priori expectation as discussed in Section I, and of the self exciting threshold 

autoregressive (SETAR) form in particular, TR2 tests will produce a large significant statistic 

for k=1 but further statistics will fall immediately near to zero for values of k>1.17 

IV. Data 

In an effort to ascertain whether time irreversibility is more closely associated with certain 

disaggregated categories of investment expenditure or with certain industrial groupings, two 

 
16 For more detailed discussion of this test procedure and its rationale, see Ramsey and Rothman (1996). On the 
uses and possible limitations of the TR test statistic as a guide to model specification tool in application to 
nonlinear conditional mean and conditional variance model residuals, see Rothman (1999) and Belaire-Franch 
and Contreras (2002, 2003, 2004). 
17 Note that whilst Type I time irreversibility implies nonlinearity, the converse is not necessarily true, since 
there exist stationary nonlinear processes that are time reversible (e.g. Lewis, McKenzie and Hugus, 1989). The 
TR  test cannot therefore be considered as equivalent to a test for nonlinearity of unknown form.  

Page 12 of 24

Editorial Office, Dept of Economics, Warwick University, Coventry CV4 7AL, UK

Submitted Manuscript

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer R
eview

11

sets of investment data are considered here. The first comprises Office for National Statistics 

(ONS) National Accounts data for aggregate investment across three investment good 

categories: new building work; expenditure upon vehicles; and other investment. These series 

cover investment made by all sectors of the UK economy not just the manufacturing sector, 

and the last of these three categories includes much investment that is often referred to as 

plant and equipment investment. Two additional categories are also included: total business 

investment (the combined total of these three investment good categories), and gross fixed 

capital expenditure.18 The National Accounts data for these investment series aggregated by 

expenditure type is quarterly, seasonally adjusted, expressed in constant 2001 £million prices, 

and runs from 1966:1-2004:2.19 

The second group of investment series analyzed are ONS First Release investment 

series for industry groups.  The seven industry groups considered are: fuels; metals; 

chemicals; engineering; food; textiles; and other manufacturing.  Table 1 shows industrial 

compositions of these industry groups by two-digit standard industrial classification (SIC) 

codes. This data is also quarterly, seasonally adjusted and expressed in constant 2001 

£million prices,  but covers the shorter available sample period 1979:1-2004:2.20 

Whilst non-stationarity due to drift is a pervasive feature of economic time series, and 

would lead them to necessarily exhibit time irreversibility, the essential question is whether 

the drift-free stationary components of those process are time reversible. Thus, as emphasized 

in Section II, the series being tested must be stationary in order for the TR test not to give 

misleading results, and we therefore employ logarithmic first differences of all series in the 

 
18 Whilst the first four of these investment series are net of disposals of capital, gross fixed capital expenditure 
refers only to acquisitions.  
19 ONS series codes (www.statistics.gov.uk): New Building Work (IMKQ); Vehicle Expenditure (IMWB); 
Other Capital Expenditure (INHM); Total Business Investment (INLN); Gross Fixed Capital Formation (INLN). 
20 ONS series codes (www.statistics.gov.uk): Solid and Nuclear Fuels, Oil Refining (INKZ) ; Metals and Metal 
Goods (INLC); Chemicals and Man Made Fibres (INLA); Engineering and Vehicles (INKQ); Food, Drink and 
Tobacco (INKV); Textiles Clothing, Leather and Footware (INKW); Other Manufacturing (JZKM). 
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test results which follow.21 

V. Empirical Results 

Tables 2 and 3 present the results obtained from the application of the TR1 and TR2 tests 

discussed in Section II to the stationary transformations of the various investment data series 

described in Section III.22 More specifically, Table 2 presents the results of TR1 and TR2 

tests for time irreversibility to order m=3 and degree K =5 applied to the investment series 

disaggregated by expenditure type, including the standardised test statistics TR(k) for 

5,...,2,1=k , and the portmanteau version of the TR test statistic based on the probability of 

rejecting the null of time reversibility for the largest absolute value among individual TR test 

statistics, denoted by p(TR(k*)).  Corresponding results for investment disaggregated by 

broad industrial sector grouping are similarly presented in Table 3. 

 It is immediately apparent from the TR1 test results reported in Panel A of Table 2 

that highly significant time irreversibility is present in vehicles expenditure whilst new 

building work and other capital expenditure are time reversible.  However, the aggregate of 

these three expenditure types, total business investment, is time reversible. In contrast,  

aggregated gross fixed capital formation is time irreversible.  What do these results mean for 

the patterns observed in the series through the business cycle? The sign of the initial TR1 test 
 
21 Whilst not reported here in full, the appropriateness of this transformation is confirmed by the results of 
Phillips-Perron test statistics which are unable to reject the presence of a unit root in the logarithmically 
transformed data but are able reject a unit root in the first difference of logarithms, for all the investment series 
considered. These inferences are also robust to variation in the test equation specification concerning inclusion 
or exclusion of a trend, constant or both, for the logarithmic data and the differenced logarithmic data. Full 
details of these unit root test results are available on request from the authors.    
22 Recall from the discussion in Section II that an appropriate linear specification is necessary in order for the 
significance of the standardized test statistic results to be calculated and the alternative hypothesis of time 
irreversibility to be tested against the null of time reversibility, as well as in discriminating between Type I and 
Type II time-irreversibility.  In particular, the results reported employ an estimate of the variance of ( )k1,2γ̂
calculated by Monte Carlo simulation using a a linear autoregressive AR(p) model fitted to the data of order p
determined by reference to the Akaike Information Criterion (AIC). Alternative results based on application of 
the Schwarz (Bayesian) Information Criterion (BIC) which provide qualitatively equivalent results are omitted 
here in the interest of conserving space, but are available from the authors on request.  
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statistic is found to be negative for vehicles expenditure which (assuming the investment 

series are pro-cyclical) would suggest that vehicles expenditure follows a fast up and slow 

down pattern, whilst the positive sign associated with initial test values for gross fixed capital 

formation implies a slow up but fast down pattern over the business cycle. The pattern 

exhibited by vehicles expenditure is therefore most similar to that expected due to irreversible 

investment whereby firms make ‘lumpy’ investments, whilst that displayed by fixed capital 

expenditure is the more akin to the widely perceived asymmetry of the business cycle in 

general.  On the basis of the TR2 test results in Panel B of Table 2 the time irreversibility 

detected in vehicle expenditure is of Type II form (implying an underlying linear model with 

non-Gaussian distributed innovations) whilst for gross fixed capital formation the time 

irreversibility is of Type I form (implying an underlying non-linear model with symmetrically 

distributed innovations).  From the discussion in Section I, a possible causes of Type I time 

irreversible investment is the lemons’ problem, which is likely to be a particularly acute issue 

in relation to vehicles. In contrast, it is of particular note that the pattern of TR2 test statistics 

for gross fixed capital formation, which imply an underlying nonlinear time series structure, 

are broadly indicative of some form of threshold process, and consistent with (S,s) type 

models of investment behaviour (Rothman, 1999).   

The test results for investment broken down by industry groupings in Table 3 indicate 

significant time irreversibility on the basis of TR1 test results for three groupings, fuels & oil 

refining, engineering & vehicles, and textiles & leather, whilst the remaining industry groups 

exhibit time reversible investment patterns (metals & metal goods; chemicals & man made 

fibres; food, drink & tobacco; and other manufacturing).  The oil industry in particular has 

been used previously as an example of an industry strongly affected by irreversible 

investment (Paddock 1988), so the finding of  time irreversibility for the fuels industry sector 
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is not entirely unexpected.23 The patterns of investment suggested by the results displayed in 

Table 3 Panel A for the three industry groups with significant time irreversibility results 

suggest that for both engineering & vehicles and textiles & leather investment follows the 

slow up fast down dynamic widely accepted as characterising the business cycle. The 

implications are less clear for fuels & oil refining where the alternating TR1 test statistic signs 

for k=1, 2  suggests that this may be the only industry grouping with at least the potential for 

a fast up slow down pattern, as might be expected with irreversible investment, though the 

presence or absence of this property in this series cannot be definitively asserted by the test 

values reported.  On the basis of the TR2 test results in Panel B of Table 3, Type I time 

irreversibility is found only for the textiles & leather industry grouping, with Type II time 

irreversibility present in the fuels & oil refining, and engineering & vehicles industry groups. 

As with the earlier results for capital formation, the TR2 test results for textiles & leather 

show that the largest TR statistic is found for k=1 with mostly much reduced statistics for k>1 

implying that a threshold (S,s) process may provide an appropriate time series model to 

describe the investment dynamics of this industry grouping, but the sizable TR2 test statistic 

for k=4 suggests that the most appropriate non-linear representation for this series may not be 

of specifically SETAR form.  

 

VI. Conclusion 

It has long been suggested that investment may be time irreversible in the presence of a fixed 

capital adjustment cost component, due to capital being specific to a particular industry or 

firms’ facing a lemons’-type problem in attempting to resell capital, and these rationales have 

been supplemented more recently by the introduction of the ‘option value’ of waiting to 
 
23 Indeed, along with other industries based in the primary sector such as mining (Brennan and Schwartz, 1985) 
and forestry (Morck et al., 1989), where natural resources lend themselves easily to the explanation of the option 
value of an investment, the oil industry provides one of the ‘benchmark’ examples of irreversible investment.  
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invest.  However, depending on whether the dynamics governing firm investment decisions 

and shocks to the firms operating environment are common to an industry (or the 

macroeconomy) or wholly idiosyncratic, such irreversibilities may or may not be manifest in 

aggregate investment data.  This paper has therefore sought to assess the empirical evidence 

for time irreversibility in UK investment not only at the aggregate level but according to 

disaggregation by type of investment expenditure as well as by disaggregation across 

manufacturing sector groupings, using the time reversibility test methodology of Ramsey and 

Rothman (1986) and Rothman (1997, 1999). The test statistics reported provide evidence of 

statistically significant time irreversibility in aggregate gross fixed capital formation, 

aggregate vehicle expenditure, and the industrial sector groupings covering fuels & oil 

refining, engineering & vehicles, and textiles & leather.  These findings suggest that the 

irreversibility of investment patterns varies not only from industry to industry but also 

according to the type of capital being purchased.  However, with the exception of gross fixed 

capital formation (and possibly the textiles & leather sector grouping), such time 

irreversibility is mostly attributable to non-linearities in the shocks to the processes governing 

such investments rather than non-linearities in the underlying data generating process 

associated with threshold effects consistent with (S,s) type models of investment, with 

attendant implications for the time series modelling of such processes.  In particular, such 

findings are consistent with the generalized (S,s) theoretical framework developed by 

Caballero and Engel (1999).  However, it remains possible that the levels of disaggregation 

entertained here are insufficient to fully reveal the consequences of the irreversible and 

potentially non-linear nature of investment at firm or plant level, and further analyses might 

usefully extend our results by considering data at finer levels of disaggregation by sector and 

expenditure type, and in their combination, data availability permitting.   
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Table 1
Industrial Sector Composition by Standard Industrial Classification (SIC) 2-Digit Code

Sector Name (and ONS Code) 2-digit SIC(92) Industries contained within sector

Solid and Nuclear Fuels, Oil Refining (INKZ) 23: Manufacture of coke, refined petroleum products and nuclear fuels
Metals and Metal Goods (INLC) 27: Manufacture of basic metals

28: Manufacture of fabricated metal products, except machinery and equipment
Chemicals and Man Made Fibres (INLA) 24: Manufacture of chemicals, chemical products and man-made fibres
Engineering and Vehicles (INKQ) 29: Manufacture of machinery and equipment not elsewhere classified

30: Manufacture of office machinery and computers
31: Manufacture of electrical machinery and apparatus not elsewhere classified
32: Manufacture of radio, television and communication equipment and apparatus
33: Manufacture of medical, precision and optical instruments, watches and clocks
34: Manufacture of motor vehicles, trailers and semi-trailers
35: Manufacture of other transport equipment

Food, Drink and Tobacco (INKV) 15: Manufacture of food products and beverages
16: Manufacture of tobacco products

Textiles, Clothing, Leather and Footwear (INKW) 17: Manufacture of textiles
18: Manufacture of wearing apparel; dressing and dyeing of fur
19: Manufacture of leather and leather products

Other Manufacturing (JZKM) 20: Manufacture of wood and wood products
21: Manufacture of pulp, paper and paper products
22: Publishing, printing and reproduction of recorded media
25: Manufacture of rubber and plastic products
26: Manufacture of other non-metallic mineral products
36: Manufacture of furniture; manufacturing not elsewhere classified
37: Recycling

Source: Report on Census of Production – Summary Volume PA1002 (2000)
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Table 2
Time Irreversibility Test Results for Investment Data Disaggregated by Expenditure Type

TR(k)
k=1 k=2 k=3 k=4 k=5 p(TR(k*))

A: TR1 Time Irreversibility Test Results
New Building Work -1.4753 -1.3398 2.0841 1.0973 -2.0120 0.1380
Vehicle Expenditure -3.3174 0.2420 0.0853 -3.1048 -0.4162 0.0060*
Other Capital Expenditure -0.5305 -0.0965 -1.2424 2.2078 -0.4474 0.1290
Total Business Investment -1.0487 -0.0690 -0.2170 0.8467 0.7844 0.7560
Gross Fixed Capital Formation 3.0892 -0.5462 0.6849 1.6535 -1.6465 0.0170*

B: TR2 Time Irreversibility Test Results
New Building Work 0.1331 -0.5145 -0.7437 1.3344 0.4168 0.6520
Vehicle Expenditure -1.2675 -1.6807 -0.1882 -1.0035 -0.1335 0.4120
Other Capital Expenditure -0.5202 -0.0571 -1.2698 2.5412 -0.3935 0.0600
Total Business Investment -1.7372 -0.4905 -0.7025 1.0456 1.0495 0.3880
Gross Fixed Capital Formation 3.5874 0.5365 0.0482 0.9752 -0.7617 0.0040*

Notes: TR1 refers to the time reversibility standardized TR(k) test statistic of Ramsey and Rothman (1996) applied to the stationarity adjusted logarithmic data
for k=1,…,5 under the null hypothesis of time reversibility. TR2 refers to the portmanteau version of the standardized time reversibility test statistic applied to
the residuals of an AR model of order determined by the AIC criterion as a discriminating test between Type I and Type II time irreversibility under the null of
time reversibility in those residuals. In both cases p(TR(k*)) refers to the p-value for rejection of the null associated with the portmanteau version of the test
based on the largest absolute value of the standardized test statistics (indicated in italics). An asterisk denotes portmanteau test significance at the 5% level.
Where only significant TR1 portmanteau test significance holds Type II time irreversibility is indicated (implying an underlying linear model with non-
Gaussian innovations), where both TR1 and TR2 portmanteau test significance holds Type I time irreversibility is indicated (implying an underlying non-linear
model with symmetrically distributed innovations), and where neither statistic is significant the process is fully time reversible (and linear). For further details,
see Section II and Ramsey and Rothman (1996).
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Table 3
Time Irreversibility Test Results for Investment Data Disaggregated by Industry Group

TR (k)
k=1 k=2 k=3 k=4 k=5 p(TR(k*))

A: TR1 Time Irreversibility Test Results
Solid and Nuclear Fuels, Oil Refining 0.5480 -0.7092 0.3256 1.1078 -3.0013 0.0180*
Metals and Metal Goods -0.1899 -0.1457 0.7228 0.1492 -0.0130 0.9350
Chemicals and Man Made Fibres 0.0633 0.6936 0.3015 -0.2056 1.3983 0.5510
Engineering and Vehicles 0.0037 1.0671 0.0983 2.7990 -0.2849 0.0420*
Food, Drink and Tobacco -0.1190 -1.1614 -1.0964 -1.1759 0.2482 0.6710
Textiles Clothing, Leather and Footware 3.0733 1.0643 -0.8646 -2.7314 0.4288 0.0240*
Other Manufacturing 0.1062 -0.4027 -1.0138 0.6404 0.6198 0.7760

B: TR2 Time Irreversibility Test Results
Solid and Nuclear Fuels, Oil Refining 1.3253 -2.0422 0.5246 0.6617 0.1575 0.2040
Metals and Metal Goods 0.6055 0.0391 -0.2765 -0.7374 -0.6868 0.9480
Chemicals and Man Made Fibres 0.2530 0.5006 0.2803 -0.3896 1.6982 0.4030
Engineering and Vehicles 0.0156 0.9368 0.1245 2.2799 -0.2303 0.1200
Food, Drink and Tobacco -0.7399 -1.4879 -0.7907 -1.7166 0.2569 0.3880
Textiles Clothing, Leather and Footware 3.2269 0.4359 -0.1481 -1.5136 -0.2228 0.0120*
Other Manufacturing -0.6676 -0.4990 -1.5471 1.5778 1.8685 0.2800

Notes: TR1 refers to the time reversibility standardized TR(k) test statistic of Ramsey and Rothman (1996) applied to the stationarity adjusted logarithmic data
for k=1,…,5 under the null hypothesis of time reversibility. TR2 refers to the portmanteau version of the standardized time reversibility test statistic applied to
the residuals of an AR model of order determined by the AIC criterion as a discriminating test between Type I and Type II time irreversibility under the null of
time reversibility in those residuals. In both cases p(TR(k*)) refers to the p-value for rejection of the null associated with the portmanteau version of the test
based on the largest absolute value of the standardized test statistics (indicated in italics). An asterisk denotes portmanteau test significance at the 5% level.
Where only significant TR1 portmanteau test significance holds Type II time irreversibility is indicated (implying an underlying linear model with non-
Gaussian innovations), where both TR1 and TR2 portmanteau test significance holds Type I time irreversibility is indicated (implying an underlying non-linear
model with symmetrically distributed innovations), and where neither statistic is significant the process is fully time reversible (and linear). For further details,
see Section II and Ramsey and Rothman (1996).
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