
www.ssoar.info

Update rules for convex risk measures
Tutsch, Sina

Postprint / Postprint
Zeitschriftenartikel / journal article

Zur Verfügung gestellt in Kooperation mit / provided in cooperation with:
www.peerproject.eu

Empfohlene Zitierung / Suggested Citation:
Tutsch, S. (2008). Update rules for convex risk measures. Quantitative Finance, 8(8), 833-843. https://
doi.org/10.1080/14697680802055960

Nutzungsbedingungen:
Dieser Text wird unter dem "PEER Licence Agreement zur
Verfügung" gestellt. Nähere Auskünfte zum PEER-Projekt finden
Sie hier: http://www.peerproject.eu Gewährt wird ein nicht
exklusives, nicht übertragbares, persönliches und beschränktes
Recht auf Nutzung dieses Dokuments. Dieses Dokument
ist ausschließlich für den persönlichen, nicht-kommerziellen
Gebrauch bestimmt. Auf sämtlichen Kopien dieses Dokuments
müssen alle Urheberrechtshinweise und sonstigen Hinweise
auf gesetzlichen Schutz beibehalten werden. Sie dürfen dieses
Dokument nicht in irgendeiner Weise abändern, noch dürfen
Sie dieses Dokument für öffentliche oder kommerzielle Zwecke
vervielfältigen, öffentlich ausstellen, aufführen, vertreiben oder
anderweitig nutzen.
Mit der Verwendung dieses Dokuments erkennen Sie die
Nutzungsbedingungen an.

Terms of use:
This document is made available under the "PEER Licence
Agreement ". For more Information regarding the PEER-project
see: http://www.peerproject.eu This document is solely intended
for your personal, non-commercial use.All of the copies of
this documents must retain all copyright information and other
information regarding legal protection. You are not allowed to alter
this document in any way, to copy it for public or commercial
purposes, to exhibit the document in public, to perform, distribute
or otherwise use the document in public.
By using this particular document, you accept the above-stated
conditions of use.

Diese Version ist zitierbar unter / This version is citable under:
https://nbn-resolving.org/urn:nbn:de:0168-ssoar-221227

http://www.ssoar.info
https://doi.org/10.1080/14697680802055960
https://doi.org/10.1080/14697680802055960
http://www.peerproject.eu
http://www.peerproject.eu
https://nbn-resolving.org/urn:nbn:de:0168-ssoar-221227


For Peer Review
 O

nly

 
 
 

 
 

 
 

Update rules for convex risk measures 
 
 

Journal: Quantitative Finance 

Manuscript ID: RQUF-2006-0223.R1 

Manuscript Category: Research Paper 

Date Submitted by the 
Author: 

13-Jul-2007 

Complete List of Authors: Tutsch, Sina; Humboldt University Berlin, Mathematics 

Keywords: 
Dynamic convex risk measures, Time consistency, Consecutivity, 
Robust shortfall risk measure, Updating 

JEL Code:   

  

Note: The following files were submitted by the author for peer review, but cannot be converted 
to PDF. You must view these files (e.g. movies) online. 

RQUF-2006-0223.R1.zip 

 
 

 

E-mail: quant@tandf.co.uk  URL://http.manuscriptcentral.com/tandf/rquf

Quantitative Finance



For Peer Review
 O

nly
Update rules for convex risk measures

Sina Tutsch1

Humboldt University Berlin
Department of Mathematics

Unter den Linden 6
10099 Berlin, Germany

tutsch@math.hu-berlin.de

Abstract

In the first part of the paper we investigate properties that describe the intertem-
poral structure of dynamic convex risk measures. The usual backward approach to
dynamic risk assessment leads to strong and weak versions of time consistency. As an
alternative, we introduce a forward approach of consecutivity.

In the second part we discuss the problem of how to update a convex risk measure
when new information arrives. We analyse to what extent the above properties are
appropriate update criteria.

1 Introduction

The need of banks and insurance companies to quantify the risk of their financial positions
in monetary units has motivated a systematic analysis of risk measurement in Mathe-
matical Finance. The axiomatic approach to coherent risk measures and their acceptance
sets was initiated by Artzner, Delbaen, Eber & Heath [1]. Föllmer & Schied [9], [10] and
Frittelli & Rosazza Gianin [12] extended that approach by investigating the structure of
convex risk measures.

A financial position is described by a random variable X on a measurable space (Ω,F)
usually equipped with some probability measure. A convex risk measure ρ is defined as
a monotone, cash invariant and convex functional on a whole class of positions. The real
value ρ(X) is interpreted as the minimal amount of money that has to be added to X and
invested in a risk-free manner in order to make the position acceptable.

In recent years, conditional and dynamic risk measures have been studied which also
take into account the role of information. We refer to, e. g., Artzner, Delbaen, Eber,
Heath & Ku [2], Riedel [15] and Roorda & Schumacher [16] for the coherent case, and to
Detlefsen & Scandolo [5], Klöppel & Schweizer [14], Weber [21], Föllmer & Penner [8] and
Cheridito, Delbaen & Kupper [3] for the general convex case.

Suppose that at the time of evaluation a certain information is available, and let this
be represented by a σ-field G ⊂ F . A conditional risk measure ρG assigns to every financial
position X a G-measurable random variable ρG(X). As in the unconditional case above,
this random variable can be regarded as a capital requirement. A dynamic risk measure is
a family of conditional risk measures adapted to a filtration that describes the information

1Supported by Deutsche Forschungsgemeinschaft through the Research Center Matheon “Mathematics
for key technologies”.
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structure in the course of time. Conditional risk measures are by now well understood.
In today’s literature, the focus is on dynamic risk measures and how risk evaluations at
different times should be related.

In this paper we discuss the question of dynamic risk assessment in a simple setting. We
consider a dynamic risk measure (ρ, ρG) consisting of an unconditional and a conditional
risk measure, i. e., information is represented by a filtration {∅,Ω} ⊂ G ⊂ F .

In the usual backward approach, diffent notions of time consistency arise, which capture
the idea that certain risk relations reflected by ρG should also be imposed on ρ. Strong time
consistency, which has been studied by, e. g., [2] and [15] in the coherent case, and [5], [14],
[8] and [3] in the convex case, is equivalent to the recursive equation ρ(X) = ρ(−ρG(X)).
Weakening of the strict equality to an inequality ρ(X + ρG(X)) ≤ / ≥ 0 leads to weak
acceptance and rejection consistency. These properties have been analysed by [21] and
[16] for distribution invariant and coherent risk measures. In section 3 we compare and
generalise the above notions of time consistency by introducing a test set, which we use
to refine the degree of consistency.

Dynamic risk assessment can also be considered from another perspective. Suppose
that the information structure is not known completely in advance. Then the convex risk
measure ρ has to be modified or updated under appropriate criteria when new information
G ⊂ F arrives. In our opinion, updating demands an approach that is rather forward-
directed in time. However, in the literature on dynamic risk measures this aspect has not
yet been taken into account. In section 4 we therefore suggest a notion of consecutivity.
There the conditional risk measure ρG is regarded as a consequence of ρ in the sense that
it is compatible with the initial risk assessment and the incoming information.

In the linear case, where the risk measure ρ is given by the expectation w. r. t. some
probability measure and the conditional risk measure ρG by the conditional expectation,
backward and forward approach are equivalent. In the general convex case they are dif-
ferent. This is illustrated in section 5 by the class of robust shortfall risk measures.

The second part of the paper deals with the updating problem. We study update rules
for convex and coherent risk measures and analyse three different update criteria. We show
in section 6 that strong time consistency is not appropriate as an update criterion because
it is far too restrictive. We prove that a convex risk measure, which admits a strongly
time consistent update rule, is uniquely determined by its values on simple positions of
the form xIA. In the coherent case, existence of such an update rule even implies linearity
of the risk measure. Similar results concerning strong time consistency can be found in
the economic literature. There the updating problem has been discussed in the context of
non-additive set functions and preferences, cf. Dempster [4] and Shafer [18], Walley [20],
Fagin & Halpern [7], Yoo [22], Gilboa & Schmeidler [13] and Epstein & Le Breton [6].

In contrast to this, weak acceptance consistency can be used to define update rules. We
show this in section 7. However, under this criterion, there may exist financial positions,
which are accepted by the initial risk measure ρ no matter which G-measurable event
actually occurs in the future, and which are then rejected by the conditional risk measure
ρG . This means that new information may cause a decrease of risk tolerance, which does
not seem reasonable from an economic point of view. In order to overcome this drawback,
we suggest in section 8 to apply the forward-directed criterion of consecutivity.

The paper is organised as follows. In section 2 we formulate the updating problem
and provide basic definitions. Then we discuss intertemporal relations between an uncon-
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ditional and a conditional risk measure. Section 3 deals with time consistency. In section
4 we introduce the notion of consecutivity. In section 5 we illustrate these properties by
considering a robust shortfall risk measure. In section 6, 7 and 8 we analyse to what
extent a convex risk measure can be updated under the respective criterion of strong time
consistency, weak acceptance consistency and consecutivity.

2 Convex risk measures and their updating

We consider a probability space (Ω,F , P ) where P is a reference measure. All inequalities
and equalities applied to random variables are understood to hold P -almost surely. The
set of financial positions is given by X := L∞(Ω,F , P ). The information which is available
when the risk of those financial positions is evaluated is represented by a σ-field G ⊂ F .
We set XG := L∞(Ω,G, P ) and define conditional convex risk measures as in [5]:

Definition 2.1 A mapping ρG : X → XG is called a conditional convex risk measure
w. r. t. G ⊂ F if it satisfies the following properties for all X, Y ∈ X :

(i) Monotonicity: ρG(X) ≥ ρG(Y ) whenever X ≤ Y .

(ii) Translation invariance: ρG(X + X ′) = ρG(X)−X ′ for all X ′ ∈ XG.

(iii) Normalisation: ρG(0) = 0.

(iv) Conditional convexity: ρG(λX + (1−λ)Y ) ≤ λρG(X) + (1−λ)ρG(Y ) for all λ ∈ XG,
0 ≤ λ ≤ 1.

A conditional convex risk measure ρG is called a conditional coherent risk measure if it
satisfies:

(v) Conditional positive homogeneity: ρG(λX) = λρG(X) for all λ ∈ XG, λ ≥ 0.

It is well known that there is a 1-1-correspondence between conditional convex risk
measures ρG and their conditionally convex acceptance sets AG := {X ∈ X | ρG(X) ≤ 0}.
Every risk measure ρG can be recovered from its acceptance set AG via

ρG(X) = ess inf {X ′ ∈ XG | X + X ′ ∈ AG} ∀ X ∈ X . (1)

Thus, the random variable ρG(X) can be regarded as a conditional capital requirement
that is needed to make the position X acceptable. For a proof of the above representation
and for further properties of the acceptance set AG , we refer the interested reader to [5],
proposition 2.5, and to [14].

It is also possible to define a rejection set NG := {X ∈ X | ρG(X) ≥ 0}. Then we have

ρG(X) = ess sup {X ′ ∈ XG | X + X ′ ∈ NG} ∀ X ∈ X .

Note that every financial position X ∈ X with ρG(X) = 0 belongs to the rejection set which
slightly conflicts with the interpretation of ρG(X) as a capital requirement. Moreover, in
general, conditional convexity of ρG is not reflected by the rejection set.
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The problem that we are going to discuss is the following. Suppose, initially, an

unconditional convex risk measure ρ : X → R is used for risk evaluation, i. e., the available
information is trivial. Then new information arrives. It is represented by a σ-field G ⊂ F .
The question arises how the convex risk measure ρ should be modified according to this
information. To answer this question, we study reasonable update criteria.

Given some σ-field G ⊂ F , let us denote by RG the class of all conditional convex risk
measures ρG : X → XG .

Definition 2.2 An update rule for a convex risk measure ρ : X → R is a mapping that
assigns to every σ-field G ⊂ F a conditional convex risk measure ρG ∈ RG such that
ρ{∅,Ω} = ρ.

Under full information there exists only one conditional risk measure ρF = −idX .
Therefore, we assume throughout this paper that (Ω,F , P ) contains at least three disjoint
events which have positive probability under the reference measure P . Otherwise the
updating problem would be trivial.

We analyse to what extent the backward conditions of time consistency, which are
usually applied to define risk measures in a dynamic setting, are appropriate update
criteria. We also consider a forward condition of consecutivity where each conditional
risk measure is compatible with the initial risk assessment and the incoming information.

For a fixed σ-field G ⊂ F , an update criterion may be satisfied by a whole class of
conditional risk measures. Then we use a partial order to compare the alternatives.

Definition 2.3 Let ρG , ρ
′
G ∈ RG be two conditional convex risk measures. We write

ρG � ρ′G :⇔ AG ⊂ A′G , (2)

and we say that ρG is less tolerant than ρ′G.

Recall that ρG ∈ R′G is the least element of a class R′G ⊂ RG w. r. t. the partial order
if ρG � ρ′G for all ρ′G ∈ R′G . Then we say that ρG is least tolerant in R′G . On the other
hand, ρG is a minimal element if ρ′G � ρG implies ρ′G ' ρG for all ρ′G ∈ R′G . That means,
there is no other risk measure in R′G that is less tolerant than ρG . The definition of the
greatest element and maximality is analogous.

Remark 2.4 The partial order defined in (2) satisfies the following conditions:

(i) ρG � ρ′0 iff ρG(X) ≥ ρ′G(X) for all X ∈ X .

(ii) The worst-case risk measure ρworst
G with Aworst

G = X+ is least tolerant in RG.

(iii) A conditional linear risk measure

ρG(X) := EQ(−X|G) ∀ X ∈ X ,

generated by an equivalent probabilty measure Q ∼ P satisfies maximality. Indeed,
if ρG � ρ′G ∈ RG, then normalisation and convexity of ρ′G (applied to X,−X and
λ = 1/2) yield

−EQ(X|G) ≤ −ρ′G(−X) ≤ ρ′G(X) ≤ EQ(−X|G) ∀ X ∈ X .

Hence, ρG ' ρ′G, both risk measures are equally tolerant.

4
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In order to characterise and to compare update rules for a given convex risk measure

ρ : X → R, we assume throughout this paper that ρ admits a robust representation in
terms of equivalent probability measures:

ρ(X) = sup {EQ(−X)− αmin(Q) | Q ∼ P} ∀ X ∈ X , (3)

where αmin is the so-called minimal penalty function defined by

αmin(Q) := sup
X∈A

EQ(−X) ∀ Q ∼ P.

Under the necessary condition of continuity from above such a robust representation exists
if ρ is sensitive, i. e.,

P (A) > 0 ⇒ ρ(−εIA) > 0 ∀ ε > 0 (4)

for every event A ∈ F , cf. [8]. By normalisation of ρ, we have

inf
Q∼P

αmin(Q) = 0.

We assume moreover that there exists at least one equivalent probabilistic model which is
not penalised under the minimal penalty function of ρ, i. e.,

∃ Q ∼ P with αmin(Q) = 0. (5)

Note that a convex risk measure which admits a robust representation as in (3) and (5) is
sensitive as in (4).

3 Time consistency

Let us fix a σ-field G ⊂ F . We consider a convex risk measure ρ : X → R and a
conditional convex risk measure ρG ∈ RG . In this section we study different versions of
time consistency. These are intertemporal relations between ρ and ρG which correspond
to an approach to dynamic risk assessment that is backward-directed in time.

We choose a set Y ⊂ X of financial positions such that 0 ∈ Y and Y + R = Y. This
test set determines the degree of time consistency. There are three important examples
that we want to study in detail: Y = R, Y = XG and Y = X .

Definition 3.1 The risk measures ρ and ρG are called acceptance (rejection) consistent
w. r. t. Y if the following condition holds for all X ∈ X and Y ∈ Y:

ρG(X) ≤ (≥) ρG(Y ) ⇒ ρ(X) ≤ (≥) ρ(Y ). (6)

As mentioned above, (6) reflects a backward approach to dynamic risk assessment. If
the risk of a financial position X ∈ X is smaller (larger) than the risk of some test position
Y ∈ Y under the conditional risk measure ρG , then the same relation should hold under
the unconditional risk measure ρ.

Remark 3.2 Let Y ⊂ Y ′ ⊂ X be two test sets. If ρ and ρG are acceptance or rejection
consistent w. r. t. Y ′, then they are also acceptance or rejection consistent w. r. t. Y.

5
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(i) The smallest possible test set is the set of constant positions. Therefore, we speak of

weak time consistency if Y = R.

(ii) The largest possible test set contains all financial positions. We thus use the notion
of strong time consistency if Y = X . Note that in this case acceptance and rejection
consistency have the same meaning.

The properties of time consistency imply certain structures of the acceptance and
rejection sets. For instance, from the assumption 0 ∈ Y, we easily deduce that AG ⊂ A if
ρ and ρG are acceptance consistent. If the they are rejection consistent, then NG ⊂ N .

Strong time consistency has been analysed by, e. g., [2] and [15] in the coherent case,
and by [5], [14] and [8] in the convex case. Weakly consistent risk measures have been
investigated by [21] and [16]. For a generalisation of the notion of time consistency w. r. t.
some test set to the situation of non-trivial initial information, we refer the interested
reader to [19].

The following theorem provides a characterisation of acceptance consistency.

Theorem 3.3 Let ρ : X → R and ρG : X → XG be convex risk measures, and let Y ⊂ X
be a test set. The following conditions are equivalent:

(a) ρ and ρG are acceptance consistent w. r. t. Y.

(b) AG − ρG(Y ∩ A) ⊂ A.

Moreover, acceptance consistency of ρ and ρG w. r. t. Y implies the following equivalent
conditions, where XY := {X ∈ X | − ρG(X) ∈ Y}:

(c) ρ(X) ≤ ρ(−ρG(X)) for all X ∈ XY .

(d) (AG + Y ∩ XG ∩ A) ∩ XY ⊂ A.

(e) N ∩ XY ⊂ NG + Y ∩ XG ∩N .

(f) For all X ∈ XY and Y ∈ Y ∩ XG holds: ρG(X) ≤ ρG(Y ) ⇒ ρ(X) ≤ ρ(Y ).

Proof: To show that (a) implies (b), we choose X ∈ AG and Y ∈ Y ∩ A. Then
ρG(X − ρG(Y )) ≤ ρG(Y ), and acceptance consistency yields ρ(X − ρG(Y )) ≤ ρ(Y ) ≤ 0.

To prove the other direction, we consider X ∈ X and Y ∈ Y such that ρG(X) ≤ ρG(Y ).
By translation invariance, X + ρG(X) ∈ AG and Y + ρ(Y ) ∈ A. We have X + ρ(Y ) ≥
X + ρG(X) − ρG(Y + ρ(Y )). Monotonicity yields X + ρ(Y ) ∈ AG − ρG(Y ∩ A) ⊂ A, and
we obtain ρ(X)− ρ(Y ) ≤ 0 as desired.

Now, suppose that ρ and ρG are acceptance consistent and consider some X ∈ XY .
Then ρG(X) = ρG(−ρG(X)) and −ρG(X) ∈ Y. This yields (c).

We show equivalence of (c) and (d). If (c) holds, and if X ∈ AG and Y ∈ Y∩XG∩A are
such that X + Y ∈ XY , then ρ(X + Y ) ≤ ρ(−ρG(X + Y )) = ρ(−ρG(X) + Y ) ≤ ρ(Y ) ≤ 0.
Conversely, we have X + ρ(−ρG(X)) ∈ XY for X ∈ XY . This yields ρ(X) ≤ ρ(−ρG(X))
because X + ρ(−ρG(X)) = X + ρG(X) − ρG(X) + ρ(−ρG(X)) ∈ AG + Y ∩ XG ∩ A ⊂ A.
The proof of equivalence of (c) and (e) is similar and left to the reader.

Finally, we assume (c) and consider X ∈ XY and Y ∈ Y ∩ XG with ρG(X) ≤ ρG(Y ) =
−Y . Monotonicity yields (f) since ρ(X) ≤ ρ(−ρG(X)) ≤ ρ(Y ). Conversely, (f) implies (c)

6
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because −ρG(X) ∈ Y ∩ XG and ρG(X) = ρG(−ρG(X)) for X ∈ XY . 2

A characterisation of rejection consistency is given below. The proof is analogous.

Theorem 3.4 Let ρ : X → R and ρG : X → XG be convex risk measures, and let Y ⊂ X
be a test set. The following conditions are equivalent:

(a) ρ and ρG are rejection consistent w. r. t. Y.

(b) NG − ρG(Y ∩N ) ⊂ N .

Moreover, rejection consistency of ρ and ρG w. r. t. Y implies the following equivalent
conditions, where XY := {X ∈ X | − ρG(X) ∈ Y}:

(c) ρ(X) ≥ ρ(−ρG(X)) for all X ∈ XY .

(d) A ∩ XY ⊂ AG + Y ∩ XG ∩ A.

(e) (NG + Y ∩ XG ∩N ) ∩ XY ⊂ N .

(f) For all X ∈ XY and Y ∈ Y ∩ XG holds: ρG(X) ≥ ρG(Y ) ⇒ ρ(X) ≥ ρ(Y ).

Example: Let us consider the test set Y = XG that contains all financial positions
which are measurable w. r. t. the information that is available. We have X = XY . Hence,
conditions (a) and (b) are equivalent to (c)–(f) both in theorem 3.3 and 3.4.

The risk measures ρ and ρG are acceptance consistent w. r. t. XG iff AG +XG ∩A ⊂ A,
or iff N ⊂ NG + XG ∩ N , or iff ρ(X) ≤ ρ(−ρG(X)) for all X ∈ X . They are rejection
consistent iff the reversed inclusions and inequalities hold.

Moreover, the risk measures are acceptance and rejection consistent w. r. t. XG iff they
are acceptance or rejection consistent w. r. t. X , i. e. strongly time consistent. 3

In section 6 and 7 we discuss whether these backward conditions of time consistency are
appropriate to specify a reasonable update of a convex risk measure when new information
arrives. We consider the strong and the weak version of acceptance consistency. Therefore,
let us summarise the results of theorem 3.3 for the largest possible test set Y = X and for
the smallest possible test set Y = R.

Corollary 3.5 Let ρ : X → R and ρG : X → XG be convex risk measures. The following
conditions are equivalent:

(a) ρ and ρG are strongly acceptance consistent.

(b) ρ and ρG are strongly rejection consistent.

(c) ρ and ρG are acceptance and rejection consistent w. r. t. XG.

(d) ρ(X) = ρ(−ρG(X)) for all X ∈ X .

(e) A = AG + XG ∩ A.

7
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(f) N = NG + XG ∩N .

Corollary 3.6 Let ρ : X → R and ρG : X → XG be convex risk measures. The following
conditions are equivalent:

(a) ρ and ρG are weakly acceptance consistent.

(a’) For all X ∈ X holds: ρ(X) ≤ 0 whenever ρG(X) ≤ 0.

(b) AG ⊂ A.

(b’) AG ⊂ {X ∈ A | XIA ∈ A ∀ A ∈ G}.

Proof: (a) and (b) are equivalent by theorem 3.3. (a) and (a’) are equivalent by
translation invariance. (b’) implies (b). Finally, consider some X ∈ AG . We have
ρG(XIA) = ρG(X)IA for all A ∈ G, cf. proposition 4.3 in [5]. Thus, ρG(XIA) ≤ 0.
This means, XIA ∈ AG ⊂ A for all A ∈ G. 2

4 Consecutivity

From now on, let us call the set

A(G) := {X ∈ A | XIA ∈ A ∀ A ∈ G} (7)

appearing in condition (b’) of the previous corollary the acceptance set of the convex risk
measure ρ : X → R w. r. t. the additional information G ⊂ F .

Remark 4.1 A(G) is non-empty, convex, and solid in the sense that Y ∈ A(G) whenever
there is some X ∈ A(G) with X ≤ Y . If ρ is coherent, A(G) is a convex cone. If ρ is
sensitive as defined in (4), then 0 = ess inf A(G) ∩ XG. However, in general, A(G) is not
conditionally convex and, thus, not an acceptance set of a conditional convex risk measure.

Therewith we are able to introduce the notion of consecutivity which corresponds to
an alternative approach to dynamic risk evaluation that is forward-directed in time. The
risk of a financial position X ∈ A(G) is accepted by the initial risk measure ρ no matter
which G-measurable event occurs in the future. An update ρG of ρ should be compatible
with previous evaluations and the incoming information G. Thus, it makes sense that
the conditional convex risk measure ρG should find the risk of X acceptable, too. This
motivates the following definition.

Definition 4.2 A conditional convex risk measure ρG ∈ RG is called a consequence of
ρ : X → R and the incoming information G ⊂ F if

A(G) ⊂ AG . (8)

Consecutivity of two risk measures as defined in (8) can obviously be regarded as the
forward-directed version of weak acceptance consistency, cf. corollary 3.6 above. It is
equivalent to the following implication:

ρ(XIA) ≤ 0 ∀ A ∈ G ⇒ ρG(X) ≤ 0.

8
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5 Robust shortfall risk measures

In this section we want to illustrate both approaches to dynamic risk assessment. We
consider the class of robust shortfall risk measures. Let l : R → R be a convex and strictly
increasing loss function and Q a convex set of probability measures which are equivalent
to the reference measure P . The acceptance set

A = {X ∈ X | EQ(l(−X)) ≤ l(0) ∀ Q ∈ Q} (9)

generates as in (1) a convex risk measure ρ : X → R that is continuous from below,
continuous from above, and sensitive as in (4). Hence, ρ admits a robust representation
in terms of equivalent probability measures. For further properties and for the specific
structure of the minimal penalty function αmin, we refer to [11], section 4.6. Jensen’s
inequality yields, αmin(Q) = 0 for every probability measure Q ∈ Q. Thus, a robust
shortfall risk measure satisfies (5).

In the following proposition we characterise the acceptance set A(G) of ρ w. r. t. to
new information G ⊂ F . Note that in this case A(G) is conditionally convex and may be
regarded as an acceptance set of a conditional convex risk measure.

Proposition 5.1 Let ρ : X → R be a robust shortfall risk measure with an acceptance set
as in (9). The acceptance set of ρ w. r. t. additional information G ⊂ F is given by

A(G) = {X ∈ X | EQ(l(−X)|G) ≤ l(0) ∀ Q ∈ Q}.

Proof: We consider a financial position X that is contained in the set on the right-hand
side with EQ(l(−X)|G) ≤ l(0) for every Q ∈ Q. This yields,

EQ(l(−XIA)) = EQ(EQ(l(−X)|G);A) + l(0)Q(Ac) ≤ l(0) (10)

for all A ∈ G. Hence, X ∈ A(G).
To show the other inclusion, we assume, there is some X ∈ A(G) and an equivalent

probability measure Q ∈ Q such that the event A := {EQ(l(−X)|G) > l(0)} has strictly
positive probability under P and Q. Since A ∈ G and XIA ∈ A, we obtain as in (10)
that EQ(EQ(l(−X)|G);A) ≤ l(0) − l(0)Q(Ac) = l(0)Q(A). On the other hand, we have
EQ(EQ(l(−X)|G);A) > l(0)Q(A), a contradiction. 2

Let us define the corresponding conditional robust shortfall risk measure ρG : X → XG
where G ⊂ F is a σ-field. We choose another convex and strictly increasing loss function
lG : R → R. For the sake of simplicity, we assume that the loss function is deterministic
and does not depend on G. We also fix a convex set QG of equivalent probability measures.
The conditional acceptance set

AG = {X ∈ X | EQ(lG(−X)|G) ≤ lG(0) ∀ Q ∈ QG} (11)

generates as in (1) a conditional convex risk measure which has similar properties as the
unconditional robust shortfall risk measure.

Corollary 3.6 and proposition 5.1 yield the following result.

9
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Corollary 5.2 Let ρ : X → R and ρG : X → XG be robust shortfall risk measures with
acceptance sets as in (9) and (11). If

l = lG and Q = QG ,

then ρ and ρG are weakly acceptance consistent, and ρG is a consequence of ρ and G.

Remark 5.3 Let us consider the non-robust case where the acceptance sets of ρ and ρG
are as in (9) and (11) with l = lG and Q = QG = {Q}. By proposition 5.1 and corollary
5.2, we have A(G) = AG which yields that ρ and ρG are weakly acceptance consistent, and
ρG is a consequence of ρ and G. In [21], theorem 4.15, is shown that these risk measures are
also weakly rejection consistent. However, strong time consistency may fail as illustrated
by example 3.5 in [17].

The set of equivalent probability measures reflects our uncertainty about the underlying
probabilistic model which may decrease or increase when new information arrives.

Corollary 5.4 Let ρ : X → R and ρG : X → XG be robust shortfall risk measures with
acceptance sets as in (9) and (11), and suppose that l = lG. Then:

(i) ρ and ρG are weakly acceptance consistent if Q ⊂ QG.

(ii) ρG is a consequence of ρ and the incoming information G if QG ⊂ Q.

The loss function reflects our attitude towards risk. Here, too, additional information
may cause some change. Consider, for instance, the Arrow-Pratt coefficient of absolute
risk aversion defined as

α(y) :=
l′′(y)
l′(y)

≥ 0 and αG(y) :=
l′′G(y)
l′G(y)

≥ 0

for twice continuously differentiable loss functions l and lG .

Corollary 5.5 Let ρ : X → R and ρG : X → XG be robust shortfall risk measures with
acceptance sets as in (9) and (11). Suppose that Q = QG, and that the loss functions l
and lG are twice continuously differentiable. Then:

(i) ρ and ρG are weakly acceptance consistent if α ≤ αG.

(ii) ρG is a consequence of ρ and the incoming information G if αG ≤ α.

Proof: We only show the first part, the proof of the second is analogous. We assume that
α(y) ≤ αG(y) for all y ∈ R, and choose some X ∈ AG . There exists a strictly increasing
and convex function F such that lG = F ◦l, cf. proposition 2.47 in [11]. Jensen’s inequality
yields,

F (EQ(l(−X)|G)) ≤ EQ(lG(−X)|G) ≤ lG(0) ∀ Q ∈ Q.

Thus,
EQ(l(−X)|G) ≤ F−1(lG(0)) = l(0) = l(0) ∀ Q ∈ Q.

Hence, X ∈ A(G), which means that ρ and ρG are weakly acceptance consistent. 2

10
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6 Strong time consistency as an update criterion

In this section we analyse whether strong time consistency, cf. corollary 3.5, is an
appropriate update criterion for convex risk measures. Given some ρ : X → R, does
an update rule G 7→ ρG ∈ RG exist such that, for every σ-field, ρ and the associated
conditional convex risk measure ρG are strongly time consistent?

Example: There are only three known types of risk measures which can be updated
under the criterion of strong time consistency: the worst-case risk measure, linear and
entropic risk measures.

(i) The worst-case risk measure ρworst : X → R is defined as

ρworst(X) := inf{m ∈ R | X + m ≥ 0} ∀ X ∈ X .

Let G 7→ ρworst
G ∈ RG be the update rule that assigns to every σ-field the correspond-

ing conditional worst-case risk measure given by

ρworst
G (X) := ess inf {X ′ ∈ XG | X + X ′ ≥ 0} ∀ X ∈ X .

We have Aworst = Aworst
G = X+ for all G ⊂ F . By corollary 3.5 (e), ρworst and ρworst

G
are always strongly time consistent.

(ii) Let ρ : X → R be a linear risk measure that is sensitive as in (4), i. e., there is some
equivalent probability measure Q ∼ P such that

ρ(X) = EQ(−X) ∀ X ∈ X .

The usual conditional expectation provides an update of ρ when new information
arrives. We consider the update rule G 7→ ρG ∈ RG with

ρG(X) := EQ(−X|G) ∀ X ∈ X .

By corollary 3.5 (d), ρ and ρG are always strongly time consistent.

(iii) We consider an entropic risk measure ρ : X → R that is sensitive as in (4), i. e., there
are a parameter β > 0 and an equivalent probability measure Q ∼ P such that

ρ(X) :=
1
β

log EQ(e−βX) ∀ X ∈ X .

Let G 7→ ρG ∈ RG be the update rule that assigns to every σ-field the corresponding
conditional entropic risk measure

ρG(X) :=
1
β

log EQ(e−βX |G) ∀ X ∈ X .

By corollary 3.5 (d), ρ and ρG are always strongly time consistent.

3

We now characterise those risk measure ρ : X → R which admit a stronly time con-
sistent update rule. We assume that ρ has a robust representation in terms of equivalent
probability measures as in (3) and (5).

11
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Remark 6.1 We fix a σ-field G ⊂ F and assume, there is some ρG ∈ RG such that ρ and
ρG are strongly time consistent. In particular, ρ and ρG are weakly acceptance consistent,
i. e. AG ⊂ A(G). In fact, strong time consistency and sensitivity of ρ yield

AG = A(G),

as shown by [3] in proposition 4.7. If there was a financial position X ∈ A(G) such that
the event A := {ρG(X) > 0} ∈ G had strictly positive probability under P , then one would
obtain the following contradiction:

0 ≥ ρ(XIA) = ρ(−ρG(XIA)) = ρ(−ρG(X)IA) > 0.

Hence, there exists at most one conditional convex risk measure such that strong time
consistency holds.

Another characterisation is provided by the following theorem. Under some slightly
stronger notion of sensitivity

P (A) > 0 ⇒ ρ(xIA) > ρ(yIA) ∀ x < y ≤ 0, (12)

we show that existence of a strongly time consistent update rule yields that ρ is uniquely
determined by its values on simple functions of the form xIA. This indicates that strong
time consistency may fail as a general update criterion.

Note that (12) is equivalent to (4) if ρ is positively homogeneous. Hence, every sensitive
coherent risk measure is also strongly sensitive.

Theorem 6.2 Let ρ : X → R be a convex risk measure that satisfies (5) and (12). If
there exists an update rule G 7→ ρG ∈ RG such that ρ and ρG are always strongly time
consistent, then ρ is uniquely determined by its values on the class of all simple functions
of the form xIA where x ∈ (−∞, 0] and A ∈ F .

Proof: For a fixed A ∈ F with P (A) > 0, we consider the mapping x 7→ ρ(xIA). It
is convex, Lipschitz continuous, and strictly decreasing on (−∞, 0] by strong sensitivity.
Moreover, |x|ρ(−IA) ≤ ρ(xIA) for x ≤ −1. Hence, ρ(xIA) →∞ as x → −∞. This yields,
for every y ≥ 0, there is a unique solution x ≤ 0 to the equation

ρ(xIA) = y. (13)

Now, we choose some X ∈ X . We set G = σ(A), and the update rule assigns a
conditional convex risk measure ρG ∈ RG . We denote by ρA(X) the constant value of
ρG(X) on A. Due to strong time consistency, ρA(X) solves the equation ρ(XIA) = ρ(−xIA)
with x ∈ R. If X ≤ 0, then the solution is unique.

To prove that ρ is uniquely determined by its values on simple functions of the form
xIA, we show, for every step function, ρ(X) can be calculated recursively by solving
an equation of type (13). Any other X ∈ X can be approximated from above by step
functions, and the assertion follows by continuity from above.

Let X be a simple function, i. e., there are a finite partition {Ai}i≤n ⊂ F and xi ∈ R
so that X =

∑n
1 xiIAi . By translation invariance, we assume w. l. o. g. that xi ≤ xn = 0

12
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for all i < n. For k ≤ n − 1, we set Xk :=

∑k
1 xiIAi and yk := ρ(Xk) ≥ 0. Obviously,

Xn−1 = X and yn−1 = ρ(X). For all k ≤ n − 1, there is a unique solution x ≤ 0 to the
equation ρ(xIAc

k+1
) = yk, and strong time consistency w. r. t. G := σ(Ak+1) yields, x =

−ρAc
k+1

(Xk+1). Hence, yk+1 = ρ(−ρAc
k+1

(Xk+1)IAc
k+1

+xk+1IAk+1
) = ρ((x−xk+1)IAc

k+1
)−

xk+1. Further details of the proof are left to the reader. 2

To finish this section, we discuss the updating problem for the class of coherent risk
measures which satisfy the following condition:

P (A) > 0, A ∈ F ⇒ ρ(IA) < 0. (14)

We show that it is not possible to update these risk measures under the criterion of strong
time consistency except for the trivial linear case. Note that strong sensitivity of ρ is
implied by (14) because for all A ∈ F with P (A) > 0 holds 0 < −ρ(IA) ≤ ρ(−IA).

The theorem below was motivated by [22]. There is shown on finite spaces that the
Choquet integral w. r. t. a monotone set function c : F → [0, 1] satisfies the “Iterative law
of expectation” if and only if c is a probability measure, i. e.,

Ec(Ec(X|G)) = Ec(X) ∀ X ∈ X , G ⊂ F ⇔ c ∈M1.

This means, a non-linear comonotone risk measure ρ(X) := −Ec(X) does not admit a
strongly time consistent update rule G 7→ ρG ∈ RG with ρG(X) := −Ec(X|G). We drop
the condition of comonotonicity and the assumption of a finite space.

Theorem 6.3 Suppose that ρ : X → R is a coherent risk measure that satisfies (14). Let
G 7→ ρG ∈ RG be an update rule for ρ. Then the following conditions are equivalent:

(a) For every σ-field G ⊂ F , ρ and ρG are strongly time consistent.

(b) ρ is linear, and every update of ρ is given by the conditional expectation.

Proof: Let G 7→ ρG ∈ RG be a strongly time consistent update rule for ρ. In the coherent
case, (5) is equivalent to sensitivity as in (4) and strong sensitivity as in (12). Moreover,
these conditions are implied by (14). By theorem 6.2 and positive homogeneity, we have
to show that the set function given by Q(A) := ρ(−IA), A ∈ F , is a probability measure
on (Ω,F) and equivalent to P . Q is a monotone set function, normalised, continuous from
below and subadditive. By sensitivity of ρ, we have Q(A) = 0 iff P (A) = 0. All we have
to show is superadditivity of Q or

ρ(−IA) = −ρ(IA) ∀ A ∈ F . (15)

To prove (15), we fix some A ∈ F and consider the σ-field G := σ(A). We assume
w. l. o. g. that 0 < P (A) < 1. Otherwise (15) is obvious. The update rule assigns a
conditional risk measure ρG ∈ RG . For every X ∈ X , the random variable ρG(X) is
constant on A, and we denote this value by ρA(X). Strong time consistency and positive
homogeneity yield ρ(XIA) = ρ(−ρA(X)IA) = ρA(X)ρ(−IA) for all 0 ≥ X ∈ X . Since
ρ(−IA) > 0, we have

ρA(X) =
ρ(XIA)
ρ(−IA)

∀ 0 ≥ X ∈ X . (16)
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By (14), we can choose a partition Ω = A1 ∪ A2 ∪ A3 with ρ(IAi) < 0 for all i ≤ 3

such that A ∈ σ(Ai, i ≤ 3) =: G. For i 6= j, we define Xij
β := −IAi − βIAj where β > 1 is

sufficiently large so that positive homogeneity of ρ may be applied in the equations below.
Using strong time consistency w. r. t. G := σ(Ai) and (16), we obtain

ρ(Xij
β ) = ρ(−ρAi(X

ij
β )IAi − ρAc

i
(Xij

β )IAc
i
)

= ρ

(
−IAi − IAc

i

βρ(−IAj )
ρ(−IAc

i
)

)

= ρ

([
βρ(−IAj )
ρ(−IAc

i
)
− 1

]
IAi

)
+

βρ(−IAj )
ρ(−IAc

i
)

= −ρ(IAi) + βρ(−IAj )

[
ρ(IAi) + 1
ρ(−IAc

i
)

]
= −ρ(IAi) + βρ(−IAj ).

On the other hand, strong time consistency w. r. t. G := σ(Aj) yields

ρ(Xij
β ) = ρ(−ρAj (X

ij
β )IAj − ρAc

j
(Xij

β )IAc
j
)

= ρ

(
−βIAj − IAc

j

ρ(−IAi)
ρ(−IAc

j
)

)

= ρ

(
−

[
β − ρ(−IAi)

ρ(−IAc
j
)

]
IAj

)
+

ρ(−IAi)
ρ(−IAc

j
)

= −ρ(−IAi)

[
ρ(−IAj )− 1

ρ(−IAc
j
)

]
+ βρ(−IAj )

= −ρ(−IAi)
ρ(IAc

j
)

ρ(−IAc
j
)

+ βρ(−IAj ).

Hence,
ρ(IAi)

ρ(−IAi)
=

ρ(IAc
j
)

ρ(−IAc
j
)
.

Since i and j were chosen arbitrarily, this yields

0 >
ρ(IB)

ρ(−IB)
= K ≥ −1 ∀ B ∈ G\{∅,Ω}. (17)

In particular, the ratio equals K for the fixed event A ∈ F . It remains to show, K = −1.
The restriction of ρ to the class of all bounded G-measurable random variables is still

a coherent risk measure satisfying (12). It admits a robust representation in terms of
equivalent probability measures, i. e.

ρ(X) = sup
Q

EQ(−X) ∀ X ∈ L∞(Ω,G, P )

where Q is some convex set of the form Q = {(p, q, 1− p− q) | p ∈ [a, b], q ∈ [c, d]}.

14
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(14) yields 0 < a ≤ b and 0 < c ≤ d. We set e := 1− b−d, f := 1−a− c, and again we

obtain 0 < e ≤ f . The constant ratio in (17) for B = Ai and every i ≤ 3 yields a = −Kb,
c = −Kd, and e = −Kf . Hence, (1−K2)(b + d) = 1 + K.

Now, apply (17) to the event B = A2 ∪ A3. Then (1 − K2)b = 1 + K. If K > −1,
then b + d = b, a contradiction to (14). This completes the proof of (b)⇒(a). The other
direction is trivial. 2

7 Weak acceptance consistency as an update criterion

In this section we use weak acceptance consistency as an update criterion, cf. corollary
3.6. The following example shows, there exists a weakly acceptance consistent update
rule G 7→ ρG ∈ RG for every convex risk measure ρ : X → R. In general, weak acceptance
consistency does not characterise an update rule uniquely.

Example:

(i) We consider the trivial worst-case update rule G 7→ ρworst
G ∈ RG with

ρworst
G (X) := ess inf {X ′ ∈ XG | X + X ′ ≥ 0} ∀ X ∈ X .

If ρworst
G (X) ≤ m ∈ R, then X ≥ −m. Monotonicity and translation invariance yield,

ρ(X) ≤ ρ(−m) = m. Hence, ρ and ρworst
G are weakly acceptance consistent.

(ii) Suppose that ρ is a convex risk measure and let

ρ(X) = sup{EQ(−X)− αmin(Q) | Q ∼ P} ∀ X ∈ X

be its robust representation. We can define the update rule G 7→ ρG ∈ RG with

ρG(X) := ess sup {EQ(−X|G)− αmin(Q) | Q ∼ P} ∀ X ∈ X .

If ρG(X) ≤ m, then EQ(−X|G) − αmin(Q) ≤ m for all Q ∼ P . In particular, we
have EQ(−X) − αmin(Q) ≤ m for all Q ∼ P . Thus, ρ(X) ≤ m, which yields weak
acceptance consistency of ρ and ρG .

3

Now, we try to find the most tolerant weakly acceptance consistent update rule. For a
convex risk measure ρ : X → R and a σ-field G ⊂ F , let us denote by R←G ⊂ RG the class
of all conditional convex risk measures ρG ∈ RG such that ρ and ρG are weakly acceptance
consistent. The left arrow indicates that the condition of weak acceptance consistency
corresponds to a backward approach to dynamic risk assessment.

R←G is directed downwards w. r. t. the partial order (2):

ρ′G � ρG and ρG ∈ R←G ⇒ ρ′G ∈ R←G .

The conditional worst-case risk measure is least tolerant in R←G . However, the question is
whether it is possible to define an update rule G 7→ ρ?

G ∈ R←G that always assigns the most
tolerant risk measure of this class.

15

Page 16 of 21

E-mail: quant@tandf.co.uk  URL://http.manuscriptcentral.com/tandf/rquf

Quantitative Finance

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review
 O

nly
If ρ?
G ∈ RG is a conditional convex risk measure whose acceptance set is given by the

acceptance set of ρ w. r. t. G
A?
G = A(G), (18)

then ρ and ρ?
G are weakly acceptance consistent, and ρ?

G is most tolerant inR←G by corollary
3.6. We already know that (18) applies to the class of robust shortfall risk measures, cf.
proposition 5.1. For a general convex risk measure, we show that this condition is necessary
for existence of a most tolerant risk measure in R←G .

Theorem 7.1 Suppose that ρ : X → R is a convex risk measure that satisfies (5), and let
G ⊂ F be a σ-field. The acceptance set of ρ w. r. t. G has the following representation:

A(G) =
⋃

ρG∈R←G

AG .

In particular, a conditional convex risk measure ρ?
G ∈ RG is most tolerant in R←G if and

only if its acceptance set A?
G equals A(G).

Proof: By corollary 3.6, the union of all acceptance sets AG of conditional risk measures
ρG ∈ R←G is contained in A(G). To prove the other inclusion, we fix a X ∈ A(G). We
show that there is a risk measure ρX

G ∈ R←G with ρX
G (X) ≤ 0. Since ρ admits a robust

representation,

ρ(Y ) = sup{EQ(−Y )− αmin(Q) | Q ∼ P} ∀ Y ∈ X ,

we have Y ∈ A(G) iff

EQ(−Y IA) ≤ αmin(Q) ∀ Q ∼ P, A ∈ G. (19)

We define ρX
G (Y ) := ess sup

{
EQ(−Y |G)− αX

G (Q) | Q ∼ P
}
, Y ∈ X , where the

penalty function is given by αX
G (Q) := EQ(−X|G)I{EQ(−X|G)≥0}, Q ∼ P . Obviously,

ρX
G (X) ≤ 0. Moreover, ρX

G has the representation of a conditional convex risk measure.
We only have to show normalisation. We choose some Q? ∼ P with αmin(Q?) = 0. Such
an equivalent probability measure exists due to (5). By condition (19), we obtain

0 ≥ EQ?(−XI{EQ? (−X|G)≥0}) = EQ?(EQ?(−X|G)I{EQ? (−X|G)≥0}) ≥ 0,

which yields that EQ?(−X|G) ≤ 0. Hence, 0 ≥ ρX
G (0) ≥ −EQ?(−X|G)I{EQ? (−X|G)≥0} = 0.

To prove weak acceptance consistency or AX
G ⊂ A(G), respectively, we choose some

Y ∈ AX
G . For all Q ∼ P holds EQ(−Y |G) ≤ EQ(−X|G)I{EQ(−X|G)≥0} which yields,

EQ(−Y IA) = EQ(EQ(−Y |G)IA)
≤ EQ(EQ(−X|G)I{EQ(−X|G)≥0}IA)
= EQ(−XI{EQ(−X|G)≥0}IA)
≤ αmin(Q).

for every event A ∈ G. The assertion follows from (19). 2
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8 Consecutivity as an update criterion

Last but not least, we analyse to what extent the forward condition of consecutivity can be
used for updating. Recall that under this criterion every update ρG ∈ RG has to be chosen
as a consequence of the initial risk measure ρ : X → R and the incoming information
G ⊂ F in the sense that A(G) ⊂ AG .

In general, the acceptance set A(G) of ρ w. r. t. G is a subset of A. We do not require
that any financial position accepted by ρ should be accepted by the new risk measure ρG .
The condition A ⊂ AG would in fact be far too restrictive as the following remark shows.

Remark 8.1 Let ρ be a convex risk measure, and suppose that there is an update rule
G 7→ ρG ∈ RG such that A ⊂ AG for every σ-field. Then we obtain for all G ∈ F ,

ess inf XG ∩ A ≥ ess inf XG ∩ AG = 0.

This yields, A = X+. Thus, the acceptance set A corresponds to the worst-case risk
measure, i. e., ρ = ρworst.

For a convex risk measure that admits a robust representation in terms of equivalent
probability measures, there exists at least one consequence provided that there is a
probabilistic model which is not penalised under the minimal penalty function.

Example: Let ρ : X → R be a convex risk measure that satisfies (5). We choose a
probability measure Q? ∼ P with αmin(Q?) = 0 and define the following update rule
G 7→ ρG ∈ RG . We set

ρG(X) := EQ?(−X|G) ∀ X ∈ X

if the σ-field is non-trivial. Otherwise, ρG is given by ρ. As soon as we get any information,
we are convinced that Q? is the true probability measure which has to be used for risk
assessment. We leave it to the reader to verify that every conditional linear risk measure
ρG is a consequence of ρ and G. Moreover, by linearity, every ρG can be interpreted as a
maximal consequence, cf. remark 2.4. 3

Consecutivity does not characterise an update rule uniquely. For a convex risk measure
ρ : X → R and a σ-field G, we denote byR→G ⊂ RG the class of all conditional risk measures
ρG ∈ RG which are a consequence of ρ and G in the sense of definition 4.2. The right arrow
indicates that the criterion corresponds to a forward approach to dynamic risk assessment.

R→G is directed upwards with regard to the partial order (2):

ρ′G � ρG and ρG ∈ R→G ⇒ ρ′G ∈ R→G .

The previous example shows that there is at least one maximal consequence. In general,
a most tolerant consequence does not exist.

Remark 8.2 Let ρ be a convex risk measure that satisfies (5), and let G ⊂ F be a σ-field.
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(i) If there is a weakly acceptance consistent risk measure ρ?

G that is most tolerant in
R←G , then A?

G = A(G) by theorem 7.1. On the other hand, ρ?
G is also the least tolerant

consequence in R→G .

(ii) If ρ is linear, i. e., ρ(X) = EQ(−X) for all X ∈ X with some Q ∼ P , then we have

A(G) = {X ∈ X | EQ(−X|G) ≤ 0}

by proposition 5.1. The acceptance set of ρ w. r. t. G equals the acceptance set of the
conditional linear risk measure

ρG(X) := EQ(−X|G) ∀ X ∈ X .

ρG is most tolerant in R←G and least tolerant in R→G . In particular, the least conse-
quence is also maximal, cf. remark 2.4. We can conclude, for linear risk measures,
there exists a unique consequence which is given by the conditional expectation.

In our last theorem we describe an update rule that assigns to each new information
the least tolerant consequence.

Theorem 8.3 Suppose that ρ : X → R is a convex risk measure that satisfies (5), and let
G 7→ ρ?

G ∈ R→G be the update rule with

ρ?
G(X) := ρA?

G
(X) := ess inf {X ′ ∈ XG | X + X ′ ∈ A?

G} ∀ X ∈ X ,

where the acceptance set of ρ?
G is given by

A?
G =

⋂
ρG∈R→G

AG .

Every conditional convex risk measure ρ?
G is a consequence of ρ and G ⊂ F and least

tolerant in R→G . Moreover, ρ?
G is also induced by the conditional convex hull of A(G)

convGA(G) := {λX + (1− λ)Y | X, Y ∈ A(G), λ ∈ XG , 0 ≤ λ ≤ 1}. (20)

Proof: The intersection of acceptance sets is an acceptance set which generates a con-
ditional convex risk measure. Hence, the update rule is well defined. It always assigns the
least tolerant consequence of ρ and G ⊂ F .

Now, we consider the conditional convex hull of A(G). This set inherits the properties
of A(G), cf. remark 4.1. It is solid and conditionally convex. By sensitivity of ρ, we have
ess inf A(G)∩XG = 0 which yields, ess inf convGA(G)∩XG = 0. By proposition 2.5 in [5],
convG (A(G)) generates a conditional convex risk measure ρ′G . Clearly, ρ′G ∈ R→G because
A(G) ⊂ convGA(G) ⊂ A′G . Since every acceptance set is conditionally convex, it holds
convGA(G) ⊂ A′G ⊂ A?

G . Hence, ρ′G � ρ?
G . By minimality of ρ?

G within the class of all
consequences, both conditional convex risk measures are equal. 2
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9 Conclusions

We investigated different degrees of time consistency arising in the backward approach
to dynamic risk assessment. We then introduced an alternative forward condition of
consecutivity. We compared these approaches and illustrated them by the class of robust
shortfall risk measures.

The main purpose of the paper was to discuss the problem of how to update a convex
risk measure when new information arrives and to come up with a reasonable update rule.
Only a few risk measures can be updated in a strongly time consistent sense. Therefore, we
suggested to weaken the update criterion. We showed that a weakly consistent updating is
possible in several ways, and we characterised the most tolerant weakly consistent update
of a convex risk measure.

Finally, we proved that updating can also well be done under the forward criterion of
consecutivity. Many consecutive update rules exist. In this class, we proposed the least
tolerant risk measure as a reasonable update.
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