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Abstract

In economic theory, one can distinguish between variety as a source of regional knowledge spillovers, called Jacobs externalities, and variety as a portfolio protecting a region from external shocks. We argue that Jacobs externalities are best measured by related variety (within sectors), while the portfolio argument is better captured by unrelated variety (between sectors). We introduce a methodology based on entropy measures to compute related variety and unrelated variety. Using data at the NUTS-3 level in the Netherlands for the period 1996-2002 we find that Jacobs externalities enhance employment growth, while unrelated variety dampens unemployment growth. Productivity growth can be explained by traditional determinants including investments and R&D expenditures. Implications for regional policy follow.
1. Introduction

The relationship between variety and economic development has been a neglected research area in economics. For long, economic theory has focused on explaining economic growth by a combination of growth in inputs and efficiency improvements (SOLOW, 1957). The underlying qualitative nature of economic development, for example, in terms of the variety of sectors or the variety of technologies, has been addressed only rarely.

One can distinguish between three types of relationships between variety and economic development. The first approach centres on variety, spillovers and growth, which has become a central theme in what is called new growth theory. It has been argued that, apart from spillovers occurring between firms within a sector, spillovers also occur between sectors. Following this argument, the present variety in an economy can be an additional source of economic growth (JACOBS, 1969; GLAESER et al., 1992; VAN OORT, 2004). This means that not only the stock of inputs affects growth, but also the precise composition in a qualitative sense. And, since spillovers are geographically bounded, differences in regional growth should be related to qualitative differences in an economy’s composition at the regional level. Only some sectors are complementary in that their joint presence within an economy causes additional growth. A region specialising in a particular composition of complementary sectors will experience higher growth rates than a region specialising in sectors that do not complement each other.

A second way to relate variety to regional economic development, and more specifically, to unemployment, is to view variety as a portfolio strategy to protect a region from external shocks in demand (ATTARAN, 1986; HAUG, 2004). In this context, one also speaks of regional diversification analogous to corporate diversification as a risk spreading strategy. A high sector variety of a regional economy implies that a negative shock in demand for any of these sectors will have only mild negative effects on growth and employment. By contrast, a region
specialising in one sector, or a group of sectors with correlated demand, runs to risk of a serious slowdown in growth and high rates of unemployment as a result of a demand shock.

Finally, a third type of relationship between variety and economic development concerns the long-term effect of variety on the economic system. PASINETTI (1993) argued that an economy that does not increase the variety of sectors over time, will suffer from structural unemployment, and will ultimately stagnate. In this view, the development of new sectors in an economy is required to absorb labour that has become redundant in pre-existing sectors. This labour has become redundant due to a combination of productivity increases and demand saturation in pre-existing sectors, characterising the product lifecycle dynamics in each sector. These processes underlying long-term growth also have geographical implications, as new sectors typically emerge in urban areas while the older sectors are more dominant in rural areas. This means that labour becomes redundant primarily in rural areas, while new employment is primarily created in urban areas. This imbalance is counteracted by labour migration from rural to urban areas and by firm migration in the opposite direction. In the following, however, we focus mainly on the first two approaches as our data cover only a short period of time (seven years) whereas a test of Pasinetti’s thesis would require longer time series.

Another issue, which is closely related but analytically distinct from the issue of variety and regional economic growth, is the relationship between variety and urbanisation. There is a wide agreement that variety is positively related to the degree of urbanisation, the reason being that a variety of products and sectors can only be sustained with sufficient local demand, both for intermediate inputs and final products. With urbanisation being positively related to variety, and variety being positively related to economic growth, urbanisation will generally have a positive impact on economic growth. However, it is important to distinguish, both theoretically and empirically, between urbanisation as a source of economic growth and variety per se as a source of economic growth (that is, when controlling for urbanisation).
Approaching the question of regional economic development from the concept of variety, we will not provide a comprehensive review of regional growth theory. Rather, we will zoom in on those theories that have something to say about the role of variety in economic growth. Following the two approaches distinguished above, we will discuss, respectively, theories of spillovers including the new growth theory and the economics of agglomeration (section 2) and portfolio theory and regional diversification (section 3). We discuss data and measurement issues (section 4), and then turn to our empirical analysis of regional employment growth, productivity growth and unemployment growth for Dutch regions (section 5). Concluding remarks and policy reflections (section 6) finish up this paper.¹

2. The economics of agglomeration

The central idea underlying the economics of agglomeration holds that clustering of economic activity occurs because firms experience some form of benefit from locating near one another. A broad definition of agglomeration economies is that it concerns economies from which a firm can benefit by being located at the same place as one or more other firms. Four sources of agglomeration economies have been distinguished:

(1) **Internal increasing returns to scale.** These may occur in a single firm due to production cost efficiencies realised by serving large markets (KRUGMAN, 1991). There is nothing inherently spatial in this concept other than that the existence of a single large firm in space implies a large local concentration of factor employment;

(2) **External economies available to all local firms within the same sector: localisation economies;**
(3a) External economies available to all local firms irrespective of sector and arising from urban size and density: *urbanisation economies*;

(3b) External economies available to all local firms stemming from a variety of sectors: *Jacobs externalities* (JACOBS, 1969).

In the following, we limit our discussion to external economies. Localisation economies (2) usually take the form of what are called Marshallian (technical) externalities whereby the productivity of labour in a given sector in a given city is assumed to increase with total employment in that sector. Marshallian externalities arise from three sources: labour market pooling, creation of specialised suppliers, and the emergence of knowledge spillovers (FESER, 2002; HENDERSON, 2003).

Urbanisation economies (3a) reflect external economies passed to enterprises as a result of savings from the large-scale operation of the agglomeration or city as a whole and independent from industry structure. Relatively more populous localities are also more likely to house universities, industry research laboratories, trade associations and other knowledge generating organisations. It is the dense presence of these organisations (not solely economic in character, but also social, political and cultural) that supports the production and absorption of know-how, stimulating innovative behaviour, and contributes to differential rates of interregional growth. The diverse industry mix in an urbanised locality also improves the opportunities to interact, copy, modify and recombine ideas, practices and technologies across industries giving rise to Jacobs externalities (3b). Important innovations stem from the recombination of knowledge present in different industries. Geographical proximity between firms in different industries renders such recombination more likely to occur, in particular, if firms also operate under similar institutional conditions. The functional specialisation of firms in heterogeneous industries in close proximity
of each other is supposed to generate spatial interdependencies and generates benefits (and costs such as congestion) for everyone in that specific location (QUIGLY, 1998). Thus, variety in itself may be an extra source of knowledge spillovers and innovation.

Given the different potential sources of spillovers, an important empirical question holds whether these spillovers occur primarily when a region is specialised in a few sectors (localisation economies), or diversified into a large variety of sectors (Jacobs externalities), or whether it is primarily related to city size and density per se (urbanisation economies). In principle, all three types of agglomeration economies can occur as a result of spillovers, as a firm can learn from firms in the same industry (localisation economies), from firms in other industries (Jacobs externalities), or from a concentration of actors other than firms, including consumers, universities, and governments (urbanisation economies). Focusing on the question whether regional growth benefits most from localisation economies or Jacobs externalities, the issue at hand is one of composition. As the amount of spillovers differs, both within each sector, and between each pair of sectors, the question is which precise composition of sectors in a regional economy creates most spillovers.

The distinction between the different sources of spillovers bears important implications on theorising, because different types of spillovers are expected to lead to qualitatively different types of benefits. Localisation economies are expected to spur incremental innovation and process innovation, as the knowledge that spills over originates from similar firms producing similar products. The impact of localisation economies is thus expected to filter down primarily in productivity increases. By contrast, Jacobs externalities are expected to facilitate particularly radical innovation and product innovation as knowledge and technologies from different sectors are recombined leading to complete new products or technologies (compare Schumpeter’s concept of ‘Neue Kombinationen’). And, since radical innovations and product innovation lead to the creation of new markets and employment, rather than productivity increases, their impact may be very different from the incremental and process innovations caused by localisation economies.
These qualitative differences in the types of innovation are also taken up by evolutionary trade theory and evolutionary growth theory (VERNON, 1966; SAVIOTTI and PYKA, 2004).

Given that different types of spillover effects have potentially different effects on innovation and growth, one should be careful in selecting variables in an empirical research design. When analysing the impact of agglomeration economies on productivity growth, one can expect localisation economies to be important, while Jacobs externalities are expected to be important to explain differences in employment growth. Thus, both localisation economies and Jacobs externalities are all expected to contribute to regional economic development, but in different ways. This leads us to formulate the following hypotheses:

Hypothesis 1: Jacobs externalities are positively related to employment growth

Hypothesis 2: Localisation economies are positively related to productivity growth

3. Related versus unrelated variety

A second theory relating variety to economic growth concerns portfolio theory, a concept from business economics (MONTGOMERY, 1994). Portfolio theory is usually applied to the valuation of a collection of assets, or to the impact of product diversification on corporate profitability and growth. Whatever the context of application, the concept of portfolio amounts to saying that variety reduces risk. Placing bets on more than one horse reduces the risk of high losses (although it also reduces the probability of high profits).
The extent to which a portfolio reduces risk is dependent upon the correlation between economic outcomes associated with each of the elements within a portfolio. For example, a firm that diversifies its sales into twenty different products with correlated demand (say, twenty different holiday destinations in Greece) will not substantially reduce the risk of going bankrupt, as a sudden fall in demand will hit all twenty products. By contrast, a firm that diversifies into only ten different products with uncorrelated demand will be more effective in reducing risk, as a fall in demand in one product is most likely to be compensated by a rise in demand for another product.

The sectoral composition of a regional economy can be approached in a way analogous to corporate diversification in product portfolios. Regional variety can be considered a portfolio strategy to protect regional income from sudden sector-specific shocks in demand (also called asymmetric shocks that hit only one or few sectors, such as oil price shocks, a trade war, a radical innovation). This will especially protect labour markets, and thus prevent sticky unemployment to occur. Even if inter-regional labour mobility is high preventing unemployment to occur, asymmetric shocks reduce economic growth as agglomeration economies and the tax base deteriorate (KRUGMAN, 1993). Following this reasoning, industrial variety at the regional level would reduce regional unemployment and would promote regional economic growth, while specialisation would increase the risk of unemployment and a growth slowdown.

A central question is whether related or unrelated diversification is most rewarding for stability and growth (BALDWIN and BROWN, 2004). One can expect that related industries more often (though, again, not as a rule) have correlated demand shocks. Therefore, spreading risk over unrelated sectors is to be preferred from the viewpoint of a portfolio strategy. However, one should take into account the possible benefits from related diversification as well. Analogous to economies of scope at the firm level, one expects knowledge spillovers within the region to occur primarily among related sectors, and only to a limited extent among unrelated sectors. In terms of
agglomeration theory, Jacobs externalities are expected to be higher in regions with a related 
variety of sectors than in regions with an unrelated variety of sectors.

The effects of related and unrelated sector variety, therefore, are expected to differ. Unrelated 
variety protects a region best against external asymmetric shocks in demand and thus against 
rising unemployment. By contrast, related variety in a sector is expected to be beneficial for 
Jacobs externalities in the form of knowledge spillovers, thus enhancing growth and employment 
(as already stated in hypothesis 1). This leads us to the following additional hypothesis:

Hypothesis 3: Unrelated variety is negatively related to regional unemployment growth

4. Hypothesis testing for regional growth in The Netherlands

Data have been collected at the NUTS-3 level. The choice of NUTS-3 as the spatial unit of 
analysis is motivated by the wish to deal with labour market regions, which are regarded as the 
most relevant unit of analysis in agglomeration research. In The Netherlands, the NUTS-3 level is 
commonly associated with spatial labour markets. A recent study on functional regions in The 
Netherlands by BONGAERTS et al. (2004) confirmed that the functional coherence of the 
NUTS-3 classification is indeed statistically not less coherent than the classification that can be 
obtained by empirical computation.

4.1 Dependent variables
EMPLOYMENT GROWTH (1996-2002)

Computed as percentage growth over full-time employee equivalents (1996-2002) using data from Statistics Netherlands (CBS) and includes all economic activities except agriculture.

PRODUCTIVITY GROWTH (1996-2001)

Computed as percentage growth (1996-2001) and provided by the University of Groningen (BROERSMA and OOSTERHAVEN, 2004).

UNEMPLOYMENT GROWTH (1996-2002)

Concerns labour productivity and is computed as percentage growth (1996-2002) using data from Statistics Netherlands (CBS).

INACTIVITY GROWTH (1996-2002)

Computed as percentage growth (1996-2002) and computed from data from Statistics Netherlands (CBS). Below, inactivity growth is used as an alternative measure for unemployment growth. Inactivity data include both unemployment numbers and the numbers of physically disabled workers (often seen as a hidden form of unemployment, see BROERSMA and VAN DIJK, 2002).

4.2 Independent variables
Below, the dependent variable variation is expressed as a function of initial conditions in the independent variables, except for some variables. This procedure has been necessary given that data were not available for all years. Because of non-normality of the distribution of some variables (indicated by either the skewness test or the Kolmogorov-Smirnov test), these were log-transformed. Also, some variables were corrected for outliers. In the following, we use standardised scores (z-values with average 0 and standard deviation 1) of all variables in order to assess the relative effect of independent variables. After corrections and transformations, these variables are normally distributed.

**UNRELATED VARIETY (1996)**

**RELATED VARIETY (1996)**

As explained above, the concept of related variety holds that some sectors are more related than others, and will generate relatively more Jacobs externalities. To examine empirically the effect of related or unrelated variety is not a trivial matter and sophisticated methodologies of diversification and inter-sectoral spillovers are relatively scarce (JAFFE, 1986; TEECE et al., 1994; VERSPAGEN, 1997; BRESCHI et al., 2003).

One methodology, which has specifically been applied in the context of related and unrelated diversification, both at the firm level (JACQUEMIN and BERRY, 1979) and the regional level (WASYLENKO and ERICKSON, 1978; KORT, 1981; ATTARAN, 1986), concerns the entropy measure. The main advantage of the entropy measure, and the reason for its use in the context of diversification, is that entropy can be decomposed at each sectoral digit level. The decomposable nature of entropy implies that variety at several digit levels can enter a regression analysis without necessarily causing collinearity (THEIL, 1972; JACQUEMIN and BERRY, 1979; ATTARAN, 1986). In the following, we compute entropy using employment data, which are available for The Netherlands at the five-digit level from the LISA database (VAN OORT, 2004). We indicate
unrelated variety per region by the entropy of the two-digit distribution, and related variety by
the weighted sum of the entropy at the five-digit level within each two-digit class.

Formally, let all five-digit sectors \( i \) fall exclusively under a two-digit sector \( S_g \), where
\( g=1,\ldots,G \). One can derive the two digit shares \( P_g \) by summing the five-digit shares \( p_i \):

\[
P_g = \sum_{i \in S_g} p_i \tag{1}
\]

The entropy at the two-digit level, or unrelated variety (UV), is given by:

\[
UV = \sum_{g=1}^{G} P_g \log_2 \left( \frac{1}{P_g} \right) \tag{2}
\]

Related variety, as the weighted sum of entropy within each two-digit sector, is given by:

\[
RV = \sum_{g=1}^{G} P_g H_g \tag{3}
\]

where:

\[
H_g = \sum_{i \in S_g} \frac{p_i}{P_g} \log_2 \left( \frac{1}{p_i/P_g} \right) \tag{4}
\]

As explained first by THEIL (1972, pp. 20-22) and later by JACQUEMIN and BERRY (1979)
and ATTARAN (1986), the decomposable nature of the entropy measure implies that five-digit
entropy is equal to the sum of two-digit entropy (unrelated variety) and the weighted sum of five-
digit entropy within each two-digit class (related variety).
As argued earlier, we consider related variety to be the indicator for Jacobs externalities because it measures the variety within each of two-digit classes. We expect the economies arising from variety to be especially strong between sub-sectors, as knowledge spills over primarily between firms selling related products. By contrast, unrelated variety measures the extent to which a region is diversified in very different types of activity. This type of variety is expected to be instrumental in avoiding unemployment.

The maps of related and unrelated variety provided in figure 1 present two very different regional patterns for related variety and unrelated variety. As it is clear from the maps, variety at high levels of aggregation shows little resemblance with variety at low levels, which strongly suggests that the choice of sector aggregation is not trivial. The absence of positive correlation between related and unrelated variety further supports this (correlation is -0.046).

LOS-INDEX (1996)

Localisation economies are associated with the concentration of a particular sector in a region. Often, this type of economies is captured by specialisation indicators (GLAESER et al., 1992; VAN OORT, 2004; VAN STEL and NIEUWENHUIJSEN, 2004). The Los-index (LOS, 2000) captures the technological relatedness between industrial sectors by computing the similarity between two sectors’ input mix from input-output tables. As input mixes reflect production technologies, a high similarity in input mixes of two sectors implies a small ‘technological distance’ between two sectors, and a high amount of spillovers. Conversely, two industries with very different input mixes are technologically distant, and, consequently, will hardly mutually benefit from spillovers. Technological similarity within a sector is by definition equal to one, as jobs within the same sector are assumed to yield the highest amount of spillovers (underlying the concept of localisation economies). We consider this index to be a better proxy for localisation economies than specialisation indicators, because (i) it takes into account both the regional
concentration of a single industry and of technologically related industries, and (ii) it is not a relative specialisation measure, but it is based on absolute concentration of particular sectors in a region.

The data on technological similarity based on national input-output data are provided by Bart Los from the University of Groningen (LOS, 2000). We have chosen to apply the measure only to industrial sectors and knowledge intensive service sectors because the concept of knowledge spillovers are known to be strongest in these sectors (including all other services would have substantially lowered the variance in the Los-index). The data consists of a matrix of similarity values for each pair of sectors ranging from 0 (no inputs in common) to 1 (all inputs in common). For a region \( k \), we multiplied the number of jobs for each pair of sectors. This number is multiplied by the corresponding similarity value between the two sectors. This is repeated for all pairs of sectors. The sum of the pairwise multiplications is finally divided by the maximum possible value (which is obtained if all sectors would have perfect similarity). Let \( s_{ik} \) and \( s_{jk} \) stand for the number of jobs in sector \( i \) and \( j \) respectively, and \( a_{ij} \) for the technological similarity value between sector \( i \) and \( j \), then the Los-index is computed as:

\[
\text{Los}_k = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} (s_{ik} \cdot s_{jk} \cdot a_{ij})}{\sum_{i=1}^{n} \sum_{j=1}^{n} (s_{ik} \cdot s_{jk})}
\]  

(5)

This index ranges from the minimum value \((1/n)\) to its maximum value of 1. Note that, as the technological similarity within a sector is by definition equal to one (the diagonal in the similarity matrix), a region that is fully specialised in one sector always acquires the maximum possible value. In all other cases, the Los-index will lie in between the minimum and maximum value (see figure 1). A value of 1 would indicate the presence of one
ideal-type of a cluster of either one industry or a set of technologically equivalent industries, in which the amount of localisation economies in a region would be fully maximised. Also note that it does not measure related variety, because its value increases with specialisation in one industry.

<FIGURE 1 ABOUT HERE>

POPULATION DENSITY (LOG) (1996)

Population density is used as a proximate indicator of urbanisation economies stemming from a large concentration of economic activity per se irrespective of its composition (see also figure 1).

4.3 Control variables

In line with GLAESER et al. (1992), VAN OORT (2004) and BROERSMA and OOSTERHAVEN (2004), we introduced control variables that potentially codetermine regional employment-, productivity and unemployment growth. This concerns average wage levels, investment levels per fte, the capital-labor ratio growth, R&D expenditures per fte, business area growth, dwellings growth, the regional level of competition between firms (measured by average firm size), the level of human capital (measured by the degrees of education of the working labour force) and the level of specialisation in traditional manufacturing sectors. See FRENKEN et.al. (2004) for a full explanation of the variables.
5. Results

We start from theoretically based baseline models in which we include the most relevant variables, which are the indicators related to the different types of agglomeration economies: unrelated variety (to test for the portfolio effect), related variety (to test for Jacobs externalities), the Los-index (to test for localisation economies), and population density (to control for pure urbanisation economies). Including all these variables allows us to assess the relative effect of different potential sources of agglomeration economies (correlations between these four variables are all below 0.5).

As the main control variables, we have chosen to include the variables investment and R&D. In addition, when dealing with productivity growth and unemployment, we included capital-labour ratio growth as a control. There are both theoretical (SOLOW, 1957) and empirical (BROERSMA and OOSTERHAVEN, 2004; KIM, 1997) reasons to assume that productivity growth is very sensitive to this ratio as it increases the amount of capital per worker. Concerning unemployment, an increase in the ratio between capital and labour may indicate labour-saving technological change, and thus, may raise unemployment. Finally, we also included the wage variable in our baseline model explaining unemployment growth, because regions with higher relative wage levels are expected to experience higher unemployment, *ceteris paribus*. All other variables are added one-by-one to the baseline model to assess whether the specification of the model improves. If so, these variables are shown in the results.

The Breusch-Pagan test for heteroskedasticity reveals that all specifications in the following tables 1, 2 and 3 are homoskedastic. The fact that heteroskedasticity is not a problem in any of our estimations, indicates that over the 40 regions of observations no structural diverging error-terms in classes of regions (regimes) are present.

5.1 Results for employment growth
Table 1 provides the results for EMPLOYMENT GROWTH as the dependent variable. Model 1 specifies the OLS baseline model. From the results, it can be concluded that our main hypothesis is confirmed: related variety as an indicator for Jacobs externalities is indeed positively and significantly related to employment growth. Since we used z-values, the results also show that related variety contributes most to employment growth. Furthermore, investment as a control variable has the expected sign. Interestingly, population density has no significant effect on employment growth suggesting that it is not urbanisation *per se* but related variety that contributes to job creation. Put it differently, cities do not create jobs ‘automatically’. Rather, related variety is responsible for job creation, which is often, but not necessarily, highest in cities.

Models 1a and 1b test for the robustness of model 1, by substituting the dependent variable, employment growth during the period 1996-2002, by the same variable for different periods (1997-2002) and (1996-2001). The results show that model 1 is robust in the sense that the same variables are significant (and of the same sign) in models 1a and 1b.

Using model 1, we added, one-by-one, all other variables. None of these variables additionally turned out to be significantly related to employment growth except for the average wage level (model 2), business area growth (model 3) and dwellings growth (model 4). In the case of the addition of the wage level to the specification (model 2), investment was no longer significant. Model 2 suggests that employment has been created in high-wage areas. This is contradictory to the traditional expectation that low wage levels attract investment, and by doing so, enhance employment growth. This outcome may reflect the higher human capital levels in high-wage regions (although our human capital variable did not prove to be significant when added to the baseline model). High wages may also have acted as a trigger to migrate, and by doing so, raise employment/supply of labour (compare BROERSMA and VAN DIJK, 2002). This is akin to the core mechanism explaining agglomeration in models of the new economic geography. Note that including the wage variable renders population density significant and negative (probably due to
the 0.428 correlation between wages and population density). Models 3 and 4 plausibly suggest that regions where business sites or dwellings were constructed more often, showed higher employment growth rates. The significance and sign of related variety proved to be robust over all model specifications of employment growth.

We also tested whether employment growth is spatially autocorrelated, i.e. whether fast (slowly) growing regions are neighbours of other fast (slowly) growing regions. This is done by computing the Lagrange multiplier for the error term and for the spatial lag of the dependent variable in all models. Exploratory spatial analysis using Spacestat estimation software (ANSELIN, 1988) revealed that a simple contiguity matrix of adjacency between the 40 NUTS-3 regions best captures the spurious spatial dependence between regional scores. The dependence is spurious because the NUTS-3 level turned out to be a robust measurement level in spatial statistical terms: no variation between regional indicators can significantly be attributed to spatial correlation. In six out of seven employment growth models presented in table 1, the LM-test statistics indeed presented no significant indications for spatial lag or spatial error specifications of the models (all p-values are well above 0.10), which implies that the model structure and model fit do not gain from spatial error or spatial lag specifications.

Finally, spatial dependence can occur in the independent variables of the model. Therefore we repeated the specification in model 1 using the Window-Average (WA) values of the independent variables. WA-values are the average of the value of a NUTS-3 region and all its neighbouring regions. In a specification with WA-variables, independent variables are measured at the supra-regional level, thus taking into account the effects of nearby regions on a region’s growth (e.g., demand effects, crowding out or spillovers). From the specification including the WA-variables in model 5 it can be concluded that only related variety positively affects employment growth using WA-variables, while the Los-index now (unexpectedly) has a significant negative effect. The robust positive coefficient of related variety reinforces our conclusion that, as hypothesised, related variety is a main driver of employment growth.
5.2 Results for productivity growth

Table 2 provides in a similar manner as table 1 the results for PRODUCTIVITY GROWTH as the dependent variable. Model 1 specifies the OLS baseline model, which corresponds to the baseline model for employment growth plus C-L growth. The results show that investment, R&D and C-L growth are significant and positively related to regional productivity growth, as expected. Related variety is also significant, but negatively related to productivity growth. This means that whereas related variety contributed to employment growth, it slows down productivity growth. Our main hypothesis concerning productivity growth – localisation economies enhancing productivity growth – is not confirmed, since the Los-index is not significant.

Models 1a and 1b again test for the robustness of model 1, by substituting the dependent variable, productivity growth during the period 1996-2001, by the same variable for different periods (1997-2001) and (1996-2000). Model 1 is not entirely robust for changes in the period of observation as investment and related variety are significant in either model 1a or model 1b, but not in both. Conclusions about these two variables should therefore be drawn with care. The variables R&D and C-L growth show robustness in the sense that their sign and significance remained unchanged. Again, using model 1, we added, one-by-one, all other variables. None of these variables turned out to be significantly related to productivity growth (not shown), while the variables that were significant in Model 1 remain robust.

We tested whether productivity growth is spatially autocorrelated by interpreting again the Lagrange multiplier test statistics for a spatial error term and for the spatial lag of the dependent variable (again using a first-order contiguity matrix). The Lagrange multiplier value for spatial lag is significant at the 5% level (0.038), which means that the model specification can be improved by including a spatial lag of the dependent variable, which is the average productivity growth in a region’s neighbouring regions. Model 2 shows the results of the spatial lag model.
Interestingly, the spatial lag of productivity growth (W_productivity growth) is significant, yet negative. This means that there is an inverse relationship between productivity growth in a region and its neighbouring regions: regions surrounded by low productivity growth tend to have high productivity growth and vice versa. This result underlines that the choice of NUTS-3 as the unit of analysis is justified as no positive relations can be found at the supra-regional level.

Finally, the window average specification of the baseline model (model 3) shows that R&D and C-L growth also remain positive in that specification. As the model fit of specification 3 does not improve over specification 1 (instead, it perked down considerably), no further window average specifications were carried out.

Summarising, most specifications show that the main drivers of productivity growth are the ‘usual suspects’ of R&D and C-L growth, both commonly associated with process innovation. Importantly, the spatial-lag results show negative spatial autocorrelation with neighbouring regions, which supports the choice of NUTS-3 regions as the relevant delineative level of analysis.

5.3 Results for unemployment growth

Table 3 provides the results for UNEMPLOYMENT GROWTH and INACTIVITY GROWTH as dependent variables. Model 1 specifies the OLS baseline model, which is equal to the baseline model for productivity but including wage as an additional control variable. From the results it can be concluded that our main hypothesis concerning unemployment growth – unrelated variety is negatively related to unemployment growth – is confirmed. This means that regions with higher unrelated variety experience lower rates of unemployment growth. Furthermore, we find a negative significant relation between urbanisation economies and unemployment growth. This can be explained by the fact that regions with high population densities are also regions where unemployed people have more job opportunities within commuting range (see also BROERSMA
and VAN DIJK, 2002). Urbanisation economies, therefore, provide a safeguard against high unemployment growth. We also find that regions with relative high R&D expenditures per fte and C-L growth experience higher unemployment growth, which suggests that some part of innovative activity is labour-saving. Finally, we find the expected effect of wages on unemployment.

Models 1a and 1b test for the robustness of model 1, by substituting unemployment growth during the period 1996-2002, by the same variable for different periods (1997-2002) and (1996-2001). Model 1c provides an additional robustness check by using \textit{INACTIVITY GROWTH} (including physically disabled besides unemployed persons) as an alternative unemployment measure for the same period. The results on robustness show that the baseline model is not entirely robust for changes in the period of observation in particular with regard to population density, unrelated variety and C-L growth. In the 1996-2001 specification (1a) neither unrelated variety nor control variables are attached to unemployment growth. Note that unrelated variety, which is of main interest to our analysis of portfolio effects, is significant in model 1c. As for the regressions on employment growth and productivity growth, we used the baseline model 1 to add the other dependent variables one-by-one. None of these variables proved to be significantly related to unemployment growth (at the 5% significance level).

It is of no help to include a spatial error or spatial lag specification of the dependent variable: the LM-test statistics do never suggest so. Finally, the window average specification of the baseline model (specification 2) shows that, when assuming neighbouring regions affect a region’s unemployment, population density and investment prove to counter-act unemployment growth, while high wages and the Los-index enhance unemployment growth.

Summarising, in three out of five model specifications evidence has been found that unrelated variety counter-acts unemployment growth as portfolio theory predicts. The effects of control variables are not entirely robust, although the positive effect of high wages on unemployment is, as expected, significant in most model specifications. Also, the negative effect of population...
density on unemployment (urbanisation economies) is evident in four out of five models, which suggests that large cities provide more opportunities for unemployed people.

6. Conclusions and policy implications

The goal of our study has been to analyse the effects of variety on regional economic growth. The main contribution has been to distinguish between unrelated variety and related variety. Unrelated variety is measured at the two-digit sector level, while related variety is measured at the five-digit sector level within two-digit classes. We found that the two variables had very different effects on productivity, employment and unemployment. Previous studies measured variety only in terms of what we have called unrelated variety, and therefore ignored the important effects of related variety (GLAESER et al., 1992; FELDMAN and AUDRETSCH, 1999; VAN STEL and NIEUWENHUIJSEN, 2004). Given that these contributions were motivated by spillover theory, which we associate with related variety, the results of previous studies may be imprecise in this respect. However, our measures of unrelated and related variety can be improved as the results remain sensitive to the given Standard Industry Classification that traditionally overemphasises industrial sectors over service sectors. Future studies could attempt to make use of alternative sectoral aggregation schemes based on more in-depth information on relatedness and knowledge flows.8

We associated related variety with Jacobs-type externalities arising from spillovers between sectors stimulating employment creation (hypothesis 1), and unrelated variety with a portfolio that prevents regions from experiencing shocks in unemployment (hypothesis 3). We did not only take into account the effects of related variety and unrelated variety, but also the effect of localisation economies and urbanisation economies. In particular, we expected that localisation economies, as present in specialised technological clusters, would primarily enhance productivity.
growth (hypothesis 2). Using the variables related variety, unrelated variety, localisation economies and urbanisation economies, our study analysed all possible sources of agglomeration economies at the regional level (NUTS-3). Control variables including investment, R&D, capital-labour ratio growth, human capital, and wage level were also taken into account.

The empirical results showed that related variety indeed enhances employment growth (hypothesis 1), while other type of agglomeration economies are not significant. Knowing that related variety is mainly present in densely populated areas, and given that population density is not significantly affecting employment growth, we can conclude that related variety in cities is responsible for job creation and not urban density in itself. From this, we conclude that Jacobs externalities are an important driver of employment growth. This outcome is also in line with evolutionary economics and urban lifecycle theory that predict new employment stemming from product innovation and new firm creation, to emerge in diversified cities, while labour-saving productivity growth is more likely to be realised by large established firms located in more rural areas.

We also found that unrelated variety is indeed negatively related to unemployment growth meaning that the presence of unrelated sectors in a region acts as a portfolio against unemployment shocks (hypothesis 3). Higher wages, as expected, enhance unemployment growth, while population density retards unemployment growth. Using statistical robustness techniques, the results on unemployment were shown not to be entirely robust. Concerning productivity growth, we obtain more ‘classical’ results with investment, R&D and C-L growth being the drivers behind productivity increases. The effect of localisation economies on productivity growth (hypothesis 2) could not be supported.

From our study, and given statistical error, it follows that employment policy should stimulate related variety, for example, by enhancing niche creation and spin-off firms, rather than selecting one particular (new) sector (see also, RASPE and VAN OORT, 2006).
Regional policies based on supporting related variety reduce the risk of selecting wrong activities because one takes existing regional competences as building blocks to broaden the economic base of the region. At the same time, such a policy could still acknowledge the fact that generic technologies (like Information and Communication Technology) may have a huge and pervasive impact on economic development in many regions due to the many potential fields of application. A regional, related-variety policy combines the advantages of specialisation in related activities, and is to be supplemented by national policies on generic technologies.
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<table>
<thead>
<tr>
<th></th>
<th>(1) OLS 1996-2000</th>
<th>(1a) OLS 1997-2001</th>
<th>(2) Spatial lag</th>
<th>(3) OLS (WA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANT</td>
<td>-0.043 (-0.412)</td>
<td>-0.037 (-0.349)</td>
<td>-0.041 (-0.352)</td>
<td>-0.077 (-0.886)</td>
</tr>
<tr>
<td>UNRELATED VARIETY</td>
<td>-0.061 (-0.505)</td>
<td>-0.008 (-0.066)</td>
<td>0.019 (0.139)</td>
<td>0.008 (0.081)</td>
</tr>
<tr>
<td>RELATED VARIETY</td>
<td>-0.273** (-2.217)</td>
<td>-0.264** (-2.114)</td>
<td>-0.104 (-0.762)</td>
<td>-0.257** (-2.552)</td>
</tr>
<tr>
<td>LOS-INDEX</td>
<td>-0.084 (-0.645)</td>
<td>0.044 (0.332)</td>
<td>0.070 (0.481)</td>
<td>-0.088 (-0.824)</td>
</tr>
<tr>
<td>POPULATION DENSITY (LOG)</td>
<td>-0.092 (-0.642)</td>
<td>-0.145 (-0.991)</td>
<td>-0.080 (-0.505)</td>
<td>-0.131 (-1.103)</td>
</tr>
<tr>
<td>INVESTMENT (LOG)</td>
<td>0.184* (1.860)</td>
<td>0.134 (1.334)</td>
<td>0.300** (2.731)</td>
<td>0.201** (2.460)</td>
</tr>
<tr>
<td>R&amp;D (LOG)</td>
<td>0.398*** (3.388)</td>
<td>0.431*** (3.616)</td>
<td>0.385*** (2.964)</td>
<td>0.408*** (4.239)</td>
</tr>
<tr>
<td>C-L RATIO GROWTH</td>
<td>0.705*** (6.165)</td>
<td>0.712*** (6.134)</td>
<td>0.651*** (5.139)</td>
<td>0.761*** (8.110)</td>
</tr>
<tr>
<td>W PRODUCTIVITY GROWTH</td>
<td>-0.418*** (-2.725)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>0.648</td>
<td>0.637</td>
<td>0.568</td>
<td>0.682</td>
</tr>
<tr>
<td>ADJ. R2</td>
<td>0.571</td>
<td>0.558</td>
<td>0.473</td>
<td>0.706</td>
</tr>
<tr>
<td>MAX. LIKELIHOOD</td>
<td>-35.374</td>
<td>-35.982</td>
<td>-39.482</td>
<td>-32.605</td>
</tr>
<tr>
<td>LAGRANGE MULTIPLIER (ERROR)</td>
<td>1.933</td>
<td>0.045</td>
<td>0.174</td>
<td>7.280</td>
</tr>
<tr>
<td>LAGRANGE MULTIPLIER (LAG)</td>
<td>4.316</td>
<td>0.755</td>
<td>0.030</td>
<td>5.177</td>
</tr>
<tr>
<td>LIKELIHOOD RATIO TEST</td>
<td></td>
<td></td>
<td></td>
<td>5.537</td>
</tr>
<tr>
<td>BREUSCH-PAGAN TEST</td>
<td>3.776</td>
<td>4.235</td>
<td>12.251</td>
<td>2.914</td>
</tr>
</tbody>
</table>

T-values in parentheses (except for Lagrange Multiplier test statistics and Breusch-Pagan test statistics, where p-values are shown). WA for window-average variables (Anselin 1988). Lagrange Multiplier tests for spatial dependence (lag and error) use first order contiguity matrices.  
*** Significant at the 0.01-level; ** Significant at the 0.05-level; * Significant at the 0.10-level

Table 2. Dependent variable: PRODUCTIVITY GROWTH
### Table 3. Dependent variable: UNEMPLOYMENT GROWTH

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CONSTANT</strong></td>
<td>0.021</td>
<td>-0.009</td>
<td>0.090</td>
<td>0.029</td>
<td>-0.211</td>
</tr>
<tr>
<td></td>
<td>(0.146)</td>
<td>(-0.055)</td>
<td>(0.581)</td>
<td>(0.198)</td>
<td>(-1.362)</td>
</tr>
<tr>
<td><strong>UNRELATED VARIETY</strong></td>
<td>-0.395**</td>
<td>-0.044</td>
<td>-0.402**</td>
<td>-0.416**</td>
<td>-0.118</td>
</tr>
<tr>
<td></td>
<td>(-2.338)</td>
<td>(-0.226)</td>
<td>(-2.238)</td>
<td>(-2.493)</td>
<td>(-0.610)</td>
</tr>
<tr>
<td><strong>RELATED VARIETY</strong></td>
<td>0.031</td>
<td>0.182</td>
<td>0.081</td>
<td>0.099</td>
<td>-0.394*</td>
</tr>
<tr>
<td></td>
<td>(0.173)</td>
<td>(0.869)</td>
<td>(0.425)</td>
<td>(0.556)</td>
<td>(-1.824)</td>
</tr>
<tr>
<td><strong>LOS-INDEX</strong></td>
<td>0.156</td>
<td>0.112</td>
<td>0.382*</td>
<td>0.015</td>
<td>0.405**</td>
</tr>
<tr>
<td></td>
<td>(0.829)</td>
<td>(0.510)</td>
<td>(1.904)</td>
<td>(0.078)</td>
<td>(2.297)</td>
</tr>
<tr>
<td><strong>POPULATION DENSITY (LOG)</strong></td>
<td>-0.569**</td>
<td>-0.057</td>
<td>-0.564**</td>
<td>-0.484**</td>
<td>-0.224***</td>
</tr>
<tr>
<td></td>
<td>(-2.440)</td>
<td>(-0.209)</td>
<td>(-2.273)</td>
<td>(-2.102)</td>
<td>(-3.509)</td>
</tr>
<tr>
<td><strong>INVESTMENT (LOG)</strong></td>
<td>-0.176</td>
<td>0.236</td>
<td>-0.036</td>
<td>-0.189</td>
<td>-0.199**</td>
</tr>
<tr>
<td></td>
<td>(-1.045)</td>
<td>(1.210)</td>
<td>(-0.204)</td>
<td>(-1.138)</td>
<td>(-2.570)</td>
</tr>
<tr>
<td><strong>R&amp;D (LOG)</strong></td>
<td>0.394**</td>
<td>0.026</td>
<td>0.259</td>
<td>0.490***</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>(2.376)</td>
<td>(0.135)</td>
<td>(1.474)</td>
<td>(2.991)</td>
<td>(-0.037)</td>
</tr>
<tr>
<td><strong>WAGE</strong></td>
<td>0.383*</td>
<td>-0.166</td>
<td>0.409*</td>
<td>0.349</td>
<td>0.401***</td>
</tr>
<tr>
<td></td>
<td>(1.742)</td>
<td>(-0.652)</td>
<td>(1.754)</td>
<td>(1.609)</td>
<td>(3.908)</td>
</tr>
<tr>
<td><strong>C-L RATIO GROWTH</strong></td>
<td>0.299*</td>
<td>0.145</td>
<td>0.482***</td>
<td>0.009</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td>(1.866)</td>
<td>(0.780)</td>
<td>(2.834)</td>
<td>(0.058)</td>
<td>(1.519)</td>
</tr>
<tr>
<td><strong>R2</strong></td>
<td>0.333</td>
<td>0.102</td>
<td>0.386</td>
<td>0.349</td>
<td>0.428</td>
</tr>
<tr>
<td><strong>ADJ. R2</strong></td>
<td>0.161</td>
<td>0.000</td>
<td>0.228</td>
<td>0.181</td>
<td>0.280</td>
</tr>
<tr>
<td><strong>LAGRANGE MULTIPLIER (ERROR)</strong></td>
<td>0.971</td>
<td>0.006</td>
<td>0.209</td>
<td>0.188</td>
<td>3.861</td>
</tr>
<tr>
<td></td>
<td>(0.324)</td>
<td>(0.940)</td>
<td>(0.648)</td>
<td>(0.665)</td>
<td>(0.049)</td>
</tr>
<tr>
<td><strong>LAGRANGE MULTIPLIER (LAG)</strong></td>
<td>0.210</td>
<td>0.034</td>
<td>0.372</td>
<td>0.335</td>
<td>3.218</td>
</tr>
<tr>
<td></td>
<td>(0.271)</td>
<td>(0.853)</td>
<td>(0.542)</td>
<td>(0.563)</td>
<td>(0.073)</td>
</tr>
<tr>
<td><strong>BREUSCH-PAGAN TEST</strong></td>
<td>7.319</td>
<td>6.370</td>
<td>8.190</td>
<td>6.144</td>
<td>2.989</td>
</tr>
<tr>
<td></td>
<td>(0.503)</td>
<td>(0.606)</td>
<td>(0.415)</td>
<td>(0.523)</td>
<td>(0.934)</td>
</tr>
</tbody>
</table>

- t-values in parentheses (except for Lagrange Multiplier test statistics and Breusch-Pagan test statistics, where p-values are shown). WA for window-average variables (Anselin 1988). Lagrange Multiplier tests for spatial dependence (lag and error) use first order contiguity matrices.
- *** Significant at the 0.01-level; ** Significant at the 0.05-level; * Significant at the 0.10-level
Figure 1. Maps of the four main independent variables
NOTES

1 A review of empirical studies on variety and regional growth can be found in DISSART (2003) and FRENKEN et al. (2004).

2 Outliers were identified by initial z-values that are larger than three in absolute terms. Corrections are carried out by (1) in a first stage excluding the outlier when computing z-values – allowing variation in the remaining non-outlier observations – and (2) in a second stage incorporating the outliers with a relative high value in the dataset (the outliers do measure reality, and should not be completely excluded from analyses).

3 We also ran the regressions with the specialisation measure proposed by GLAESER et al. (1992), using a classification into four sectors (industrial activities, distribution and transport services, consumer services and producer services). These measures never turned out to be significant (see FRENKEN et al. 2004).

4 This may point to endogeneity.

5 We also tested for the sensitivity for higher order contiguity spatial dependence and for first- and second order inverse distance weights using physical distances (kilometres) – and none of these spatial weight formulations captured spatial dependence significantly better.

6 According to the Lagrange Multiplier test for spatial lag dependence, a spatial lag specification of model (2) in table 1 would be appropriate. Such a model suffers from heteroskedasticity though, for which no appropriate instruments could be constructed.

7 We used the first-order contiguity matrix for calculating WA-values in Spacestat (ANSELIN, 1988). It is important to note though that the window average of entropy values (used to indicate unrelated and related variety) and the Los-index cannot be computed as the average of a region and its neighbours, because these indices reflect a qualitative state of the economy rather than a quantitative value. When distributions are aggregated across regions, the window average entropy is to be computed from the newly obtained frequency distribution at the supra-regional level.
Methodological progress in measures of variety and relatedness has been made by SIEGEL et al. (1995), VERSPAGEN (1997), WAGNER (2000) and BRESCHI et al. (2003). These methodologies, however, are demanding in terms of the data required.

We recognize that related variety creates more knowledge spillovers in some sectors than in others.